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Abstract: Data security has become crucial to most enterprise and government applications due to the increasing amount of data generated, collected, and analyzed. Many algorithms have been developed to secure data storage and transmission. However, most existing solutions require multi-round functions to prevent differential and linear attacks. This results in longer execution times and greater memory consumption, which are not suitable for large datasets or delay-sensitive systems. To address these issues, this work proposes a novel algorithm that uses, on one hand, the reflection property of a balanced binary search tree data structure to minimize the overhead, and on the other hand, a dynamic offset to achieve a high security level. The performance and security of the proposed algorithm were compared to Advanced Encryption Standard and Data Encryption Standard symmetric encryption algorithms. The proposed algorithm achieved the lowest running time with comparable memory usage and satisfied the avalanche effect criterion with 50.1%. Furthermore, the randomness of the dynamic offset passed a series of National Institute of Standards and Technology (NIST) statistical tests.
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1. Introduction

The emergence of social media platforms and smartphone applications has resulted in the generation of vast volumes of data, referred to as “big data.” Big data is defined as massive and diverse datasets that exceed the computational, storage, and communication capabilities of traditional methods or systems [1]. These data are used for further analysis to provide insights into applications related to domains such as healthcare, banking, and finance. The collection and storage of potentially sensitive information raises serious security and privacy concerns.

Breaches of sensitive data expose organisations to many threats, including reputational risk, financial penalties, and other fines for non-compliance with regulations that require high levels of security to protect sensitive data [1,2]. For example, the General Data Protection Regulation (GDPR) [3] outlines a specific set of rules for transferring and storing personal data to protect individual privacy. One way to reduce the burden on GDPR is to encrypt personal data. For example, organizations that encrypt their personal data gain the benefit of not having to notify data subjects in cases of data breach. Hence, storing data in encrypted format could reduce the cost of personal data and information systems.

Organizations of all sizes are adapting different security and privacy preservation techniques to ensure data security and privacy compliance requirements, protect intellectual property, and secure their customers’ personally identifiable information and
company information. There is no universally suitable technique; instead, solutions will depend on the specific needs of an organization.

1.1. Motivation and Research Goals

As the applications and capabilities of big data have been expanding dramatically, data privacy and security have become significant issues given, for example, the shift from clients to cloud servers, the rise of the Internet of Things, and the shift from desktop computers to mobiles and other small devices. Although robust cryptographic solutions are available [4–7], their application to an ever-increasing volume, variety, and speed remains challenging [8]. Most existing cryptographic systems rely on increasing the key size and the number of rounds to enhance security and reduce the risk of cryptanalysis attacks. This causes overheads in terms of latency and computational resources for real-time applications. For example, the Advanced Encryption Standard (AES) [4] requires several iterations over a round function, which negatively impacts the performance of the system. As a result, many current applications have abandoned data encryption in order to reach an adoptive performance level [9]. Therefore, there is a need for an effective cryptographic algorithm to fulfil the requirements of big data, such as speed and security, in a cost-effective manner. This paper focuses on designing and implementing a new and alternative cipher scheme that can overcome the disadvantages of existing ciphers such as large key and complex computation. The overall goal is to achieve a satisfactory level of security with shorter execution times and fewer resources.

1.2. Contribution

This work addresses the problem of transmission and storage security of sensitive data while maintaining low computational and latency overheads. We propose a new efficient, flexible, and secure encryption algorithm that adopts the dynamic key concept along with a balanced binary search tree data structure. The proposed algorithm uses a single round, which requires few processes and ensures good cryptographic performance.

The proposed cryptographic approach adopts several operations during the encryption process to achieve a high level of efficiency and security, as follows:

(1) A balanced tree data structure along with American Standard Code for Information Interchange (ASCII) values of text characters to encode data. This makes searching for a particular character value more efficient, as there is no need to visit every node when searching for a specific value. Thus, higher computational efficiency is achieved.

(2) Dynamic keys based on a pseudo-random generator. Each character in the text document is encrypted with a different cryptographic key. The character’s position is used as a seed in the random number generation function to produce the pseudo-random number. This ensures a high level of security against classical and modern powerful attacks, which is traditionally ensured by increasing the key size, without scarifying performance.

The performance and security of the proposed algorithm were compared to benchmarked symmetric encryption algorithms AES-128 and Data Encryption Standard (DES). Performance was compared in terms of processing time and memory usage. Security was assessed through the avalanche effect, frequency analysis, and the National Institute of Standards and Technology (NIST) test.

The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 introduces the system framework. Section 4 presents the experimental evaluation. Section 5 discusses the results. Section 6 concludes the paper.
2. Background and Related Work

Cryptography is the ancient practice of securing data for transmission and storage. It is a set of processes or functions using keys to encrypt plain text so that only those for whom it is intended can read and process it. Cryptographic algorithms can be divided into two main categories: symmetric and asymmetric key encryption. Symmetric key encryption uses one secret key to encrypt and decrypt data, whereas asymmetric key encryption requires two different keys (public and private keys). Classic ciphers are character-oriented ciphers which can only be used to encrypt text. These can be divided into substitution ciphers and transposition ciphers. In a substitution cipher, each plaintext character is replaced by another character, either using a fixed replacement structure (monoalphabetic ciphers) or variable replacement structure (polyalphabetic ciphers). In transposition ciphers, plaintext characters are shifted depending on a given mapping key [10]. These ciphers are highly susceptible to a cryptanalysis attack [11]. However, there have been some recent enhancements [12,13] to these ciphers to overcome these attacks and to increase security and maintain performance. For example, Marzan and Sison [14] enhanced the key security of the Playfair Cipher Algorithm using a combination of a $16 \times 16$ matrix, XOR, two’s complement, and bit swapping. Aung and Hal [15] combined a Vigenère cipher with an Affine cipher to increase the level diffusion and confusion properties.

Elmogy et al. [16] have proposed a new character-oriented cipher based on ASCII Code and the relationship between plaintext characters. The cipher uses simple operations like addition and subtraction and each character is encrypted differently based on the position of the previous character to avoid a frequency analysis attack. However, the cipher can be further improved by adding a random key generator. Similarly, Yadav et al. [17] propose a new symmetric algorithm to use ASCII conversion and the length of the plaintext to create a square matrix. The key is randomly generated based on the order of the square matrix.

Modern ciphers on the other hand are bit-oriented ciphers that can be used to encrypt any form of data. Simple examples of these ciphers are XOR ciphers, rotation ciphers, and S-boxes. Simple modern ciphers have led to a new form of cipher called a product cipher or round cipher [18]. Product ciphers combine two or more transformations such as S-box, permutation and modular arithmetic [18]. The concept of product ciphers introduced by Shanoun [19] establishes two main properties for the design of cryptographic algorithms: confusion and diffusion. Confusion obscures the relationship between the plaintext and ciphertext, whereas diffusion dissipates the statistical structure of plaintext over the bulk of ciphertext. These two properties can be achieved by producing a product cipher with multiple iterations. Each iteration works by combining different transformations to construct a complex encryption function. There are various implementations of these techniques, such as DES [7], 3DES [20], AES [2–5], and BLOWFISH [21].

Symmetric algorithms are classified into two groups: block and stream ciphers. Block ciphers encrypt a fixed size of n-bits of plaintext at once (e.g., 64 bits) while stream ciphers encrypt 1 bit or byte of plaintext at a time [22]. The block cipher algorithm is preferred to the stream cipher for faster computations [23]. While symmetric key algorithms have been considered a cryptographic solution for emerging big data applications, the cumbersome key management and distribution of this approach does not provide a suitable level of scalability. Therefore, more lightweight and practical alternatives need to be developed [24].

Several systems and approaches have been proposed to reduce the required computational resources and latency to overcome the limitations of big data encryption. To address key generation and management issues, Aljawarneh et al. [25] proposed a multithreaded encryption system for securing big data that generates the key from the plaintext. In this work, the encryption algorithm combined the Feistel network, AES with substitution boxes, and a genetic algorithm. First, the input file is divided into several
equally sized blocks, and then each block is split into plaintext and key parts. The Feistel network produces a cipher key that is used in the AES component and the genetic algorithm. The algorithm was evaluated using medical-based multimedia big data and compared to existing standard encryption algorithms in terms of runtime and avalanche effect with promising results. Dawood et al. [26] proposed a new symmetric block cipher model for securing big data. It uses a 512-bit block size and a key length of 128 bits, which can be expanded to up to 512 bits. The cipher supports high key agility and relatively fast encryption speed. However, it is designed with the heavy weight of eight degrees of polynomial equations and three layers of four iterated stages, which makes the encryption a heavy weight process. Lightweight Dynamic Crypto (LWDC) [27] is another block cipher that was proposed to address the speed requirements of modern applications. Encryption and decryption use simple XOR operations followed by substitutions and transpositions along with Cryptographically Secure Pseudo Random Number Generators (CSPRNG) to generate and share the shared value. The cipher outperforms AES in execution time and the CSPRNG puts the cipher on the level of modern symmetric encryptions. Selective data encryption is considered a way of reducing computing cost while protecting data in clouds. For example, Gai et al. [9] attempt to address the privacy concern that arises from unencrypted transmissions of large amounts of data. They propose a new model that aims to maximize the privacy protection scope by using a selective encryption strategy within the required execution time requirements. To deal with the computation workload caused by large-volume data, this method gives encryption priority to data that carry sensitive information. It uses a Dynamic Encryption Determination (DED) algorithm to dynamically select data packages that can be encrypted under different timing constraints.

Dynamic keys have been used in several encryption approaches to overcome multi-round computational complexity [28-30]. These approaches follow a dynamic structure where the structure of all cipher primitives, such as substitution and permutation tables, changes depending on the dynamic key, which allows a reduction in the number of rounds, leading to a reduction in computational overhead without lowering the security level [28]. A single-round structure cipher to encrypt two blocks at a time was proposed in [31]. The mode of operation is based on the dynamic key approach, whereby blocks are selected and mixed according to a dynamic permutation table. A similar approach was adopted in [32], where a lightweight cipher schema generated a dynamic key for each input message by hashing the session key.

Chaos theory was recently used in cryptosystem design [30] due to its desirable features, such as pseudo-randomness, complexity, and sensitivity to initial parameter changes [8]. Jallouli et al. [33] proposed a stream cipher that uses a combination of multiple chaotic maps for improved robustness, security, and complexity. However, most of these schemas have various limitations, such as vulnerability to classical attacks [34] and complexity of floating computation and hardware implementation [35]. Recently, Ding et al. [36] attempted to overcome the chaos problem by proposing a chaos-based algorithm that utilizes a logistic map alongside nonlinear feedback shift registers. The algorithm has been analyzed using conventional cryptanalysis as well as a statistics-based experiment and the results were encouraging. Other studies have attempted to hybridize chaos theory with existing encryption algorithms, such as AES [37] and S-AES [8] and DNA encoding techniques [38]. In these studies, chaos theory was used to produce the encryption keys or the permutation tables used for encryption.

3. Proposed Schema

In this work, we propose a novel technique called Encryption technique based on ASCII values of Reflection Tree (E-ART). The binary tree supports the English language using ASCII, as shown in Figure 1. The tree nodes represent the ASCII character values, which range from 0 to 127. The E-ART algorithm uses a 128-bit symmetric key that is divided into a static and a dynamic part. The static part changes for every session, and the
dynamic part changes for each character. Employing a dynamic key provides adequate protection against classical and modern cryptanalysis attacks. The key derivation process is explained in the next section and all the notations used are shown in Table 1.

![Binary tree of Encryption technique based on ASCII values of Reflection Tree (E-ART).](image)

**Figure 1.** Binary tree of Encryption technique based on ASCII values of Reflection Tree (E-ART).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Len&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Maximum ASCII character range (default is 127)</td>
</tr>
<tr>
<td>Val&lt;sub&gt;org&lt;/sub&gt;</td>
<td>Original ASCII character value</td>
</tr>
<tr>
<td>Val&lt;sub&gt;initial ref&lt;/sub&gt;</td>
<td>Reflected value of the original ASCII character value</td>
</tr>
<tr>
<td>Offset&lt;sub&gt;const&lt;/sub&gt;</td>
<td>Constant offset value used to avoid non-printable characters (32 by default)</td>
</tr>
<tr>
<td>Val&lt;sub&gt;ref&lt;/sub&gt;</td>
<td>Reflected value of the original ASCII character value after adding the offset</td>
</tr>
<tr>
<td>Offset&lt;sub&gt;var&lt;/sub&gt;</td>
<td>Variable offset computed based on the properties of the tree</td>
</tr>
<tr>
<td>R</td>
<td>The root node of the tree</td>
</tr>
<tr>
<td>N&lt;sub&gt;L&lt;/sub&gt;</td>
<td>Adjusted value of N so that it is within the range of maximum value</td>
</tr>
<tr>
<td>N&lt;sub&gt;R&lt;/sub&gt;</td>
<td>Reflection value of N&lt;sub&gt;L&lt;/sub&gt;</td>
</tr>
<tr>
<td>Pseudo</td>
<td>Pseudo-random number generated based on the character’s position in the text</td>
</tr>
<tr>
<td>Character&lt;sub&gt;value&lt;/sub&gt;</td>
<td>Equivalent ASCII character for a given value</td>
</tr>
</tbody>
</table>

3.1. A. Key Derivation

In the key derivation process, the initial key is used to construct two offsets that are used during the data encryption process. The first one, called the variable offset, remains static during the encryption/decryption process, and the second one is a dynamic offset that changes with each character value. The inclusion of the dynamic offset ensures considerable randomness in the key, thus guaranteeing the security of the encryption process. The key derivation process is as follows:

3.1.1. Initial Key

This is a secret key shared between legal entities that can be renewed after each session or depending on the system’s configuration. However, key management between legal entities is not the focus of this work. An initial key consists of two values, N and Variance, both of which are used to generate the offsets. N represents an integer value
composed of 64 or 128 bits. This value will be the input to calculate the variable offset. Variance is used to compute the pseudo-random number value as part of the dynamic offset. The offsets used are as follows:

- Variable offset. It is calculated mathematically using the proposed tree properties. The left and right nodes are shown in Figure 1. It uses the $N$ value derived from the initial key to calculate $N_l$ and its reflection node $N_r$ and then generate the value of $\text{Offset}_{\text{var}}$. This value is added to the initial reflection value according to Equations (3) and (4) to add more complexity and prevent cryptanalysis attacks that take advantage of one-to-one mapping. It is computed as follows:

$$N_l = N \mod \text{Len}_{\text{max}}$$

$$N_r = (\text{Len}_{\text{max}} - N_l) + 1$$

$$\text{Offset}_{\text{var}} = \begin{cases} R \times N_l \mod N_r & \text{if } N_l < \text{Root} \\ R \times N_r \mod N_l & \text{if } N_l > \text{Root}. \end{cases}$$

- Dynamic offset. It is produced automatically using a pseudo-random number and the second part of the initial key (Variance). The pseudo-random generator uses each character’s position in the text as a seed to generate a pseudo-random number of 64 or 128 bits. The pseudo-random number is then adjusted using the Variance value. This offset is added in the last step to produce the final encrypted characters and is changed for each character. This results in a high degree of robustness and resistance to known powerful attacks. The dynamic offset is calculated as follows:

$$\text{Dynamic offset} = (\text{Pseudo}) \mod \text{Variance.}$$

3.1.2. E-ART Structure

The main novelty of the E-ART algorithm is the use of the reflection property of a balanced binary tree data structure to enhance data search efficiency. Binary trees can be explained as follow. The root node has a value $X$. The left subtree of the main tree contains all values less than $X$, while the right subtree includes values greater than $X$. Thus, the binary tree has a search complexity of $O(\log(n))$ when searching for a particular value.

An example of a binary tree based on E-ART is shown in Figure 1. E-ART has five levels. Node 64 is the root, with children 32 and 96. Node 32 has two children, as does node 96, and so on. The branch of the tree can be defined as the link between parent–child nodes. For instance, one of the branches is 64–32, and another branch is 88–92, marked with a red line in Figure 1.

Let us consider a text containing the character “P,” whose ASCII code is 80. This character is on level 3 of the binary tree and is located in one right and one left branch (1R1L) of the root node. Its reflected character is at 1L1R, which is 48. On the ASCII table, 48 is the code for the character “0,” so the initial reflected value of character “P” is 0. Thus, any character in the plaintext can be encoded using a reflection tree. As a result, a technique with higher search efficiency is achieved. For a balanced binary tree, as shown in Figure 1, the initial reflected value $\text{Val}_{\text{initial ref}}$ can be computed from the original value $\text{Val}_{\text{org}}$ as follows:

$$\text{Val}_{\text{initial ref}} = (\text{Len}_{\text{max}} - \text{Val}_{\text{org}}) + 1$$

However, some issues with the initial reflected value remain:

1. The presence of special characters, such as space, carriage return, and other text formatting characters, which range from 0 to 32 in the ASCII table, is not addressed.
2. It is vulnerable to cryptanalysis attacks, such as frequency analysis attacks [17,26], due to the one-to-one mapping of characters.

To tackle these issues, we propose adding multiple offsets to the initial reflected value. First, to avoid the appearance of non-printable ASCII characters, a constant offset
value of 32 is added to the initial reflected value. For example, let us consider the character “H,” whose ASCII code is 104 and initial reflected value based on Equation (1) is \((127 - 104) + 1 = 24\), which represents a non-printable character. The newly calculated reflected value after adding the constant offset is \(24 + 32 = 56\). Second, to prevent a cryptanalysis attack and add more complexity, we propose another offset, which we call variable offset \(Offset_{var}\). It is computed based on the E-ART tree’s root node \(R\), left node \(N_L\), and right node \(N_R\) values, as shown in Equation (1). The general equation for the reflected value is

\[
Val_{Ref} = \begin{cases} 
X \% \text{Len}_{max} + Offset_{const}, & X > \text{Len}_{max} \\
X, & X \leq \text{Len}_{max}
\end{cases}
\]  

(4)

where \(X = Val_{initial\_ref} + Offset_{var} + Offset_{const}\).

If the value \(X\) is less than the maximum character space \(\text{Len}_{max}\) then it is considered the reflected value. If the reflected value is greater than \(\text{Len}_{max}\) then it is computed in the range of \([0, \text{Len}_{max}]\), and the constant offset is added to avoid the appearance of non-printable characters. Figure 2 shows a flowchart of the encryption process.

![Flowchart](image)

**Figure 2.** Flowchart of the E-ART encryption process.
The second contribution of this work is the use of a dynamic offset based on the characters’ position in the plaintext. It is generated automatically for each character using a pseudo-random generator and the character’s position, as shown in Equation (2). This dynamic offset is produced as a function of the initial key, the character’s position, and the pseudo-random number. This makes the relation between the plaintext and the ciphertext more random and complicated, which strengthens protection against cryptanalytic attacks since the encryption/decryption process becomes dynamic and different for each character. Combining Equations (3) and (4) yields (5) as follows:

\[ Val_{Ref} = Val_{Ref} + \text{dynamic offset} \]  

Pseudo codes for the E-ART algorithm are shown in Algorithm 1. We describe the main steps of Algorithm 1 as follows:

- Initially, the input textual data are stored in an array of characters (plaintext list).
- Each character in the list is converted into its corresponding ASCII values and stored in \( Val_{org} \).
- The variable offset \( Offset_{var} \) is generated using \( N \), the first value of the initial key, and the properties of the tree—\( R \), \( N_L \), and \( N_R \)—as shown in Equation (1).
- For each character in the list, the initial reflected value \( Val_{initial\,ref} \) for each character is calculated using Equation (3).
- For each character in the list, the dynamic offset is generated by a pseudo-random generator using \( Variance \) on the second value of the initial key and characters’ positions, as shown in Equation (2).
- Then, value \( X \) is generated by adding the variable offset \( Offset_{var} \) and constant offsets \( Offset_{const} \) to the initial reflected value using Equation (4).
- Value \( X \) changes based on the maximum length \( \text{Len}_{max} \) and non-printable character range. If the value of \( X \) is greater than \( \text{Len}_{max} \), then apply the mod operation and then add \( Offset_{const} \), as shown in Equation (4).
- Then, the dynamic offset is added to the value of \( X \) using Equation (5) to generate the final reflection value \( Val_{Ref} \).
- \( Val_{Ref} \) is converted to the equivalent ASCII character to produce the encrypted character.
- Append the character to encrypted list.
- Once all characters in the plaintext are encrypted, the encrypted text file is generated.

**Algorithm 1:** E-ART Algorithm

**Input:** \( R, Offset_{const}, \text{Len}_{max}, \text{input\_text}, N, Variance \)

**Output:** Encrypted text

1: **Initialization**

2: \( \text{input\_list} = \text{Read all words from input file} \)

3: Get the \( Val_{org} \) for each character

4: Get the \( Offset_{var} \) from Equation (1)

5: **while** all words in \( \text{input\_list} \) are not iterated, **do**

6: \( \text{word} = \text{pop word from input\_list} \)

7: **for** each character in \( \text{word} \) **do**

8: Get \( Val_{initial\,ref} \) of character from Equation (3)
9: Get Dynamic offset from Equation (2) with
10: Let \( X = (Val_{\text{initial ref}} + \text{Offset}_{\text{var}} + \text{Offset}_{\text{const}}) \)
11: if \( X \) is greater than \( \text{Len}_{\text{max}} \)
12: \( Val_{\text{Ref}} = [(X \mod \text{Len}_{\text{max}}) + \text{Offset}_{\text{const}} + \text{Dynamic offset}] \)
13: else
14: \( Val_{\text{Ref}} = [X + \text{Dynamic offset}] \)
15: end if
16: end for
17: append Character_value of \( Val_{\text{Ref}} \) to EncryptedWord
18: append word or EncryptedWord to EncryptedList
20: end while
21: Write all values from EncryptedList to output document

The decryption process can be considered a reversible form of the encryption algorithm. We describe the main steps of the decryption process in Algorithm 2 as follows:

- Initially, the input data are stored in an array of characters (ciphertext list).
- Each character in the list is converted into its corresponding ASCII value and stored in \( Val_{\text{org}} \).
- The variable offset is generated using \( N \), the first value of the initial key, and the properties of the tree—\( R \), \( N_L \), and \( N_R \)—as shown in Equation (1).
- For each character in the list, the dynamic offset is regenerated by a pseudo-random generator using the same parameters, \( \text{Variance} \), with the second value of the initial key and the characters’ positions as shown in Equation (2).
- Value \( X \) is generated by subtracting the dynamic offset from \( Val_{\text{org}} \).
- Then, we check: if subtraction of variable offset \( \text{Offset}_{\text{var}} \) and constant offset \( \text{Offset}_{\text{const}} \) from \( X \) is less than 0, then set \( \text{Quotient} \) to be equal to 1; otherwise, set \( \text{Quotient} \) value to be equal to 0.
- Generate the \( Val_{\text{Ref}} \) by multiplying \( \text{Len}_{\text{max}} \) and \( \text{Quotient} \) and then subtract \( X \), variable offset \( \text{Offset}_{\text{var}} \) and constant offset \( \text{Offset}_{\text{const}} \).
- Generate decrypted value by subtracting \( Val_{\text{Ref}} \) from \( \text{Len}_{\text{max}} \) plus 1.
- Decrypted value is converted to the equivalent ASCII character to produce the decrypted character.
- Append the character to the decrypted list.
- Once all characters in the ciphertext are decrypted, the decrypted text file is generated.

**Algorithm 2:** Data Decryption Algorithm

**Input:** \( R, \text{Offset}_{\text{const}}, \text{Len}_{\text{max}}, \text{Encrypted Text}, N, \text{Variance} \)

**Output:** decrypted text

1: **Initialization**

2: \( \text{input} \_\text{list} = \text{Read all word from input file} \)

3: Get the \( Val_{\text{org}} \) for each character
4: Get the $\text{Offset}_{\text{var}}$ from Equation (1)

5:  

while all words in $\text{input\_list}$ are not iterated, do

6:  

$\text{word} = \text{pop word from input\_list}$

7:  

for each character in $\text{word}$ do

8:  

Get Dynamic offset from Equation (2)

9:  

Let $X = \text{Val}_{\text{org}} - \text{Dynamic offset}$

10:  

if $(X - \text{Offset}_{\text{var}} - \text{Offset}_{\text{const}}) < 0$

11:  

\hspace{1cm} \text{Quotient} = 1$

12:  

else

13:  

\hspace{1cm} \text{Quotient} = 0$

14:  

$\text{Val}_{\text{Ref}} = [(\text{Len}_{\text{max}} \times \text{Quotient} + X) - \text{Offset}_{\text{var}} - \text{Offset}_{\text{const}}]$

15:  

\hspace{1cm} \text{decrypted\_value} = (\text{Len}_{\text{max}} - \text{Val}_{\text{Ref}}) + 1$

16:  

end if

17:  

end for

18:  

append $\text{Character}_{\text{value}}$ of $\text{decrypted\_value}$ to $\text{decrypted\_Word}$

19:  

append word or $\text{decrypted\_Word}$ to $\text{decrypted\_List}$

20:  

end while

21:  

Write all values from $\text{decrypted\_List}$ to output document

4. Experimental Evaluation

The evaluation of E-ART have been done in a similar way adopted in different recent and relevant studies of cryptographic algorithms [14,23,25,39]. To evaluate its performance and efficiency, the proposed algorithm was implemented on the Java platform using NetBeans 8.2 and compared to AES-128 and DES. All experiments were conducted on the same platform using a Windows-based machine equipped with 32 GB of memory and an Intel i7 3.4 GHz CPU. We performed NIST statistical tests to verify randomness.

4.1. A. Performance Analysis

For an encryption algorithm, processing time is the most important criterion after security, especially in large-sized and real-time applications, where heavy processing and long runtimes are not preferred. Thus, the execution time (encryption/decryption) and memory usage metrics were used in the performance evaluation. The proposed algorithm results were compared to two well-known symmetric encryption algorithms, AES-128 and DES, using file sizes ranging from 200 to 2000 KB. The results, displayed in Tables 2–4, clearly showed that the proposed algorithm outperformed AES and DES in terms of processing time with comparable memory usage for file sizes between 200 and 1000 KB and slightly higher for 2000 KB. We can thus conclude that the implementation of the reflection of the balanced tree along with the dynamic offset achieves high computational speed with minimal memory usage.

<table>
<thead>
<tr>
<th>Table 2. Advanced encryption standard (AES) performance.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>File size (KB)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>400</td>
</tr>
</tbody>
</table>
Table 3. Data encryption standard (DES) performance.

<table>
<thead>
<tr>
<th>File Size (KB)</th>
<th>Encryption</th>
<th>Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Processing Time (ms)</td>
<td>Memory (MB)</td>
</tr>
<tr>
<td>200</td>
<td>1838</td>
<td>18</td>
</tr>
<tr>
<td>400</td>
<td>2067</td>
<td>22</td>
</tr>
<tr>
<td>600</td>
<td>2190</td>
<td>27</td>
</tr>
<tr>
<td>800</td>
<td>2575</td>
<td>31</td>
</tr>
<tr>
<td>1000</td>
<td>3034</td>
<td>34</td>
</tr>
<tr>
<td>2000</td>
<td>4537</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 4. E-ART Performance.

<table>
<thead>
<tr>
<th>File Size (KB)</th>
<th>Encryption</th>
<th>Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Processing Time (ms)</td>
<td>Memory (MB)</td>
</tr>
<tr>
<td>200</td>
<td>123</td>
<td>14</td>
</tr>
<tr>
<td>400</td>
<td>189</td>
<td>23</td>
</tr>
<tr>
<td>600</td>
<td>253</td>
<td>23</td>
</tr>
<tr>
<td>800</td>
<td>413</td>
<td>29</td>
</tr>
<tr>
<td>1000</td>
<td>479</td>
<td>32</td>
</tr>
<tr>
<td>2000</td>
<td>1854</td>
<td>65</td>
</tr>
</tbody>
</table>

4.2. Security Analysis

4.2.1. Avalanche Effect

The avalanche effect is a desirable feature of any cryptographic algorithm that tries to reflect the idea of high nonlinearity [40]. If a significant level is not demonstrated during an avalanche test, then the algorithm’s randomization is inadequate, which can allow a cryptanalyst to make predictions about the plaintext only from the given ciphertext. For an algorithm to satisfy the avalanche criterion, a slight change in the input (flipping a single bit in either the plaintext or the key) produces a significant change in the output (at least half of the bits are flipped) [41]. The avalanche effect is measured using the hamming distance. The hamming distance between two texts of equal length is the number of positions at which corresponding characters are different. To measure the avalanche effect, we used 10 pair keys that differed only in one bit to encrypt 10 pair files with each encryption technique. Then, we calculated the hamming distance to obtain the number of bits that differed between each pair of files. The avalanche effect is calculated as

\[ \text{AvalancheEffect} = \frac{\text{HammingDistance}}{\text{TotalNoCharacters}} \times 100 \]  

(6)

Table 5 shows the average hamming distance and the avalanche effect for 10 pairs of files encrypted using E-ART, AES, and DES. The average avalanche effect of our proposed algorithm was 50.11%, compared to 49.2% for AES and 49.3% for DES. These results showed that the proposed encryption system satisfies the avalanche effect criterion and thus provides strong protection against differential cryptanalysis.
Table 5. Avalanche effect performance.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Hamming Distance</th>
<th>Avalanche Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-ART</td>
<td>57,852</td>
<td>50.1%</td>
</tr>
<tr>
<td>AES</td>
<td>39,345</td>
<td>49.2%</td>
</tr>
<tr>
<td>DES</td>
<td>39,425</td>
<td>49.3%</td>
</tr>
</tbody>
</table>

4.2.2. Bit Independence Criterion

Webster and Tavares defined another feature called the Bit Independence Criterion (BIC) for the cryptographic algorithm [41,42]. A function satisfies the BIC if any input bit i is inverted in the plaintext or the key, then the output bits j and k in the ciphertext must change independently. To measure the degree of independence between the pairs j and k of avalanche variables, first, the avalanche variables are converted to binary representation. Then, the correlation coefficient between j and k is calculated. The result shows a correlation value of 0.1863, which indicates very low dependence between the two avalanche variables. Hence, the proposed algorithm satisfies the BIC.

4.2.3. Frequency Analysis

In cryptanalysis, frequency analysis is the study of the frequency of letters or symbols in ciphertext. The frequency can be represented in a histogram [43]. An attacker can use frequency analysis to obtain the key or the plaintext. This type of attack is called a statistical attack. To prevent such attacks, the plaintext and ciphertext histograms should not be statistically similar. Therefore, the ciphertext histogram should be relatively uniform. The generated histograms of the plaintext and its corresponding ciphertext are shown in Figure 3. It can be seen that the histogram of the encrypted text is quite uniformly distributed and differs significantly from that of the plaintext.

4.2.4. Randomness Verification

To evaluate the quality of our dynamic offset, we used National Institute of Standards and Technology (NIST) statistical tests [44] with 1000 sequences, where each series was 128 bits. The NIST Statistical Test Suite is a statistical package consisting of 15 tests designed to assess the degree of randomness for binary sequences produced by cryptographic random number generators. These tests compute the p-value to determine the strength of the evidence against the null hypothesis. In each test, the p-value is the probability that an ideal random number generator generates a sequence less arbitrary than the series tested according to the types of non-randomness evaluated by the test. The significance level α, typically ranging from 0.001 to 0.01, can be selected to be (0.01). If \( p \geq \alpha \), then the null hypothesis is accepted, and the sequence appears to be random.

For our experiment, we selected five tests to determine the randomness and non-uniformity of our dynamic key. The selection was based on the recommendation of input size stated by NIST user’s guide, as we restricted our dynamic offset to 128 bits. The following tests are applicable to our key length:

- Frequency test
- Block frequency test
- Runs test
- Cumulative sums forward test
- Cumulative sums backward test

Using our proposed pseudo-random generator, we produced 1000 sequences. The results of the five statistical tests are presented in Table 6. A \( p \)-value of \( \geq 0.01 \) in each test showed that our proposed algorithm can generate dynamic offsets that are truly random and infeasible to predict.
Table 6. Statistical test results.

<table>
<thead>
<tr>
<th>Test</th>
<th>p-Value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency test</td>
<td>0.7399</td>
<td>Random</td>
</tr>
<tr>
<td>Block frequency test</td>
<td>0.7399</td>
<td>Random</td>
</tr>
<tr>
<td>Runs test</td>
<td>0.0668</td>
<td>Random</td>
</tr>
<tr>
<td>Cumulative sums forward test</td>
<td>0.1223</td>
<td>Random</td>
</tr>
<tr>
<td>Cumulative sums backward test</td>
<td>0.5341</td>
<td>Random</td>
</tr>
</tbody>
</table>

4.3. Security Against Attacks

All of the experiments were carried out to prove that the proposed cipher is secure and efficient. In this section, a brief cryptanalysis discussion is presented to validate its security and to prove that it can resist various kinds of well-known attacks.

The proposed cipher includes a dynamic key structure that varies for each character. Therefore, no critical information can be captured from the collected encrypted messages since they are encrypted with different dynamic keys. The obtained ciphertext is also significantly different from the original message as shown in Figure 3. Thus, the adversary cannot establish any relationship among received encrypted messages. Consequently, the proposed scheme can be considered secure against chosen and known plain-text/cipher-text attacks.

To resist brute force attack, the key space should be sufficiently large. The size of the initial secret key is 128 bits and dynamic offset is 128 bits, which means $2^{128}$ possible initial secret keys, which is computationally infeasible. Furthermore, it is difficult for an adversary to get all the combination parameters (e.g., R, Pseudo, and Variance) used to generate the variable offsets and dynamic offsets. Thus, the cipher is computationally secure against brute-force attack.

Aside from the high random outcomes of the pseudo-random generator as measured by the NIST test, a high degree of randomness is ensured based on a BIC test by having a correlation coefficient close to zero, and the key sensitivity to any bit of the secret key is achieved according to an avalanche effect test. Consequently, the proposed scheme can be considered secure against statistical attacks.

![Figure 3. Histogram analysis.](image-url)
5. Discussion

The main aim of this study was to design a cipher algorithm that can achieve a satisfactory level of security with shorter execution times and fewer resources. We used the properties of the binary search tree to reduce the computational complexity and the dynamic key technique to increase security.

The comparison of the performance of E-A RT with that of well-known cipher schemas, AES and DES, showed that E-A RT achieved the shortest running time with comparable memory consumption. This makes it a promising solution for big data, delay-sensitive, and real-time applications. For security analysis, the avalanche effect was calculated. The integer numbers $N$ and $Variance$ represent the initial value secret key that was used to generate the offsets for the encryption algorithm. Flipping of one single bit in these initial keys will change the offsets value and consequently change the algorithm sequence, and the ciphertext will widely vary. Our avalanche effect analysis showed that E-A RT changed on average half of the bits in the ciphertext when a single bit was changed in the initial keys, demonstrating that it is sufficiently sensitive to any change in the key, making key-related attacks considerably more difficult to succeed. The BIC analysis performed on two avalanche variables showed a satisfactory bit independence criterion as the correlation value obtained was close to 0. Therefore, it is difficult to predict one bit from other bits and make the cryptanalysis difficult. Further, the size of the of the initial key can be set to 64 or 128 bits, whereas the size of the proposed pseudo-random can be set to 64 or 128 bits. These sizes are large enough to make brute force attacks unfeasible.

The performed NIST tests showed that the dynamic offset has a satisfactory level of randomness and uniformity. As the dynamic offset changes for every character, algebraic [45], linear, and differential attacks [46] are also considerably harder to succeed. Overall, our results show that the proposed cipher is a good candidate for lightweight modern text data encryption.

6. Conclusions

Existing symmetric encryption algorithms are based on static keys and multi-round functions to reach the required security levels. This entails a trade-off between security and performance. The aim of this work was to propose a simple and efficient algorithm that reduces the required latency and resources without compromising security. The core novelties of the proposed algorithm are the use of the balanced binary search tree’s properties along with ASCII values to reduce the computational complexity and the use of the dynamic key technique to strengthen security. To generate a dynamic key that that varies for each character, we used a pseudo random number generator that uses each character’s position.

The performance of the algorithm was compared to that of AES and DES. The results showed that E-A RT had the shortest running time and comparable memory usage for file sizes between 200 and 1000 KB and slightly higher for 2000 KB, as shown in Tables 2–4. For security analysis, the avalanche effect analysis showed that E-A RT changed on average half of the bits in the ciphertext when a single bit was changed in the initial keys, demonstrating that it is sufficiently sensitive to any change in the key and satisfies the avalanche effect criterion. The BIC analysis performed on two avalanche variables showed a satisfactory bit independence criterion, as the correlation value obtained shows a correlation value of 0.1863. The histogram of the encrypted text is quite uniformly distributed and differs significantly from that of the plaintext, as shown in Figure 3.

The randomness of the dynamic offset was assessed using NIST statistical tests. The results showed that it is truly random and infeasible to predict. We therefore conclude that the proposed algorithm is suitable for securing big and real-time data.
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