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This article tests for bias in consumer lending using administrative data from a high-cost lender in the U.K. We motivate our analysis using a new principal-agent model of bias where loan examiners are incentivized to maximize a short-term outcome, not long-term profits, leading to bias against illiquid applicants at the margin of loan decisions. We identify the profitability of marginal applicants using the quasi-random assignment of loan examiners, finding significant bias against immigrant and older applicants when using the firm’s preferred measure of long-run profits but not when using the short-run measure used to evaluate examiner performance. In this case, market incentives based on characteristics that vary across groups lead to inefficient group-based bias.
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1. INTRODUCTION

There are large disparities in the availability and cost of credit across different demographic groups within many developed countries. In the U.S., for example, blacks pay higher interest rates and are more likely to be rejected for mortgage loans compared to whites, even after accounting for observable differences in credit history and earnings (e.g. Charles and Hurst, 2002; Bayer et al., 2017). There are also large disparities in interest rates and credit usage across ethnic and gender lines within many European countries that cannot be explained by observable differences in creditworthiness (e.g. Alesina et al., 2013; Deku et al., 2016).

These unexplained disparities have fuelled concerns that lenders may be biased against minorities and women. Yet, there are both statistical and economic reasons that these disparities
may not be driven by ethnic- and gender-related bias. Lenders may, for example, use variables that are not observed by the econometrician and are correlated with both creditworthiness and group traits when making lending decisions, such as an applicant’s expected future income or job prospects, leading to omitted variable bias when estimating credit disparities across these groups. Lenders may also use observable group traits such as ethnicity or gender to form accurate beliefs about the unobservable characteristics of different applicants, a practice commonly known as statistical discrimination (e.g. Phelps, 1972; Arrow, 1973). Many economists are also sceptical that bias against minorities and women can survive in competitive lending markets, as such behaviour typically implies that lenders are not profit-maximizing (e.g. Arrow, 1972).

In this article, we test for bias in consumer lending decisions using detailed administrative data on loan outcomes from a high-cost lender in the U.K. (hereafter, “the Lender”). We motivate our analysis using a new incentive-based principal-agent model of bias that explains why bias against some groups can survive even in competitive lending markets. In the model, bias arises because loan examiners are encouraged to maximize a short-term outcome, not long-term profits, due to principal-agent concerns. The incentivized focus on short-run outcomes leads to bias in lending against illiquid subpopulations with volatile income or unpredictable consumption needs for whom short-term and long-term outcomes diverge.

Our incentive-based model also yields the now familiar Becker “outcome test” for bias that compares the success or failure of decisions across groups at the margin (Becker, 1957, 1993). In the context of consumer lending, the outcome test is based on the idea that long-run profits should be identical for marginal applicants from all groups if loan examiners are unbiased and the disparities across groups are solely due to omitted variables or statistical discrimination. In contrast, marginal applicants from a targeted group (e.g. ethnic minorities) will yield higher profits than marginal applicants from the non-targeted reference group (e.g. non-minorities) if loan examiners are biased against the targeted group. The outcome test has been difficult to implement in practice, however, as comparisons based on average borrower outcomes are biased if there are unobserved differences in creditworthiness across groups—the well-known infra-marginality problem (e.g. Ayres, 2002).

We then show that we can identify the differences in profitability at the margin required for the Becker outcome test using variation in the approval tendencies of the quasi-randomly assigned loan examiners. Using the assigned loan examiner as an instrumental variable (IV) for loan take-up, we can recover the causal effect of loan take-up on both short-run default and long-run profits for applicants at the margin across groups. Though IV estimators are often criticized for the local nature of the estimates, we exploit the fact that the outcome test relies on the difference between exactly these kinds of local treatment effects to test for bias in consumer lending.

---

1. Our model is based on the classic multitasking model of Holmstrom and Milgrom (1991). The multitasking problem we explore is a widely recognized concern for loan officers (Agarwal and Ben-David, 2018), as well as teachers (Carrell and West, 2010), executives (Healy, 1985), sales-people (Oyer, 1998), and doctors (Gravelle et al., 2010). Healy (1985) and Oyer (1998) show, for example, that multitasking problems lead both executives and sales-people to increase their compensation at the expense of long-run firm value. We extend this work by showing how the incidence of such multitasking problems can be unequal across consumers and lead to bias in outcomes against vulnerable populations.

2. The idea that short- and long-run outcomes can diverge in credit markets when borrowers are illiquid is not new, although past work has largely focused on developing countries. Field et al. (2013), for example, show that requiring early repayment can decrease short-run default, but at the cost of long-run profits. They conclude that the focus on short-run outcomes in microfinance contracts can inhibit investment by high-return but illiquid entrepreneurs.

3. Our empirical strategy builds on Arnold et al. (2018), who test for bias in bail decisions using the quasi-random assignment of bail judges to identify outcomes for marginal white and marginal black defendants, and Marx (2018), who tests for bias in police stops using police officers of different races to identify bounds on the outcomes for marginal white, Hispanic, and black drivers. Our IV strategy is also related to research designs used by Liberman et al. (2016) to study...
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Our empirical setting offers an ideal laboratory to implement the Becker test for bias and distinguish our incentive-based model of bias from alternative behavioural models (e.g. ethnic- or gender-related animus or inaccurate stereotypes). First, we observe detailed data on cash flows that allow us to construct individual-level measures of profitability for the Lender. Second, the Lender uses a blind rotation system to assign first-time loan applicants to examiners of the same nationality, effectively randomizing new applicants to examiners within each branch and nationality. Third, the Lender’s loan examiners make on-the-spot, discretionary judgments about whether to accept a loan application with only the standard credit information and limited interaction with applicants, making their decisions particularly prone to the kind of inaccurate stereotypes or categorical heuristics that can lead to bias. The loan examiners can also only make discretionary judgments on whether to accept a loan application or not, with no ability to affect the loan amount, interest rate, maturity date, the number of instalments, or the amount of each instalment. Finally, examiners are evaluated based on a short-term outcome that we observe in the data. This setup allows us to develop empirical tests that distinguish the incentive-based model of bias from taste-based and stereotypes-based models of bias.

In our empirical analysis, we find significant bias against both immigrant and older loan applicants when using a measure of long-term profits that includes all the future cash flows from the borrower as an outcome. Following the initial loan decision, we find that marginal immigrant applicants yield long-term profits that are £570 larger than marginal native-born applicants, or nearly four times larger. Marginal older applicants also yield profits that are £347 larger than marginal younger applicants, or more than two times larger. Conversely, marginal female and male applicants yield statistically identical profits, suggesting no bias against (or in favour of) female applicants. We show that these results cannot be explained by other ethnic or age-related differences in baseline characteristics, differences in the level of systematic risk across groups, or the way that the IV estimator averages the level of bias across different examiners. In contrast to our IV estimates, however, naïve OLS estimates indicate much more modest levels of bias across all three groups, highlighting the importance of accounting for both infra-marginality and omitted variables when estimating bias in consumer credit decisions.

Three additional results support our proposed incentive-based model of bias. First, there is no evidence of bias against immigrant or older applicants when we implement the Becker outcome test using the short-run default outcome used to evaluate examiner performance. Second, the decisions made by loan examiners are strikingly consistent with a data-based decision rule minimizing this short-term default outcome, but inconsistent with a decision rule maximizing long-term profits. Finally, immigrant and older applicants are more likely to default in the short run compared to native-born and younger applicants with the same level of expected long-run profits, while no such differences exist for female and male applicants. Taken together, these three results suggest that examiners are equalizing the private returns of lending across groups at the margin, just as predicted by our incentive-based model of bias. In contrast, none of these findings can be easily explained by models based on prejudice and inaccurate stereotypes. We also investigate several more suggestive tests of the taste- and stereotypes-based models.

We conclude by showing that a decision rule based on machine learning (ML) predictions of long-run profits could simultaneously increase profits and eliminate bias. Following Kleinberg et al. (2018), we use the quasi-random assignment of loan examiners to identify the implicit rankings of applicants by loan examiners, which we then compare to the rankings the effects of high-cost credit and Dobbie and Song (2015) and Dobbie et al. (2017) to estimate the impact of bankruptcy protection.
produced by a standard ML algorithm. Our approach uses the loan applicants approved by the most lenient examiner to construct hypothetical outcomes for stricter loan examiners. The quasi-random assignment of loan applicants across loan examiners (combined with a monotonicity assumption) means that we can directly compare the hypothetical outcomes generated by the ML predictions to the actual outcomes generated by strict loan examiners. Consistent with our earlier results, we find that loan examiners systematically misrank loan applicants at the margin of loan take-up, particularly immigrant and older applicants. The Lender would earn approximately 61% more per applicant if marginal lending decisions were made using the ML algorithm rather than loan examiners. Including all applicants, not just those at the margin of loan take-up, the Lender would earn over 21% more per applicant if lending decisions were made using the ML algorithm.

Our paper is related to an important literature documenting disparities in the availability and cost of credit by ethnicity and gender. There is considerable evidence that minorities have either less access to credit or are forced to pay more for credit compared to observably similar non-minorities for mortgage loans (e.g. Charles and Hurst, 2002; Bayer et al., 2017; Bartlett et al., 2018), auto loans (e.g. Charles et al., 2008), small business loans (e.g. Cavalluzzo and Cavalluzzo, 1998; Cavalluzzo et al., 2002; Blanchflower et al., 2003), and consumer loans (e.g. Cohen-Cole, 2011). There is also evidence that women pay more for both consumer credit (e.g. Alesina et al., 2013) and small business loans (e.g. Bellucci et al., 2010) than observably similar men, and that blacks are more likely to be rejected for peer-to-peer loans than observably similar whites (e.g. Pope and Sydnor, 2011). However, none of these papers have been able to determine whether these disparities are due to omitted variables, statistical discrimination, or bias.

Our results also contribute to a much smaller important literature testing for bias in consumer credit decisions. Outcome tests based on standard OLS estimates show that black mortgage borrowers in the U.S. have, if anything, slightly higher default rates compared to observably similar white mortgage borrowers (e.g. Van Order et al., 1993; Berkovec et al., 1994; Han, 2004). However, these OLS-based comparisons will only recover the true level of black-white bias if there are no unobserved differences between black and white mortgage borrowers. In contrast to these OLS-based tests, recent work using both in-person and correspondence audit studies shows that loan officers treat fictitious black and Hispanic mortgage applicants worse than identical fictitious white applicants (e.g. Ross et al., 2008; Hanson et al., 2016). These audit-based tests provide convincing evidence of discriminatory behaviour among mortgage lenders but are generally unable to distinguish between statistical discrimination and bias. Our paper complements this work by providing an empirical test of bias in consumer credit decisions. Our IV-test of bias also has the advantage of being based on actual borrowers who have fully optimized their loan application strategy, not fictitious borrowers applying to a randomly selected lender (e.g. Heckman, 1998).

Finally, our article contributes to an emerging literature examining the underlying reasons for bias against women and minorities. Economists have traditionally viewed bias as rooted in preferences based on ethnic- or gender-related prejudice (e.g. Becker, 1957, 1993). In recent work, Bordalo et al. (2016) show that bias can also be driven by inaccurate stereotypes based on low probability but highly representative outcomes. These inaccurate stereotypes can then give rise to both self-stereotyping and biased behaviour against women and minorities, as evidenced in both laboratory experiments (Coffman, 2014; Bohren et al., 2018; Bordalo et al., 2019; Coffman et al., 2018) and real-world settings (Arnold et al., 2018). Our paper contributes to this literature by showing that bias can also be driven by misaligned incentives, even when prejudice and inaccurate stereotyping are absent. This new incentive-based explanation for bias is important given that...
incentive problems are prevalent in settings where market forces should, in principle, drive out both prejudice and inaccurate stereotyping (e.g. Becker, 1957; Peterson, 1981).4

The rest of the article is structured as follows. Section 2 describes the theoretical model underlying our analysis and develops our empirical test for bias. Section 3 describes our institutional setting, the data used in our analysis, and the construction of our instrument. Section 4 presents the main results. Section 5 explores potential mechanisms, and Section 6 concludes. The Supplementary Appendix provides additional results, details on two alternative models of bias, and information on the outcomes used in our analysis.

2. AN EMPIRICAL TEST OF BIAS IN CONSUMER LENDING

In this section, we motivate and develop our empirical test for bias in consumer lending decisions. We begin by briefly reviewing standard models of bias based on prejudice and inaccurate stereotypes, with the details of these models available in Supplementary Appendix B. We then develop a new principal-agent model of bias that explains why bias against some groups can survive even in competitive lending markets. We develop several testable implications that differentiate our incentive-based model of bias from the standard models based on prejudice and inaccurate stereotypes. We conclude by showing how to estimate the group-specific treatment effects necessary for the bias test using the quasi-random assignment of loan applications to examiners.

2.1. Prejudice and inaccurate stereotypes models of bias

To set the stage and motivate our modelling choices, we briefly discuss the standard models of bias from the previous literature based on prejudice and inaccurate stereotypes. Details of both models are available in the Supplementary Appendix.

In taste-based models of bias, bias emerges because there is a direct utility cost of lending to applicants in the target group relative to applicants in the reference group (e.g. Becker, 1957, 1993). Risk neutral loan examiners are assumed to maximize long-run profits, leading to a simple decision rule where examiners approve the loan if the expected profit is larger than the perceived cost of making the loan. As a result, long-run profits to the lender should be identical for marginal applicants from all groups if loan examiners are unbiased. In contrast, marginal applicants from the target group will yield higher long-run profits to the lender than marginal applicants from the reference group if loan examiners are biased against the target group.

Stereotypes-based models of bias instead assume that loan examiners may systematically underestimate the long-run profits of lending to applicants in the target group relative to applicants in the reference group (e.g. Bordalo et al., 2016). These stereotypes-based models nevertheless yield an identical set of empirical predictions, where long-run profits to the lender should be identical for marginal applicants from all groups if loan examiners are unbiased, but marginal applicants from the target group will yield higher long-run profits to the lender than marginal applicants.

4. The misalignment of firm and examiner incentives is likely widespread in credit markets (e.g. Heider and Inderst, 2012). Keys et al. (2010) show, for example, that the securitization of subprime mortgage loans before the financial crisis reduced the incentives of financial intermediaries to carefully screen borrowers. Berg et al. (2013) and Agarwal and Ben-David (2018) similarly show that volume incentives distort the incentives of loan examiners, leading to higher default risk, while Cole et al. (2015) show that aligning examiner and firm incentives leads to better lending decisions. Hertzberg et al. (2010) show that loan officers under-report bad news due to reputational concerns. The Wells Fargo account fraud scandal, where millions of fraudulent savings and checking accounts were created without customers’ consent, is also widely thought to be the result of poorly designed sales incentives among branch employees.
applicants from the reference group if loan examiners are biased. Bias can therefore be best understood as unequal outcomes at the margin of a decision, as opposed to one particular behavioural model.

One important shortcoming of existing taste-based and stereotypes-based models of bias is that neither model can easily explain why such bias would survive in a competitive lending market (e.g. Arrow, 1972). Bias, by definition, means that lenders are not maximizing long-run profits. Standard economic models imply that new, less-biased lenders should enter these markets and extend credit to target group applicants at the margin (e.g. Becker, 1957; Peterson, 1981). Bias against target group applicants should therefore decrease with the level of competition in a market, with no bias in a perfectly competitive market.5

2.2. A principal-agent model of bias

We develop a new principal-agent model of bias that explains why bias, in the sense of unequal long-run outcomes at the margin of a decision, can survive even in competitive lending markets. In the model, such bias arises because loan examiners maximize a short-term outcome instead of long-term profits due to principal-agent concerns. There is ample empirical evidence that agents that make loan decisions inside a financial institution have conflicting objectives with those of the principal (e.g. Hertzberg et al., 2010; Berg et al., 2013; Qian et al., 2015). There is also little reason to believe that principal-agent problems inside financial institutions will decrease with the level of competition in a market. We show that the focus on short-run outcomes leads to bias against illiquid subpopulations with volatile income or unpredictable consumption needs for whom short-term and long-term outcomes diverge. The model also delivers testable implications that distinguish incentive-based bias from taste-based or stereotypes-based forms of bias.

2.2.1. Setup. Let $i$ denote loan applicants and $V_i$ denote all applicant characteristics excluding group identity, $g_i$, such as ethnicity or gender. Individuals receiving a loan generate a discounted sum of cash flows from all the future loans, $\alpha_{LR}^i$, which we refer to as long-run profits. These individuals also generate a short-run outcome $\alpha_{SR}^i$ that is a known function of long-run profits $\alpha_{LR}^i$ and group identity, $g_i \in \{T, R\}$, which indexes target and reference group applicants, respectively. As a result, $\alpha_{SR}^i = \beta_{g_i} \alpha_{LR}^i + \eta_i$, where $\beta_{g_i}$ is the correlation between short- and long-run outcomes for each group and $\eta_i$ is noise. $\beta_R - \beta_T$ indicates the relative misalignment of short-versus long-run outcomes for the target group relative to the reference group.

The perceived cost of lending to applicant $i$ assigned to examiner $e$ is denoted by $t_e$, which includes both the firm’s opportunity cost of making a loan and the personal benefits to examiner $e$ from any direct utility or disutility from being known as either a lenient or tough loan examiner, respectively. We assume these costs are independent of the group identity of the applicant, unlike taste-based models of bias that allow for subjective examiner preferences to differ for applicants

5. See Berkovec et al. (1998) and Buchak and Jørring (2016) for empirical work estimating the effects of competition on lending disparities. The existing evidence largely supports the idea that lending disparities are decreasing with market pressure, although this literature has been unable to isolate changes in bias per se. We tentatively investigate the relationship between bias and market competition in our setting in Supplementary Appendix Table A1, which estimates the level of bias in branches located in London where there is considerable market competition in subprime lending and branches located in smaller cities where there is potentially less market competition in this space. We find similar levels of bias against immigrants in branches located in London and in other areas, and slightly lower (but statistically indistinguishable) evidence of bias against older applicants in London stores. These results are consistent with the idea that incentive-based bias is unaffected by market competition.
from the target group and the reference group. See the Supplementary Appendix for an example of such a model.

For simplicity, we assume that both the lender and loan examiners are risk neutral and maximize the perceived net benefit of approving a loan. We also assume that the loan examiner’s sole task is to decide whether to approve or reject a loan application given that, in practice, this is the only decision margin in our setting.

We allow for the potential misalignment of examiner and lender incentives by assuming that the lender cannot contract with the loan examiner on long-run profits \( \alpha_{LR} \) directly, a standard assumption in the multitasking literature (e.g. Holmstrom and Milgrom, 1991). This assumption can be rationalized in our setting by assuming that loan examiners have a high discount rate, so that delaying compensation until long-run profits are observed weakens the effectiveness of the contract. We further assume that the unconditional expectation of long-term profits is negative, such that the lender cannot profitably make loans to all applicants without examiners. Loan examiners can observe the information set \( V_i \) at a given effort cost to form accurate predictions \( E[\alpha_{LR} | V_i, g_i] \) and \( E[\alpha_{SR} | V_i, g_i] \), with these predictions allowing the lender to profitably make loans to a subset of applicants. Finally, we assume that lenders cannot offer different compensation contracts for applicants from different groups, reflecting the fact that consumer protection and anti-discrimination laws ban the use of race, gender, or ethnicity in any aspect of the loan decision process. This setup yields the standard result that the examiner’s optimal compensation contract includes a fixed salary \( \omega \) and a bonus equal to \( b \alpha_{SR} \) for every loan that is approved, with \( b > 0.6 \).

The expected benefit from lending to individual \( i \) from the perspective of the loan examiner is \( b E[\alpha_{LR} | V_i, g_i] \), or, written as a function of the long term outcome:

\[
b \left( \beta_g E[\alpha_{LR} | V_i, g_i] \right),
\]

where \( b \) captures examiners’ systematic undervaluation of long-run profitability across all groups due to misaligned incentives, a standard result in the multitasking literature. Our contribution comes from the term \( \beta_g \), which captures examiners’ undervaluation of long-run profitability for the target group relative to the reference group due to the misalignment of short- versus long-run outcomes.

Loan examiner \( e \) will lend to applicant \( i \) if and only if examiner \( e \)’s perceived benefit expressed in (1) is weakly greater than the cost of issuing the loan:

\[
b \beta_g E[\alpha_{LR} | V_i, g_i] \geq t^e \tag{2}
\]

We use the above decision rule to define the marginal applicant for examiner \( e \) and group \( g \) as the applicant \( i \) for whom the expected benefit is exactly equal to the perceived cost: \( b \beta_g E[\alpha_{LR} | V_{i,g}, g_i] = t^e \), where \( V_{i,g} \) denotes the observable characteristics of the marginal applicant. Rearranging in terms of long-run profit, we see the decision rule from the lender’s perspective which mirrors the familiar Becker outcome-based test:

\[
E[\alpha_{LR} | V_{i,g}, g_i] = \frac{1}{\beta_g} \left( \frac{t^e}{b} \right) \tag{3}
= t^e_g,
\]

6. This result follows directly from the assumption that the lender’s unconditional expected profits are negative. A contract with a fixed wage is not incentive compatible due to the cost of effort, and will lead to the examiner approving all loans with negative profits for the lender. So long as the short-term outcome \( \alpha_{SR} \) and long-term outcome \( \alpha_{LR} \) are related (\( \beta_g \neq 0 \)), the lender can always increase profits by offering the examiner a contract that incentivizes her to screen on the short-term outcome \( \alpha_{SR} \).
where we define $t^e_g \equiv \frac{1}{\beta_g} \left( t^e_b \right)$ to represent examiner $e$’s threshold for loan approval for applicants from group $g$ based on long-run profit. Moving forward, we let $\alpha^SR_g$ and $\alpha^LR_g$ represent expected profit $E[\alpha^SR_i | V^*_i, g, g_i]$ and $E[\alpha^LR_i | V^*_i, g, g_i]$, respectively.

Equation (3) shows that bias in the sense of unequal long-run outcomes at the margin of a decision arises when there is a relative misalignment of short- versus long-run outcomes for the target group relative to the reference group. When target and reference group applicants have the same misalignment of short- and long-run outcomes so that $\beta_T = \beta_R$ and $t^e_T = t^e_R$, loan examiners will apply the same decision threshold to both groups and long-run outcomes will be equalized at the margin across groups. But when target group applicants have relatively worse short-run outcomes compared to reference group applicants with the same expected level of long-run profitability so that $\beta_T < \beta_R$ and $t^e_T > t^e_R$ for a given $\alpha^LR_g$, loan examiners will apply a stricter decision threshold for target group applicants and long-run profits will be higher for marginal applicants from this group. Importantly, such incentive-based bias exists even though there is no taste-based or stereotypes-based bias in the model.

Our model shows that incentive-based bias is driven by the relative relationship between short- and long-run outcomes across different groups. Changes in the market structure of the banking sector, outside options for examiners, the cost of providing credit, and so on are unlikely to change the relative relationship between short- and long-run outcomes across different groups, and are therefore unlikely to change the level of bias. The model also clarifies that principal-agent problems do not always lead to bias. Examiners can undervalue the long-run profitability of all groups due to misaligned incentives ($b < 1$) without bias in the sense of unequal outcomes at the margin. Principal-agent problems only lead to such bias when examiners systematically undervalue the long-run profitability of the target group relative to the reference group ($\beta_T < \beta_R$).

2.3. Testable implications of the model

The above framework demonstrates that principal-agent conflicts may lead to a bias in lending that is indistinguishable from the one that arises from alternative behavioural models such as the taste-based and stereotypes-based models. In this section, we develop three testable implications that are unique to the incentive-based model and can be tested in our data.

The first testable implication of the incentive-based model comes from the fact that examiners are compensated based on short-run outcomes such as loan volume and first-loan default. Examiners will therefore make lending decisions based on these short-run outcomes alone, meaning that these outcomes will be equalized across groups at the margin in the absence of any other forms of bias. The incentive-based model of bias therefore yields the following testable prediction.

PREDICTION 1. If examiners are evaluated using only the short-run outcome $\alpha^SR$, then the expected short-run outcome will be identical for the marginal target group and marginal reference group applicants: $\alpha^SR_T = \alpha^SR_R$. In contrast, the taste-based and stereotypes-based models generally predict that the expected short-run outcome will be higher for the marginal target group applicants compared to the marginal reference group applicants when there is bias against the target group: $\alpha^SR_T > \alpha^SR_R$.

Testing Prediction 1 simply requires implementing the Becker outcome test using the short-run outcome used to evaluate the examiner. The incentive-based model predicts that the short-run outcome will be identical for the target and reference groups at the margin, as examiners have no incentive to treat applicants differently at the margin. In contrast, the taste-based and
stereotypes-based models both predict better short-run outcomes for the marginal target group applicants compared to marginal reference group applicants when there is bias, as there is a positive correlation between the short- and long-run outcomes.

The second testable implication of our model comes from the fact that examiners make lending decisions based on the short-run outcome in our incentive-based model, but based on long-run profits in the taste-based and stereotypes-based models. As a result, the incentive-based model should only predict bias when examiners’ rankings of applicants are different when using the short- and long-run outcomes. We can formalize this observation through the following testable prediction.

**Prediction 2:** The incentive-based model of bias predicts that examiners will make lending decisions as though they are ranking applicants based on the short-run outcome, \( \alpha_{SRg} \). In contrast, the taste-based and stereotypes-based models predict that examiners will make lending decisions as though they are ranking applicants based on the long-run outcome, \( \alpha_{LRg} \).

Testing Prediction 2 requires recovering examiners’ implicit ranking of loan applicants. In Section 5, we show that we can implement this test by comparing examiners’ decisions to those generated by a machine learning (ML) algorithm trained using either the short- or long-run outcome.

The final testable implication of our model comes from the observation that incentive-based bias will only emerge when short- and long-run outcomes diverge for the target group relative to the reference group (\( \beta_T < \beta_R \)). The divergence of short- and long-run outcomes could emerge if, for example, target group applicants are more likely to have a binding liquidity constraint compared to reference group applicants, increasing the probability of short-run default without changing the long-run profitability of lending to that group. In contrast, the taste-based and stereotypes-based models yield no predictions on the relationship between short- and long-run outcomes. We can formalize this observation through the following testable prediction.

**Prediction 3:** The incentive-based model predicts that bias will emerge only if, conditional on expected long-term profits, the expected short-run outcome is lower for the marginal target group applicants compared to the marginal reference group applicants: \( \beta_T < \beta_R \). In contrast, the taste-based and stereotypes-based models yield no predictions on the relationship between short- and long-run outcomes.

Testing Prediction 3 requires a comparison of short- and long-run outcomes for different, mutually exclusive subpopulations. The incentive-based model of bias requires a divergence between short- and long-run outcomes whenever we observe bias, while the taste-based and stereotypes-based models do not.

There are also other testable implications of the incentive-based model that cannot be examined in our data. Due to confidentiality reasons, for example, we cannot share the exact details of the examiners’ compensation contract or explore heterogeneity in the results along these dimensions. We also do not have information on examiners’ expected tenure with the Lender, which may also impact the examiners’ incentives.

### 2.4. Empirical test of bias in consumer lending

This section explains how we identify the differences in profitability at the margin required for the Becker outcome test using variation in the approval tendencies of quasi-randomly assigned loan examiners, building on work by *Arnold et al. (2018)* in the context of bail decisions. We begin
with a definition of the target parameter and a series of simple graphical examples that illustrate our approach. We then formally describe the conditions under which our examiner IV strategy yields consistent estimates of bias in consumer lending decisions and discuss the interpretation of the estimates.

Overview: Following the theory model, let the average long-run profitability for applicants from group $g$ at the margin for examiner $e$, $\alpha_{g}^{LR,e}$, for some weighting scheme, $w^e$, across all loan examiners, $e=1\ldots E$, be given by:

$$\alpha_{g}^{LR,w} = \sum_{e=1}^{E} w^e \alpha_{g}^{LR,e}$$  \hspace{1cm} (4)$$

where $w^e$ are non-negative weights which sum to one that will be discussed in further detail below. As seen in Equation (3), $\alpha_{g}^{LR,e} = t_g^e$, where $t_g^e$ represents examiner $e$’s threshold for loan approval for applicants from group $g$. In our context, applicants who do not take up a loan yield exactly zero profit and so we can identify profitability as the treatment effect of loan take-up on long-run profits. Thus, $\alpha_{g}^{LR,w}$ represents a weighted average of the treatment effects for applicants of group $g$ at the margin of loan take-up across all examiners.

Following this notation, the average level of bias among loan examiners, $B_{LR,w}$, for the weighting scheme $w^e$ is given by:

$$B_{LR,w} = \sum_{e=1}^{E} w^e (t_T^e - t_R^e)$$  \hspace{1cm} (5)$$

$$= \sum_{e=1}^{E} w^e t_T^e - \sum_{e=1}^{E} w^e t_R^e$$

$$= \alpha_{T}^{LR,w} - \alpha_{R}^{LR,w}.$$  

Equation (5) generalizes the outcome test to the case where there are many examiners and the level of bias across examiners may vary. Following Equation (4), we can then express the target parameter, $B_{LR,w}$, as a weighted average across all examiners of bias in lending decisions, measured by the difference in treatment effects for target and reference group applicants at the margin of loan take-up.

Recall that standard OLS estimates will typically not recover unbiased estimates of the weighted average of bias, $B_{LR,w}$, for two reasons. The first is that characteristics observable to the loan examiner but not the econometrician may be correlated with loan take-up, resulting in omitted variable bias when estimating the treatment effects for different types of loan applicants. The second, and more important, reason OLS estimates will not recover unbiased estimates of bias is that the average treatment effect identified by OLS will not equal the treatment effect at the margin required by the outcome test unless there is either an identical distribution of potential profits for loan applicants from different groups or constant treatment effects across the entire distribution of loan applicants—the well-known infra-marginality problem (e.g. Ayres, 2002).
Following Arnold et al. (2018), we estimate the differences in profitability at the margin required for the Becker outcome test, $B^{LR,w}$, using variation in the approval tendencies of quasi-randomly assigned loan examiners. Our estimator uses the standard IV framework to identify the difference in local average treatment effects (LATEs) for reference group and target group applicants near the margin of loan take-up. Though IV estimators are often criticized for the local nature of the estimates, we exploit the fact that the outcome test relies on the difference between exactly these kinds of local treatment effects to test for bias. This empirical design allows us to recover a weighted average of the long-run profitability of different groups near the margin, where the weights are equal to the standard IV weights described in further detail below.

Figure 1 provides a series of simple graphical examples to illustrate the intuition of our approach. In Panel A, we consider the case where there is a single unbiased examiner to illustrate the potential for infra-marginality bias when using a standard OLS estimator. The examiner perfectly observes expected profitability and chooses the same approval threshold for all loan applicants, but the distributions of profitability differ by group identity such that reference group applicants, on average, yield higher profits than target group applicants. Letting the vertical lines denote the examiner’s approval threshold, standard OLS estimates of $\alpha^{LR,w}_T$ and $\alpha^{LR,w}_R$ measure the average profitability for target and reference group applicants who take up a loan, respectively. In the case illustrated in Panel A, the standard OLS estimator indicates that the examiner is biased against reference group applicants, when, in reality, the examiner is unbiased. Panel B illustrates a similar case where the standard OLS estimator indicates that the examiner is unbiased, when, in reality, the examiner is biased against target group applicants.

To illustrate how our IV estimator identifies the profitability of marginal applicants, the last two panels of Figure 1 consider a case where there are two loan examiners, one that is lenient and one that is strict. In Panel C, we consider the case where the two examiners are unbiased, while in panel D we consider the case where the two examiners are both biased against target group applicants. In both cases, an IV estimator using examiner leniency as an instrument for loan take-up will measure the average profitability of “compliers,” or applicants who take up a loan when assigned to the lenient examiner but not when assigned to the strict examiner. In other words, the IV estimator only measures the profitability of applicants between the two examiner thresholds, ignoring applicants that are either above or below both examiner thresholds and eliminating the need to observe the hypothetical profits of rejected applicants. When the two examiners in our example are “close enough” in leniency, the IV estimator will therefore measure the profitability of applicants only at the margin of loan take-up, allowing us to correctly conclude that the examiners are unbiased in the example illustrated in Panel C and biased against target group applicants in Panel D.

**Consistency of the IV Estimator:** We now briefly review the conditions under which our examiner IV strategy yields consistent estimates of bias in consumer lending decisions. See Arnold et al. (2018) for formal proofs.

Let $Z_i$ be a scalar measure of the assigned examiner’s propensity for loan take-up for applicant $i$ that takes on values ordered $\{z_0, \ldots, z_E\}$, where $E+1$ is the total number of examiners. For example, a value of $z_e = 0.7$ indicates that 70% of all applicants assigned to examiner $e$ take up a loan. We construct $Z_i$ using a standard leave-out procedure that captures the approval tendencies of examiners. We calculate a single $Z_i$ for all groups to minimize measurement error in our

---

7. In our empirical implementation we assign individuals who do not borrow (whose profits are not observed) a level of zero profits. Note that this choice is irrelevant because individuals who do not borrow are never right above their assigned examiner’s threshold. In the language of the LATE literature, these individuals are “never-takers” and do not affect the IV estimate.
Notes: These figures report hypothetical risk distributions for reference and target group applicants. Panel A illustrates the OLS estimator for an unbiased examiner who chooses the same threshold for take-up for both reference and target applicants. Panel B illustrates the OLS estimator for a biased examiner who chooses a higher threshold for loan take-up for target applicants than reference applicants. Panel C illustrates the IV estimator for two unbiased examiners. Panel D illustrates the IV estimator with two biased examiners. See the text for additional details.

Following Imbens and Angrist (1994), an estimator using $Z_i$ as an instrumental variable for loan take-up is valid and well-defined under the following three assumptions:

**Assumption 1. (Existence)** $\text{Cov}(\text{TakeUp}_i, Z_i) \neq 0$

**Assumption 2. (Exclusion)** $\text{Cov}(Z_i, v_i) = 0$

**Assumption 3. (Monotonicity)** $\text{TakeUp}_i(Z_e) - \text{TakeUp}_i(Z_{e-1}) \geq 0$,

where $v_i = U_i + \varepsilon_i$ consists of characteristics unobserved by the econometrician but observed by the examiner, $U_i$, and idiosyncratic variation unobserved by both the econometrician and examiner, $\varepsilon_i$. Assumption 1 requires the instrument $Z_i$ to increase the probability of loan take-up $\text{TakeUp}_i$. Assumption 2 requires the instrument $Z_i$ to be as good as randomly assigned and to only influence profitability through the channel of loan take-up. In other words, Assumption 2 ensures that our instrument is orthogonal to characteristics unobserved by the econometrician, $v_i$. Assumption 3 requires the instrument $Z_i$ to weakly increase the probability of loan take-up $\text{TakeUp}_i$ for all individuals.
Taking Assumptions 1–3 as given, let the true IV-weighted level of bias, \( B_{L^R, IV} \), be defined as:

\[
B_{L^R, IV} = \sum_{e=1}^{E} w^e (\tilde{t}_T^e - \tilde{t}_R^e)
\]

\[
= \sum_{e=1}^{E} \lambda^e (\tilde{t}_T^e - \tilde{t}_R^e),
\]

where \( w^e = \lambda^e \), the standard IV weights defined in Imbens and Angrist (1994).

Let our IV estimator that uses examiner leniency as an instrumental variable for loan take-up be defined as:

\[
B_{IV} = \alpha_T^{\text{IV}} - \alpha_R^{\text{IV}}
\]

\[
= \sum_{e=1}^{E} \lambda^e \alpha_T^{e-1} - \sum_{e=1}^{E} \lambda^e \alpha_R^{e-1},
\]

where \( \lambda^e \) are again the standard IV weights and each pairwise treatment effect \( \alpha_T^{e-1} \) captures the treatment effects of compliers within each \( e, e-1 \) pair.

Our IV estimator \( B_{IV} \) provides a consistent estimate of the true level of bias \( B_{L^R, IV} \) if two conditions hold: (1) the instrument \( Z_i \) is continuously distributed over some interval \([z, \bar{z}]\), and (2) the weights on the pairwise LATEs \( \lambda^e \) are identical across groups. The first condition ensures that the group-specific IV estimates are equal to the true IV-weighted average of treatment effects for applicants at the margin of loan take-up.\(^8\) The second condition for consistency ensures that any difference in the group-specific IV estimates is driven by differences in the true group-specific treatment effects, not differences in the IV weights applied to those treatment effects. This equal weights condition holds if there is a linear first stage across groups, as is true in our data (see Figure 2). We also find that the distributions of IV weights by nationality, gender, and age are visually indistinguishable from each other (see Supplementary Appendix Figure A1) and that the IV weights for each examiner are highly correlated across groups (see Supplementary Appendix Figure A2), indicating that the equal weights condition is unlikely to be violated in our setting.

**Interpretation of IV weights:** We conclude this section by discussing the economic interpretation of our IV-weighted estimate of bias, \( B_{IV} \). Supplementary Appendix Table A2 presents OLS estimates of IV weights in each examiner-by-branch cell and observable examiner characteristics. We find that our IV weights are uncorrelated with the number of applications, examiner experience, examiner leniency, and examiner gender. We also find that our IV weights are largely uncorrelated with examiner-level estimates of bias against each group obtained from our MTE specification described below, indicating that our IV-weighted estimates of bias are likely to be very similar to estimates based on other weighting schemes. In robustness checks, we also report estimates from an MTE specification that allows us to impose equal weights when calculating the average level of bias across loan examiners at the cost of statistical precision and additional auxiliary assumptions.

\(^8\) The maximum estimation bias from using a discrete instrument, as we do in this paper, can be calculated using the empirical distribution of examiner leniency and the worst-case treatment effect heterogeneity among compliers. Using the 10th and 90th percentiles of observed profits as the worst-case treatment effect heterogeneity among compliers, we find that the maximum estimation bias when using a discrete instrument is only £19, indicating that this issue is unlikely to be a significant problem in our setting.
Notes: These figures report the first stage and reduced form relationships between applicant outcomes and examiner leniency. The regressions are estimated on the sample described in the notes to Table 1. Examiner leniency is estimated using data from other applicants assigned to a loan examiner following the procedure described in Section 3. In the first stage regression, the solid line represents a local linear regression of loan take-up on examiner leniency. In the reduced form regression, the solid line represents a local linear regression of long-run profits on examiner leniency. Loan take-up and long-run profits are residualized using store-by-month-by-nationality fixed effects. Standard errors are clustered at the examiner level.
3. BACKGROUND, DATA, AND INSTRUMENT CONSTRUCTION

This section summarizes the most relevant information regarding our institutional setting and data, describes the construction of our examiner leniency measure, and provides support for the baseline assumptions required for our IV estimator. Further details on the cleaning and coding of variables are contained in Supplementary Appendix C.

3.1. Institutional setting

We test for bias in consumer lending decisions using information from a large subprime lender in the U.K. The lender offers short-term, uncollateralized, high-cost loans to subprime borrowers. Loan maturities are typically less than six months, and can be as short as a few weeks. Loan amounts range from £200 to £2,000, with an average first-loan amount of just under £300. All loans require weekly payments starting soon after the loan is disbursed, with interest rates that average about 600%. By comparison, the typical payday loan in the United States is below $300 with an APR of 400 to 1,000% and a 7- to 30-day maturity (Stegman, 2007). The Lender also allows applicants who remain in good standing after one month the option of “topping up” their initial loan, or increasing their outstanding balance back to the initially approved loan amount. In other words, applicants can convert their initial loan to a line of credit up to the original loan amount after one month. The Lender’s profits are largely driven by the use of these loan top-ups over the next one to two years, with only about 25% of the variation in long-run profits coming from the repayment of the original loan amount. In contrast, the number of loan top-ups explains 34% of the variation in long-run profits among individuals taking up a loan, while the number of loans explains 41% of the variation in long-run profits in this sample. The repayment of the original loan amount also explains very little additional variation in long-run profits once these longer-run measures are included.

The lender operates 24 branches throughout the U.K. to handle all in-person applications, and a virtual branch to handle all online and phone applications. In the physical branches maintained by the Lender, loan applicants are first greeted by a receptionist, who gathers basic information such as the applicant’s name, address, phone number, and nationality. Loan applicants are then randomly assigned to one of the loan examiners working in the branch that day using a blind rotation system. The blind rotation system randomly assigns native-born applicants to the full set of loan examiners working in the branch that day, but only randomly assigns foreign-born and non-English speaking applicants to the set of the loan examiners with the same ethnic background to put these applicants at ease and improve the accuracy of the screening process. Next, the assigned loan examiner reviews the applicant’s credit history (e.g. credit score, outstanding debt, past repayment behaviour) and inquires about the applicant’s income and employment status, as well as any other relevant information, during the initial interview. The examiner uses this information to make an on-the-spot decision as to whether to approve or reject the application. The assigned examiner only makes discretionary judgements on whether to accept a loan application or not; the examiner has no discretion to affect the loan amount, interest rate, maturity date, the number of instalments, or the amount of each instalment, all of which are determined by the lender. Following the examiner’s approval decision, approved loan applicants decide whether to take up the loan or not, as well as the total amount to borrow from the maximum allowable credit line. Loans are then disbursed to approved applicants before leaving the store. The process is broadly similar for online and phone applications, although applicants are typically not randomly assigned to loan examiners and, for that reason, we do not include these applicants in our analysis.

The assigned loan examiner has complete discretion to approve or reject first-time loan applicants whose credit scores exceed a minimum threshold established by the lender. The loan
examiners’ compensation contract includes a fixed salary and a bonus amount that increases with the number of loans issued and decreases with the number of loans that are in default within the first few months after origination. Loan examiners are not compensated for long-run profits. The short-run nature of this compensation contract can be explained by the high turnover among examiners, who have a 10% monthly turnover rate and a 62% 6-month turnover rate. Measuring and compensating long-run performance in such high-turnover jobs is likely infeasible. Due to the short-run nature of the compensation contract, we expect examiners to focus on the probability of default in the first few months, disregarding what happens after the horizon of their incentive structure. We explore the potential importance of this compensation contract when explaining our results in Section 5.

3.2. Data sources and descriptive statistics

We use administrative data on all loan applications and loan outcomes at the Lender between May 2012 and February 2015. The loan-level data contain detailed information pulled from a private credit registry at the time of application, including credit scores and information on outstanding debts and past repayment behaviour. The data also contain information gathered by the examiner during the interview, including the applicant’s nationality, age, gender, earnings and employment, marriage status, number of dependents, months at his or her current residence, and the stated reason for the loan. Finally, for individuals who take up at least one loan, the data contain information on loan disbursal amounts, interest rates, maturities, payments, top-ups, and defaults for all loans during our sample period. The data are high-quality and complete with one important exception: information on earnings and employment is only collected when examiners believe the application is likely to be approved, meaning that it is missing for a relatively large part of our sample. We therefore do not include earnings and employment controls in our baseline results, as the availability of these controls is mechanically correlated with examiner leniency. None of our results are significantly changed if we include these controls, however.

We measure long-run profits using the sum of all payments made by the applicant minus all disbursements from the lender for both the first loan and all subsequent loans during our sample period. We are unable to measure the direct costs of lending at the applicant level, meaning that our long-run profit measure reflects the net revenue generated by each applicant. Our estimates will be systematically biased to the extent that the marginal cost of making or servicing a loan varies by group. In practice, we view our estimates as far too large to be plausibly explained by such marginal cost differences. In robustness checks, we investigate this concern more formally by estimating results using the net present value of long-run profits for a variety of discount rates that are allowed to vary across groups, therefore accounting for possible differences in the opportunity cost of capital by group.

We make five restrictions to the estimation sample. First, we drop repeat applications, as these applications are not randomly assigned to examiners and have a nearly 100% approval rate. Second, we drop all online and phone applications, as these individuals are also not randomly assigned to examiners during our sample period. Third, we drop loans assigned to loan examiners with fewer than 50 applications, and loan applications where there is only a single applicant in a branch by nationality cell. Fourth, we drop a handful of applications where applicants are younger than 18 years old, older than 75 years old, or where the credit check information is

9. Due to confidentiality reasons, we cannot share the exact details of the bonus contract. There were also several small changes to the bonus contract during our sample period, all related to the amount of time that defaults decreased the bonus amount. In robustness checks, we show that our results are robust to using different time horizons for the short-run default outcome.
**TABLE 1**

<table>
<thead>
<tr>
<th></th>
<th>All loans</th>
<th>Loan taken-up</th>
<th>Loan not taken-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Applicant characteristics</td>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Immigrant</td>
<td>0.402</td>
<td>0.409</td>
<td>0.388</td>
</tr>
<tr>
<td>Age</td>
<td>33.883</td>
<td>33.631</td>
<td>34.381</td>
</tr>
<tr>
<td>Female</td>
<td>0.559</td>
<td>0.570</td>
<td>0.539</td>
</tr>
<tr>
<td>One-plus years at residence</td>
<td>0.731</td>
<td>0.772</td>
<td>0.651</td>
</tr>
<tr>
<td>Married</td>
<td>0.415</td>
<td>0.373</td>
<td>0.496</td>
</tr>
<tr>
<td>Number of dependents</td>
<td>0.973</td>
<td>1.054</td>
<td>0.813</td>
</tr>
<tr>
<td>Credit score</td>
<td>538.174</td>
<td>545.893</td>
<td>522.264</td>
</tr>
<tr>
<td>Has bank account</td>
<td>0.912</td>
<td>0.938</td>
<td>0.861</td>
</tr>
<tr>
<td>Has other loan payments</td>
<td>0.288</td>
<td>0.349</td>
<td>0.167</td>
</tr>
<tr>
<td>Loan amount requested (£)</td>
<td>409.039</td>
<td>396.519</td>
<td>433.721</td>
</tr>
<tr>
<td>Loan for emergency</td>
<td>0.266</td>
<td>0.267</td>
<td>0.265</td>
</tr>
<tr>
<td>Loan for large one-time expense</td>
<td>0.106</td>
<td>0.109</td>
<td>0.100</td>
</tr>
<tr>
<td>Loan for overdraft avoidance</td>
<td>0.052</td>
<td>0.053</td>
<td>0.052</td>
</tr>
<tr>
<td>Loan for shopping or holiday</td>
<td>0.231</td>
<td>0.233</td>
<td>0.227</td>
</tr>
<tr>
<td>Panel B: Loan characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loan APR (%)</td>
<td>—</td>
<td>663.139</td>
<td>—</td>
</tr>
<tr>
<td>Loan duration (months)</td>
<td>—</td>
<td>5.498</td>
<td>—</td>
</tr>
<tr>
<td>Loan amount net of fees (£)</td>
<td>—</td>
<td>289.897</td>
<td>—</td>
</tr>
<tr>
<td>Panel C: Loan outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loan take-up</td>
<td>0.663</td>
<td>1.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Loan approved</td>
<td>0.755</td>
<td>1.000</td>
<td>0.271</td>
</tr>
<tr>
<td>Loan default</td>
<td>0.232</td>
<td>0.350</td>
<td>0.000</td>
</tr>
<tr>
<td>Loan top-up</td>
<td>0.290</td>
<td>0.438</td>
<td>0.000</td>
</tr>
<tr>
<td>Total profits (£)</td>
<td>177.148</td>
<td>266.992</td>
<td>0.000</td>
</tr>
<tr>
<td>Observations</td>
<td>45,507</td>
<td>30,192</td>
<td>15,315</td>
</tr>
</tbody>
</table>

**Notes:** This table reports descriptive statistics. The sample consists of first-time loan applicants assigned to a loan examiner between 2012 and 2014. We drop online and phone applicants, applicants younger than 18 or older than 75 years old, applicants assigned to examiners with fewer than 50 observations, and applicants that are unique to a store-by-month-by-nationality cell. Loan uses are self-reported at the time of application. Long-run profits are the sum of all payments made from the applicant to the Lender over the course of their entire relationship minus all disbursements from the Lender to the applicant. Loan default, top-up, and profits are all equal to zero for applicants not taking out a loan. See the Supplementary Data Appendix for additional details on the variable construction.

Finally, we drop all applications after December 2014 to ensure that we observe loan outcomes over a reasonable period. The final sample contains 45,507 first-time loan applications assigned to 254 loan examiners between May 2012 and December 2014.

Table 1 reports summary statistics for our estimation sample separately by loan take-up, with approximately 12.1% of approved applicants not taking up a loan. Forty percent of first-time applicants are immigrants, 56% are female, 73% have lived at least one year at their current residence, and 42% are married. The average age of first-time applicants in our sample is 33.9 years old, with the typical applicant having just one dependent. Over 91% of first-time applicants have a bank account and 29% have other loan payments. Twenty-seven percent of loans are for emergency expenses, 11% are for a large one-time expense, 5% are to avoid an overdraft, and 23% are for shopping or a holiday.

For the 66% of first-time applicants who take out a loan, the average amount is about £290, with an APR of 663% and a maturity of 5.5 months. For these first loans, 35% end in default, 44% result in a top-up, with the remainder ending in the full repayment of the
original balance. The high default rate is in line with the market for high-cost credit in the U.K., where only 64% of payday loans issued in 2012 were repaid in full, either early or on time (Competition and Markets Authority, 2015). The average long-run profit for individuals taking out a loan, defined as the sum of all payments made by the applicant minus all disbursements from the Lender for both the first loan and all subsequent loans, is equal to £267. By definition, applicants who do not take out a loan have a 0% default rate, 0% top-up rate, 0% repayment rate, and yield profits of exactly £0.

3.3. **Construction of the instrumental variable**

We estimate the causal impact of loan take-up for the marginal loan applicant using a leave-out measure of loan examiner leniency as an instrumental variable for loan take-up. As discussed above, first-time loan applicants are assigned to loan examiners of the same nationality using a blind rotation system, effectively randomizing applicants to a subset of examiners within each branch. For example, Polish loan applicants visiting a particular branch on a particular day are randomly assigned to one of the Polish-speaking loan examiners working in that branch on that day. In contrast, native-born loan applicants are randomly assigned to the full set of examiners within each branch, including the Polish-speaking loan examiners. Importantly, the assigned loan examiner is given complete discretion to approve or reject these first-time loan applicants, leading to significant variation in approval rates across examiners.

Our empirical design relies on the fact that individuals assigned to a more lenient loan examiner are more likely to take up a loan, or, in other words, relies on a significant first stage relationship between loan take-up and examiner assignment. There are several potential reasons that examiners may differ in their leniency. Loan examiners could, for example, have different risk preferences, leading to different application decisions for marginal loan applicants. Loan examiners could also vary in their impatience or liquidity constraints, again leading to application decisions at the margin. A final possibility is that loan examiners differ in how they evaluate the same set of information, a potential concern if these differences lead to violations of the monotonicity assumption discussed below. We return to this issue in Section 5, where we show suggestive evidence that variation in leniency is unlikely to be driven by differences in how examiners evaluate the same information, but rather by differences in examiner preferences.

We measure examiner leniency using a leave-out, residualized measure that accounts for the assignment process used by the lender following Dahl et al. (2014) and Arnold et al. (2018). To construct this residualized examiner leniency measure, we first regress loan take-up on an exhaustive set of branch-by-month-by-nationality fixed effects, the level at which loan applicants are randomly assigned to loan examiners. We then use the residuals from this regression to calculate the leave-out mean examiner-by-branch take-up rate for each loan applicant. We calculate our instrument across all applicants assigned to an examiner within a branch to increase the precision of our leniency measure. In robustness checks, we present results that use an instrument that is allowed to vary by nationality, age, and gender, as well as results that use an instrument based on loan approval instead of loan take-up.

**Supplementary Appendix Figure A3** presents the distribution of our residualized examiner leniency measure for loan take-up separately by nationality, age, and gender. Our sample includes 254 examiners, with the typical examiner-by-branch cell including 179 first-time loan applications. Controlling for branch-by-month-by-nationality fixed effects, our examiner leniency measure ranges from $-0.165$ to 0.195 with a standard deviation of 0.047. In other words, moving from the least to most lenient loan examiner increases the probability of loan take-up by 36.0 percentage points, a 55% change from the mean take-up rate of 66.1 percentage points.
3.4. Instrument validity

Existence of first stage: The first baseline assumption needed for our IV estimator is that examiner assignment is associated with loan take-up. To examine the first-stage relationship between examiner leniency ($Z_{ite}$) and loan take-up ($TakeUp_{ite}$), we estimate the following specification for applicant $i$ assigned to examiner $e$ at time $t$ using a linear probability model:

$$TakeUp_{ite} = \gamma Z_{ite} + \pi X_{it} + \nu_{ite},$$

where, as described previously, $Z_{ite}$ are leave-out (jackknife) measures of examiner leniency. The vector $X_{it}$ includes branch-by-month-by-nationality fixed effects and the baseline controls in Table 1. The error term $\nu_{ite}$ is composed of characteristics unobserved by the econometrician but observed by the examiner, as well as idiosyncratic variation unobserved to both the examiner and econometrician. Robust standard errors are clustered at the examiner level.

Figure 2 provides a graphical representation of the first stage relationship between our residualized measure of examiner leniency and the residualized probability of loan take-up that accounts for our exhaustive set of branch-by-month-by-nationality fixed effects, overlaid with the distribution of examiner leniency. Supplementary Appendix Figure A3 presents the same results separately by nationality, age, and gender. Figure 2 and Supplementary Appendix Figure A3 are a flexible analogue to Equation (8), where we plot a local linear regression of residualized loan take-up against examiner leniency. The individual rate of residualized loan take-up is monotonically increasing in our leniency measure for all groups. The first stage relationship between loan take-up and examiner leniency is also linear over nearly the entire distribution of our examiner leniency measure, consistent with the identifying assumptions discussed in Section 2. These results are also consistent with our first baseline assumption that loan examiners exert significant discretionary judgment on the extensive margin.

Column 1 of Table 2 presents formal first stage results from Equation (8) for all applicants. Columns 1–6 of Supplementary Appendix Table A3 present results separately by nationality, age, and gender. Consistent with the graphical results in Figure 2 and Supplementary Appendix Figure A3, we find that our residualized examiner instrument is highly predictive of whether an individual receives a loan in both the full sample and within each subgroup. Table 2 shows, for example, that an applicant assigned to a loan examiner that is 10 percentage points more likely to approve a loan is 7.2 percentage points more likely to receive a loan in the full sample. Several other applicant characteristics are highly predictive of loan take-up. For example, women are 2.5 percentage points more likely to receive a loan compared to male applicants in the full sample, while applicants who are 10 years older are 0.9 percentage points less likely to receive a loan compared to younger applicants.

Supplementary Appendix Figure A4 shows the distribution of the number of advisors in a given store by applicant nationality by month of application cell. On average, each cell has 2.8 advisors and the median cell has 2 advisors. The branch-by-month-by-nationality fixed effects drop observations where there is only one advisor per cell, meaning that our estimates are obtained from cells with more than one advisor.

Exclusion restriction: The second baseline assumption needed for our IV estimator is that examiner assignment only impacts applicant outcomes through the probability of receiving a loan. This assumption would be violated if examiner leniency is correlated with any unobservable determinants of future outcomes. Column 2 of Table 2 and columns 1–6 of Supplementary Appendix Table A4 present a series of randomization checks to partially assess the validity of this exclusion restriction. Following the first stage results, we control for branch-by-month-by-nationality fixed effects and cluster standard errors at the examiner level. We find that examiners
TABLE 2
First stage and balance tests

<table>
<thead>
<tr>
<th></th>
<th>Loan take-up</th>
<th>Examiner leniency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Examiner leniency</td>
<td>0.71983***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.07351)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.00089***</td>
<td>−0.00001</td>
</tr>
<tr>
<td></td>
<td>(0.00024)</td>
<td>(0.00002)</td>
</tr>
<tr>
<td>Female</td>
<td>0.02451***</td>
<td>−0.00022</td>
</tr>
<tr>
<td></td>
<td>(0.00487)</td>
<td>(0.00063)</td>
</tr>
<tr>
<td>One-plus years at residence</td>
<td>0.10186***</td>
<td>−0.00071</td>
</tr>
<tr>
<td></td>
<td>(0.00868)</td>
<td>(0.00110)</td>
</tr>
<tr>
<td>Married</td>
<td>−0.08338***</td>
<td>−0.00000</td>
</tr>
<tr>
<td></td>
<td>(0.00935)</td>
<td>(0.00106)</td>
</tr>
<tr>
<td>Number of dependents</td>
<td>0.03315***</td>
<td>0.00006</td>
</tr>
<tr>
<td></td>
<td>(0.00255)</td>
<td>(0.00022)</td>
</tr>
<tr>
<td>Credit score (/1000)</td>
<td>1.55005***</td>
<td>0.00761*</td>
</tr>
<tr>
<td></td>
<td>(0.05059)</td>
<td>(0.00421)</td>
</tr>
<tr>
<td>Has bank account</td>
<td>0.13770***</td>
<td>0.00370**</td>
</tr>
<tr>
<td></td>
<td>(0.01203)</td>
<td>(0.00160)</td>
</tr>
<tr>
<td>Has other loan payments</td>
<td>0.21633***</td>
<td>−0.00027</td>
</tr>
<tr>
<td></td>
<td>(0.00874)</td>
<td>(0.00087)</td>
</tr>
<tr>
<td>Loan amount requested (£/1000)</td>
<td>−0.09662***</td>
<td>−0.00046</td>
</tr>
<tr>
<td></td>
<td>(0.00626)</td>
<td>(0.00071)</td>
</tr>
<tr>
<td>Loan for emergency</td>
<td>0.00373</td>
<td>−0.00125</td>
</tr>
<tr>
<td></td>
<td>(0.00556)</td>
<td>(0.00341)</td>
</tr>
<tr>
<td>Loan for large one-time expense</td>
<td>0.02052**</td>
<td>0.00091</td>
</tr>
<tr>
<td></td>
<td>(0.00873)</td>
<td>(0.00389)</td>
</tr>
<tr>
<td>Loan for overdraft avoidance</td>
<td>−0.00150</td>
<td>−0.00134</td>
</tr>
<tr>
<td></td>
<td>(0.00868)</td>
<td>(0.00382)</td>
</tr>
<tr>
<td>Loan for shopping or holiday</td>
<td>0.00662</td>
<td>−0.00108</td>
</tr>
<tr>
<td></td>
<td>(0.00572)</td>
<td>(0.00338)</td>
</tr>
</tbody>
</table>

Dep. variable mean   0.063  0.000
Observations         45,507  45,507
P-value on Joint F-test [0.000] [0.426]
Clusters             254  254

Notes: This table reports first stage results and balance tests. The regressions are estimated on the sample described in the notes to Table 1. Examiner leniency is estimated using data from other loan applicants assigned to an examiner following the procedure described in Section 3. Column 1 reports estimates from an OLS regression of loan take-up on the variables listed. Column 2 reports estimates from an OLS regression of examiner leniency on the variables listed. The P-value reported at the bottom of the columns is for an F-test of the joint significance of the variables listed in the rows. All specifications control for store-by-month-by-nationality fixed effects. Standard errors clustered at the examiner level are reported in parentheses. *** = significant at 1% level, ** = significant at 5% level, * = significant at 10% level.

with differing leniencies are assigned observably identical applicants, both in the full sample and within each subgroup. None of the results suggest that there is systematic non-random assignment of applications to examiners.

The exclusion restriction could also be violated if examiner assignment impacts the profitability of a loan through channels other than loan take-up. The assumption that examiners only systematically affect loan outcomes through loan take-up is fundamentally untestable, but we argue that the exclusion restriction assumption is reasonable in our setting. Loan examiners only meet with applicants one time, and are forbidden, by law, to give advice or counsel applicants, leaving relatively little scope through which the assigned examiner could influence outcomes other than through loan take-up. Loan examiners are also only allowed to make discretionary judgments on whether to accept a loan application or not; the examiner has no discretion to affect the loan amount, interest rate, maturity date, the number of instalments, or the amount of each
instalment, all of which are determined by the lender. Thus, it seems unlikely that loan examiners would significantly impact loan applicants other than through the loan approval decision.

**Monotonicity:** The final baseline assumption needed for our IV estimator is that the impact of examiner assignment on loan take-up is monotonic across loan applicants. In our setting, the monotonicity assumption requires that applicants who receive a loan when assigned to a strict examiner would also receive a loan when assigned to a more lenient examiner, and that applicants not receiving a loan when assigned to a lenient examiner would also not receive a loan when assigned to a stricter examiner. To partially test the monotonicity assumption, Supplementary Appendix Figure A5 plots examiner leniency measures that are calculated separately for each examiner by nationality, age, and gender. Consistent with our monotonicity assumption, examiners exhibit similar tendencies across observably different types of applicants. We also find a strong first-stage relationship across various applicant types in Supplementary Appendix Table A3. None of the results suggest that the monotonicity assumption is invalid in our setting. In robustness checks, we also relax the monotonicity assumption by letting our leave-out measure of examiner leniency differ across applicant characteristics.

### 4. RESULTS

In this section, we present our main results applying our empirical test for bias in consumer lending. We then show the robustness of our results to alternative specifications, before comparing the results from our empirical test with standard tests based on OLS specifications.

#### 4.1. Empirical test for bias

We estimate the profitability of marginal loan applicants using the following two-stage least squares specification for applicant $i$ assigned to examiner $e$ at time $t$:

$$Y_{ite} = \alpha_{R}^{IV} \text{TakeUp}_{ite} + B^{IV} \text{TakeUp}_{ite} \times \text{TargetGroup}_{i} + \phi \mathbf{X}_{it} + \nu_{ite},$$

(9)

where $Y_{ite}$ is the long-run profitability of the loan, as measured by the difference between total loan payments minus total loan disbursals. $\alpha_{R}^{IV}$ measures the profitability of the marginal loan to the reference group. $B^{IV}$ is our measure of bias, or the difference in profitability between the reference and target group applicants. The vector $\mathbf{X}_{it}$ includes branch-by-month-by-nationality fixed effects and the baseline controls listed in Table 1. As described previously, the error term $\nu_{ite} = U_{ite} + \varepsilon_{ite}$ consists of characteristics unobserved by the econometrician but observed by the loan examiner, $U_{ite}$, and idiosyncratic variation unobserved by both the econometrician and examiner, $\varepsilon_{ite}$. We instrument for loan take-up, $\text{TakeUp}_{ite}$, with our measure of examiner leniency, $Z_{ite}$. We similarly instrument for the interaction of loan take-up and target group status, $\text{TakeUp}_{ite} \times \text{TargetGroup}_{i}$, with the interaction of our examiner leniency measure and group status, $Z_{ite} \times \text{TargetGroup}_{i}$. Robust standard errors are clustered at the examiner level.

Estimates from Equation (9) are presented in Table 3. Column 1 reports results pooling across all applicants. Columns 2–4 report results with interactions for applicant nationality, age, and gender, respectively. Column 5 reports results with all interactions simultaneously. For completeness, Supplementary Appendix Figure A3 provides a graphical representation of our reduced form results separately by nationality, age, and gender. Following the first stage results, we plot the reduced form relationship between our examiner leniency measure and the residualized profitability of loan take-up.
### TABLE 3
Loan take-up and long-run profits

<table>
<thead>
<tr>
<th>SLS estimates</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loan take-up</td>
<td>333.840***</td>
<td>196.923***</td>
<td>339.853***</td>
<td>171.296*</td>
<td>−45.246</td>
</tr>
<tr>
<td>(59.945)</td>
<td>(62.926)</td>
<td>(98.430)</td>
<td>(96.872)</td>
<td>(146.063)</td>
<td></td>
</tr>
<tr>
<td>Take-up × immigrant applicant</td>
<td>570.305***</td>
<td>608.299***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(173.429)</td>
<td>(188.374)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take-up × older applicant</td>
<td></td>
<td>347.713**</td>
<td>349.527**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(163.238)</td>
<td>(163.145)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take-up × female applicant</td>
<td></td>
<td></td>
<td>−10.278</td>
<td>119.070</td>
<td>177.148</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(128.211)</td>
<td>(133.827)</td>
<td></td>
</tr>
<tr>
<td>Dep. variable mean</td>
<td>177.148</td>
<td>177.148</td>
<td>177.148</td>
<td>177.148</td>
<td>177.148</td>
</tr>
<tr>
<td>Observations</td>
<td>45,507</td>
<td>45,507</td>
<td>45,507</td>
<td>45,507</td>
<td>45,507</td>
</tr>
<tr>
<td>Clusters</td>
<td>254</td>
<td>254</td>
<td>254</td>
<td>254</td>
<td>254</td>
</tr>
</tbody>
</table>

Notes: This table reports IV estimates of bias in consumer lending decisions using long-run profits as an outcome. Each column reports two-stage least squares estimates of the impact of loan take-up on long-run profits using the sample described in the notes to Table 1. We instrument for loan take-up using the leave-out examiner leniency measure constructed using the procedure described in Section 3, and for the interaction of loan take-up and applicant characteristics using the interaction of leave-out leniency and the same characteristic. All specifications control for store-by-month-by-nationality fixed effects and the baseline characteristics listed in Panel A of Table 1. Standard errors clustered at the examiner level are reported in parentheses. *** = significant at 1% level, ** = significant at 5% level, * = significant at 10% level.

We find convincing evidence of bias against immigrants and older applicants using our IV estimator. We find that marginal loan applicants yield a profit of £333 following the initial loan decision (column 1), 25% larger than the mean profit level of £267. Marginal native-born applicants yield a profit of only £197, however, £570 less than marginal immigrant applicants (column 2), consistent with bias against immigrant applicants. We similarly find that marginal younger applicants yield a profit of £340, £348 less than marginal older applicants (column 3), consistent with bias against older applicants as well. These estimates imply that marginal immigrant applicants are almost four times more profitable than marginal native-born applicants, while marginal older applicants are more than two times as profitable as marginal younger applicants. In contrast, we find that marginal female and male applicants yield similar profits, suggesting no bias against (or in favour of) female applicants.

### 4.2. Robustness

**Threats to interpretation:** Our test for bias assumes that there are no differences in the true cost of lending to different groups. This assumption would be violated if, for example, there are differences in the systematic risk of lending to different groups. We explore this concern in Supplementary Appendix Table A5, where we calculate long-run profits using a 10% discount rate for applicants from the reference group and a variety of higher discount rates for applicants from the target group. Our test is motivated by a standard CAPM model, where the higher discount rate for target group applicants captures the additional risk of lending to these applicants. We continue to find evidence of bias against immigrants and older applicants in Supplementary Appendix Table A5 even when we assume that the target group applicants have a 50% higher discount rate, equivalent to assuming that these target group applicants are more than seven times riskier than reference group applicants at a market risk premium of 5%. In unreported results, we find that the bias against older and immigrant applicants is no longer statistically significant at a discount rate differential of 70 and 110%, respectively. These estimates indicate that our
results are unlikely to be driven by differences in the systematic risk of lending to different groups.

*Differences in loan take-up by group:* In our model, we abstract away from the fact that loan examiners only approve or reject loan applicants. Loan applicants must then decide whether to take up the loan, which also impacts long-run profits. Extending our model to incorporate these institutional details means that bias could also be driven by, for example, examiners encouraging certain groups to take up loans conditional on loan approval.

We explore the empirical relevance of differences in loan take-up by group in two ways. First, we test whether loan approval has a larger impact on the probability of taking up a loan for marginal applicants from any particular group, which could occur if examiners encourage those groups to take up the loans. To test this idea, Supplementary Appendix Table A6 presents two-stage least squares estimates of the impact of loan approval on loan take-up using a leave-out measure based on loan approval as an instrumental variable. We find that loan approval has a nearly identical impact on loan take-up rates for all groups at the margin. Second, we directly estimate bias in the setting of loan approval versus loan rejection to incorporate any additional bias stemming from this margin. We estimate these effects using a two-stage least squares regression of long-run profits on loan approval, again using a leave-out measure based on loan approvals as an instrumental variable. Supplementary Appendix Table A7 presents these estimates. We find similar estimates of bias when focusing on the loan approval versus loan rejection margin when we scale the estimated treatment effects by the “first stage” effect of loan approval on loan take-up from Supplementary Appendix Table A6.

*Alternative specifications:* Supplementary Appendix Tables A8–A11 explore the sensitivity of our main results to a number of different specifications. Supplementary Appendix Table A8 presents results where we use a net present value measure of long-run profits for a variety of different discount rates. Supplementary Appendix Table A9 presents re-weighted estimates with the weights chosen to match the distribution of observable characteristics for target group loan applicants to explore whether differences in characteristics such as credit history or earnings can explain our results.10 Supplementary Appendix Table A10 presents results from an MTE estimator that puts equal weight on each examiner in our sample, instead of the IV weights as in our preferred specification.11 Finally, Supplementary Appendix Table A11 presents estimates where the instrument is calculated separately for each subgroup in the data, relaxing the monotonicity assumption. Results are generally similar to our preferred specification across all alternative specifications, although some of our estimates lose statistical significance. In particular, our MTE

10. Arnold et al. (2018) show that it is possible to test for bias holding fixed other group differences using a re-weighting procedure that weights the distribution of observables of the target group to match observables of the reference group in the spirit of DiNardo et al. (1996) and Angrist and Fernández-Val (2013). This narrower test for bias relies on the assumption that examiner preferences vary only by observable characteristics. See Supplementary Appendix Table A12 for the complier characteristics used to construct the weights and Arnold et al. (2018) for additional details.

11. While the MTE estimator has the advantage of allowing the researcher to choose any weighting scheme across examiners, it comes at the cost of statistical precision and the additional functional form assumptions needed to interpolate estimates between observed values of the instrument. Following Arnold et al. (2018), we estimate these MTE results using a two-step procedure. In the first step, we estimate the entire distribution of MTEs using the derivative of residualized profits with respect to variation in the propensity score provided by our instrument. To do this, we regress the residualized profit variable on the residualized examiner leniency measure to calculate the group-specific propensity score. We then compute the numerical derivative of a local quadratic estimator to estimate group-specific MTEs (see Supplementary Appendix Figure A6). In the second step, we use the group-specific MTEs to calculate the level of bias for each individual examiner, and the simple average of these examiner-specific estimates. We calculate standard errors by bootstrapping this two-step procedure at the examiner level.
estimates in Supplementary Appendix Table A10 are particularly noisy due to the increased weight put on a handful of imprecise examiner-level estimates compared to our preferred specification. There is also considerably more noise when using smaller cells to calculate the leave-out examiner leniency measure in Supplementary Appendix Table A11. The estimates are not economically or statistically different across specifications, however, and none of the results suggest that our preferred estimates are invalid.

4.3. Comparison to OLS estimates

Supplementary Appendix Table A13 replicates the outcome tests from the prior literature (e.g. Han, 2004) that rely on standard OLS estimates of Equation (9). In contrast to our IV test for bias, standard OLS estimates suggest much lower levels of bias against immigrant and older applicants. We find, for example, that the gap between the average native-born and immigrant applicant is only £102 (column 2), 82% lower than our IV estimate for marginal applicants in Table 3. The gap between the average younger and older applicant is also only £88 (column 3), 74% lower than our IV estimate for marginal applicants. Standard OLS estimates also suggest, incorrectly, that there is bias against female applicants (column 4). Taken together, these results highlight the importance of accounting for both infra-marginality and omitted variables when testing for bias in consumer lending.

5. THE MISALIGNMENT OF EXAMINER AND LENDER INCENTIVES

In this section, we attempt to differentiate bias due to the misalignment of firm and examiner incentives from explanations based on prejudice or inaccurate stereotypes. The model of bias based on misaligned examiner incentives developed in Section 2 has three testable implications. First, that there should be no evidence of bias when using the short-run default measure used to evaluate loan examiners’ performance. Second, loan examiners should make decisions as though they are ranking applicants based on the short-run default measure used to evaluate their performance, even when these rankings diverge from a ranking based on long-run profits. Finally, incentive-based bias should only emerge among groups where short- and long-run outcomes diverge. We discuss each of these tests below, before providing more suggestive evidence against alternative models based on prejudice and inaccurate stereotypes.

5.1. Short-run default

The first testable hypothesis from our incentive-based model of bias is that if examiners make lending decisions to minimize short-run default probability, but their decisions are not distorted either by prejudice nor by inaccurate beliefs, then the Becker outcome test applied to short-run outcomes should show no bias. In terms of the model developed in Section 2, we should therefore find that \( \alpha_{SR}^{T} = \alpha_{SR}^{R} \).

To test whether there is bias when using short-run default as the outcome, we estimate the default risk of marginal loan applicants using our IV estimator in Table 4. Consistent with the misalignment of examiner incentives, there are no statistically significant differences in the first-loan default risk of marginal loan applicants by nationality, age, or gender. Marginal first-loan loan applicants, in general, default on 44.7% of loans, 28% more than the average default rate of 35.0%. Marginal immigrant applicants, however, are only 2.5 percentage points less likely to default on the first loan than marginal native-born applicants. Marginal older applicants are 14.4 percentage points less likely to default on the first loan than marginal younger applicants, and
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TABLE 4
Loan take-up and short-run default

<table>
<thead>
<tr>
<th></th>
<th>2SLS Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Loan take-up</td>
<td>0.447***</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
</tr>
<tr>
<td>Take-up × immigrant applicant</td>
<td>−0.025</td>
</tr>
<tr>
<td></td>
<td>(0.114)</td>
</tr>
<tr>
<td>Take-up × older applicant</td>
<td>−0.144</td>
</tr>
<tr>
<td></td>
<td>(0.104)</td>
</tr>
<tr>
<td>Take-up × female applicant</td>
<td>−0.083</td>
</tr>
<tr>
<td></td>
<td>(0.119)</td>
</tr>
<tr>
<td>Dep. variable mean</td>
<td>0.232</td>
</tr>
<tr>
<td>Observations</td>
<td>45,507</td>
</tr>
<tr>
<td>Clusters</td>
<td>254</td>
</tr>
</tbody>
</table>

Notes: This table reports IV estimates of bias in consumer lending using short-run default as an outcome. Each column reports two-stage least squares estimates using the sample described in the notes to Table 1. We instrument for loan take-up using the leave-out examiner leniency measure constructed using the procedure described in Section 3, and for the interaction of loan take-up and applicant characteristics using the interaction of leave-out leniency and the same characteristic. All specifications control for store-by-month-by-nationality fixed effects and the baseline characteristics listed in Panel A of Table 1. Standard errors clustered at the examiner level are reported in parentheses. *** = significant at 1% level, ** = significant at 5% level, * = significant at 10% level.

marginal female applicants are 8.3 percentage points less likely to default than marginal male applicants, with none of these differences being statistically significant.12

These results confirm that examiners are making unbiased decisions based on the short-term default outcome used to evaluate their performance. These findings are not only consistent with our incentive-based model of bias, but they also suggest that animus and inaccurate stereotypes are not affecting examiners’ decisions at the margin. A general implication of our incentive-based model of bias is that it is not always possible to infer examiners’ utility or beliefs using long-run profits. Learning about examiners’ utility or beliefs instead requires using the short-run measure used to evaluate their performance, just as we have done here.

5.2. Examiner decision rule

The second testable hypothesis from our incentive-based model of bias is that loan examiners should make decisions as though they are ranking applicants based on the short-run default measure used to measure their performance, $\alpha_{SR}$, even when these rankings diverge from a ranking based on long-run profits, $\alpha_i$. We can evaluate examiners’ objective function by contrasting examiners’ decisions with two different data-based decision rules, one based on short-run default and the other based on long-run profits.

To implement this test for misaligned examiner incentives, we first estimate predicted short- and long-run outcomes using an ML algorithm that efficiently uses all observable applicant characteristics. In short, we use a randomly selected subset of the data to train the model using all individuals who receive a loan. In training the model, we must choose the shrinkage, the number of trees, and the depth of each tree. Following common practice (e.g. Kleinberg et al., 2018), we choose the smallest shrinkage parameter (i.e. 0.005) that allows the training process to run in a reasonable time frame. We use a five-fold cross-validation on the training sample to choose the

12. Supplementary Appendix Table A14 estimates bias using default in the first month of the loan. We again see no evidence of bias against immigrants or older applicants using this even shorter-run measure of default.
optimal number of trees for the predictions. The interaction depth is set to four, which allows each tree to use at most four variables. Using the optimal number of trees from the cross-validation step, predicted outcomes are then created for the full sample.\footnote{Supplementary Appendix Table A15 presents the correlates of our predicted profitability measure. Predicted profitability is increasing in the credit score used by the lender. Predicted profitability is also higher for female applicants, older applicants, and applicants with more dependents.}

One important challenge is that we only observe outcomes for applicants who receive a loan, not those who do not. This missing data problem makes it hard to evaluate counterfactual decision rules based on algorithmic predictions or to identify the implicit decision-rule used by loan examiners. To overcome this missing data problem, we follow Kleinberg \textit{et al.} (2018) and start with the set of loan applicants receiving a loan from the most lenient examiners. From this set of applicants, we then choose additional applicants to hypothetically reject according to the predicted outcomes calculated using our ML algorithm. For each additional hypothetical rejection, this allows us to calculate the hypothetical change in profitability or default risk for the now smaller set of applicants that would have received a loan. Importantly, the hypothetical change in profitability and default risk can be compared to the outcomes produced by the stricter examiners because applicant characteristics are, on average, similar across examiners due to the quasi-random assignment of applicants to examiners.

Figure 3 presents these results for both long-run profits and short-run default. The solid black curve calculates the change in profitability or default that would have resulted if additional applicants had been rejected in order of the algorithm’s predicted profitability and default rates. Each of the points denotes the different examiner leniency quintiles. We also plot the change in profitability and default rates that would have resulted if we used a decision rule based on an ML algorithm that does not include nationality, age, and gender, a decision rule based on the baseline credit scores used to screen loan applicants, and a decision rule based on a random number generator.

We find that the decisions made by loan examiners are strikingly consistent with a data-based decision rule minimizing short-run default, but inconsistent with a decision rule maximizing long-run profits. Long-run profits \textit{decrease} as we move from the most lenient to most strict examiners, worse than a decision rule based on a random number generator and far worse than a decision rule based on our ML algorithm.\footnote{One potential concern is that our measures of predicted profitability may be biased if loan examiners base their decisions on variables that are not observed by the econometrician (e.g. demeanor during the loan application). Following Kleinberg \textit{et al.} (2018), we test for the importance of unobservables in loan decisions by splitting our sample into a training set to generate the profitability predictions and a test set to test those predictions. We find that our measure of predicted profitability from the training set is a strong predictor of true profitability in the test set, indicating that our measure of predicted profitability is not systematically biased by unobservables (see Supplementary Appendix Figure A7).}

In contrast, loan examiners are nearly as effective as our ML algorithm in decreasing default rates. The second quintile of examiners, for example, reduce the default rate by 2.3 percentage points relative to the most lenient quintile examiners by increasing the rejection rate by 8.5 percentage points. Our ML algorithm using all characteristics could have decreased the default rate by 4.8 percentage points with the same 8.5 percentage point increase in the rejection rate, or just 2.5 percentage points better than the loan examiners. The ML algorithm using only allowable characteristics could have increased profits by £38 per applicant, just £6 less than the full algorithm, while the rule based on baseline credit scores could have only increased profits by £9 per applicant.
**Figure 3**

Comparing additional profits and defaults by ranking method.

*Notes:* These figures examine the performance of different data-based decision rules versus the actual decisions made by stricter loan examiners. The rightmost point in the graph represents the loan outcomes and loan take-up rate of the most lenient bin of examiners. The additional three points on the graph show loan outcomes and take-up rates for the actual decisions made by the second through fourth most lenient bins of examiners. Each line shows the loan outcome and take-up trade-off that comes from denying additional applicants within the most lenient bin of examiners’ approval set using different data-based decision rules. The solid black line shows the trade-off when using the machine learning algorithm described in Section 5 trained using all available variables; the dashed black line for the same machine learning algorithm omitting nationality, gender, and age; the solid grey line for the credit score used to screen applicants; and the dashed grey line for randomly rejecting applicants. Panel A presents these results for long-run profits. Panel B presents these results for short-run default. See the text for additional details.
algorithm using only allowable characteristics could have similarly decreased the default rate by 3.9 percentage points, or 1.6 percentage points more than the loan examiners.16

Figure 3 also shows that examiners are almost as good as the ML algorithm at predicting default across the leniency distribution. This finding suggests that the variation in examiner leniency is unlikely to be driven by differences in how examiners evaluate the same information, but is instead driven by differences in, for example, risk preferences across examiners.

5.3. Misalignment of short- and long-run outcomes

The final testable hypothesis from our incentive-based model is that bias should only emerge among groups where short- and long-run outcomes diverge. If the observed bias is due to incentive misalignment, we should therefore observe that immigrant and older applicants have a higher short-run default probability for a given long-run profitability relative to native-born and younger applicants. No such pattern should exist for female applicants compared to male applicants if our model is correct.

To test whether immigrant and older applicants are both high-profit and high-default, we plot the distributions of predicted long-run profits and predicted short-run default by nationality, age, and gender in Figure 4. We calculate predicted profits and predicted default risk using the ML algorithm described in the previous subsection. Consistent with the misalignment of examiner incentives, both immigrant and older applicants are visually more likely to default in the short-run for a given level of long-run profits compared to native-born and younger applicants. In contrast, female and male applicants are approximately equally as likely to default for a given level of long-run profits.

To provide a more formal test of this hypothesis, Supplementary Appendix Table A16 presents OLS results regressing predicted long-run profits on applicant characteristics and a quadratic in predicted short-run default. Controlling for predicted default, immigrant applicants have predicted profits that are £38 larger than native applicants, while older applicants have predicted profits that are £24 larger than younger applicants. In contrast, male and female applicants have statistically similar predicted profits for a given level of predicted default.

A final question is why immigrant and older applicants are more likely to default in the short-run compared to native-born and younger applicants. One possible explanation is that immigrant and older applicants are less liquid than native-born and younger applicants, and, as a result, more susceptible to the kinds of unanticipated income or expense shocks that lead to default. Consistent with this explanation, we find that immigrant and older applicants have lower credit scores at a given level of income compared to native-born and younger applicants. Unfortunately, we do not have the necessary panel data on income and expenditures to further test this hypothesis or explore alternative explanations.

16. In contrast, the credit score used by the Lender could have decreased the default rate by only 0.5 percentage points, 1.8 percentage points less than the loan examiners and only 0.3 percentage points more than a random decision rule. The poor performance of the credit score variable is likely driven by the fact that the credit score variable purchased by the Lender is calibrated to the entire credit market, not the subprime market that the Lender operates in.

17. Supplementary Appendix Figures A9 and A10 show a comparison of examiners’ decisions with the ML algorithm for examiners with longer and shorter tenures at the Lender. More experienced examiners perform relatively worse when the predicted outcome is long-run profits, but slightly better when the outcome is short-run default. These findings are consistent with examiners becoming slightly better at ranking loan applicants over time, at least with respect to short-run default. We view these results as further evidence in support of our incentives-based model of bias.
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Figure 4
Joint distributions of machine learning predictions.

Notes: These figures report the relationship between predicted long-run profits and predicted short-run default separately by group. Predicted long-run profits and predicted short-run default are obtained using the machine learning algorithm described in Section 5. See the text for additional details.

5.4. Models based on prejudice and inaccurate stereotypes

We conclude this section by discussing more suggestive evidence against alternative models that could explain our main results.

First, we consider the possibility that loan examiners either knowingly or unknowingly discriminate against immigrant and older applicants at the margin. Loan examiners could, for example, harbour explicit biases against immigrant and older applicants that leads them to exaggerate the cost of lending to these individuals (e.g. Becker, 1957, 1993). Loan examiners could also harbour implicit biases against immigrant and older applicants, leading to biased lending decisions despite the lack of any explicit prejudice (e.g. Greenwald et al., 2009). However, immigrant applicants are typically matched to loan examiners from the same ethnic background and all loan examiners tend to be older themselves, institutional features that are inconsistent with most models of ethnic or age-related prejudice. We also find no bias against female applicants even among male examiners, another finding that is inconsistent with the simplest models of prejudice, although we note that these results are very imprecise (see Supplementary Appendix Table A18).18 These results suggest that either prejudice is not driving our results or that loan

18. We cannot estimate results separately by examiner ethnicity, as immigrant applicants are typically matched to loan examiners from a similar ethnic background. We also cannot estimate results separately by examiner age, as our data do not include this variable.
examiners are prejudiced against immigrant and older applicants despite sharing those same characteristics.

Second, we consider the possibility that loan examiners are making biased prediction errors, potentially due to inaccurate stereotypes against immigrant and older applicants. Bordalo et al. (2016) show, for example, that representativeness heuristics—probability judgments based on the most distinctive differences between groups—can exaggerate perceived differences between groups. In our setting, these kinds of group-based heuristics or inaccurate stereotypes could lead loan examiners to systematically underestimate the potential profitability of lending to immigrant and older applicants relative to native-born and younger applicants at the margin.

Following Arnold et al. (2018), we first explore whether our data are consistent with the formation of negative stereotypes that could lead to these kinds of biased prediction errors. Extending Bordalo et al. (2016) to our setting, negative stereotypes against immigrant and older loan applicants should only be present if these applicants are over-represented in the left tail of the predicted profit distribution compared to native-born and younger loan applicants. Supplementary Appendix Figure A11 presents the distribution of the predicted long-run profits by nationality, age, and gender, where the predicted profits are calculated using the ML algorithm described below and the full set of baseline applicant characteristics in our data. Results for each individual characteristic in our predicted risk measure are also presented in Supplementary Appendix Table A12. In stark contrast to the predictions of the Bordalo et al. (2016) model, we find that both immigrant and older loan applicants are significantly over-represented in the right tail of the predicted profit distribution. For example, immigrant applicants are 2.1 times more likely than native-born applicants to be represented among the top 25% of the predicted profit distribution, while older loan applicants are 2.6 times more likely than younger applicants to be represented among the top 25%.

We can also test for biased prediction errors by examining situations where prediction errors of any kind are more likely to occur. One such test for biased prediction errors uses a comparison of experienced and inexperienced loan examiners, as examiners may be less likely to rely on inaccurate group stereotypes as they acquire greater on-the-job experience, at least in settings with limited information and contact. To test this idea, Supplementary Appendix Table A19 presents subsample results for more and less experienced examiners, where we measure experience using an indicator for being employed by the lender when our sample period begins. There are no systematic patterns by examiner experience and, if anything, the estimates suggest more bias against immigrants among more experienced loan examiners. Taken together with Supplementary Appendix Figure A11, these results suggest that inaccurate stereotypes are unlikely to be driving our results.

6. CONCLUSION

In this article, we test for bias in consumer lending using the quasi-random assignment of loan examiners to identify the profitability of marginal loan applicants. We find that there is substantial bias against immigrant and older loan applicants, ruling out statistical discrimination and omitted variable bias as the sole explanations for the disparities in credit availability for these groups. Our results also cannot be explained by other ethnic or age-related differences in baseline characteristics, systematic differences in the level of risk across groups, or the way that the IV estimator averages the level of bias across different examiners.

Three additional findings are consistent with our results being driven by the misalignment between firm and examiner incentives. First, there is no evidence of bias against immigrant or older applicants when we use the short-run default outcome used to evaluate examiner performance. Second, the decisions made by loan examiners are strikingly consistent with a data-based decision
rule minimizing short-term default, but inconsistent with a decision rule maximizing long-term profits. Finally, immigrant and older applicants are more likely to default in the short run compared to native-born and younger applicants with the same level of expected long-run profits, while no such differences exist for female and male applicants. Taken together, these three results suggest that examiners are equalizing the private returns of lending across groups at the margin, just as predicted by our incentive-based model of bias. In contrast, none of these findings can be easily explained by models based on prejudice and inaccurate stereotypes.

An important implication of our analysis is that incentive-based bias is likely to emerge whenever a group is disproportionately exposed to the kinds of income and expenditure shocks that lead to short-run default. Our findings therefore suggest that policymakers should consider the incentives created by examiner contracts when addressing bias in consumer lending markets, not just the possibility of prejudice or inaccurate stereotypes. Another implication of our analysis is that a data-based decision rule based on long-run profits could simultaneously increase profits and eliminate bias compared to examiner-based decisions. In our setting, for example, the Lender would earn approximately £163 more in profit per applicant if marginal lending decisions were made using the machine learning algorithm rather than loan examiners, a 61% increase from the mean. Including all applicants, not just those at the margin of loan take-up, the Lender would earn £55 more per applicant if lending decisions were made using the machine learning algorithm, a 21% increase from the mean.19,20

There are three important caveats to our analysis. First, while misaligned incentives are commonplace in most consumer credit markets, the exact magnitude of the bias may differ in these other credit markets. Second, given that cultural proximity between borrowers and lenders has been shown to reduce the incidence of bias in other settings (see Fisman et al., 2017), prejudice and inaccurate stereotypes may be more important factors in other credit markets where, for example, loan examiners are not matched to culturally and ethnically similar loan applicants. Finally, the welfare effects of credit availability, particularly for high-cost credit, are largely unknown (e.g. Agarwal et al., 2009, Melzer, 2011, Morgan et al., 2012, Morse, 2011, Gathergood et al., 2019, Liberman et al., 2016, Zaki, 2016). Given these concerns, we are unable to estimate the welfare effects of bias in consumer lending decisions using our data and research design. Developing a framework to assess the precise welfare effects of bias in consumer credit decisions is an important area of future work.
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19. Following Kleinberg et al. (2018), we compute the gains from the machine learning algorithm relative to the average examiner in our test sample using a three-step process. First, we impute long-run profits for applicants who never took up a loan under the assumption that our algorithm perfectly predicts true long-run profits and that all selection is on observable characteristics. Second, we re-rank all applicants, both rejected and approved, and select a hypothetical group to approve using predicted long-run profits. Finally, we compare the predicted long-run profitability of applicants for both the algorithm and average examiner, both at the margin of loan approval and aggregating across all loan applicants.

20. We can also test whether a data-based decision rule is biased by comparing the observed and predicted profitability of applicants from different groups. Following the logic of our outcome test developed above, the observed profitability at each level of predicted profitability will be identical across groups if our algorithm is unbiased. In contrast, if our algorithm is biased against, say, non-native applicants, the observed profitability of non-natives at a given level of predicted profitability will be higher than the observed profitability of natives. There is no evidence of bias by nationality, age, or gender (see Supplementary Appendix Figure A12).
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