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Abstract

Transferable utility (TU) is a widely used assumption in economics. In this paper, we weaken the TU property to a setting where distinct Pareto frontiers have empty intersections. We call this the no-intersection property (NIP). We show that the NIP is strictly weaker than TU, but still allows to derive several desirable properties. We discuss the NIP in relation to several models where TU has turned out to be a key assumption: models of assortative matching, principal-agent models with asymmetric information, the Coase Independence Property and Becker’s Rotten Kid Theorem.
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1 Introduction

Transferable utility (TU) is a widely used assumption in economics. A model is said to have transferable utility when an agent can transfer part of her utility to another agent in a lossless manner. The main attractive feature of the TU assumption stems from its desirable aggregation properties. Under TU, individual members may affect the location of the Pareto frontier but not its shape which is, up to normalization, a straight line with slope minus one. This means that, under Pareto optimality, the distribution of utilities over the agents does not affect the group’s decision which will be to pick the Pareto.
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frontier farthest from the origin. Results that exploit this property are the famous Coase Independence Property (Coase, 1960) and Becker’s Rotten Kid Theorem (Becker, 1974). The TU assumption is also frequently used in other economic environments like one-to-one matching models.

It is well known that if TU does not hold, Pareto frontiers may intersect. Such intersections lead to several paradoxes, in particular, a potential failure of Coasian Independence and Rotten Kid Theorem, or in the field of welfare economics it can lead to cycles in the Kaldor-Hicks compensation criterion\(^1\). In this respect, there appears to be a discontinuity from the rather restrictive transferable utility setting where aggregation is very easy, and the general setting with intersecting Pareto curves, where it’s very difficult to obtain clear-cut results. In this paper, we weaken the notion of transferable utility, but retain the condition that distinct Pareto frontiers have empty intersections. We call this the No-Intersection-Property (NIP). As we show in the paper, many of the properties attributed to TU also hold under the NIP. To the best of our knowledge, the NIP has not yet been studied as a separate property.

It is a well known fact that if a model has transferable utility then distinct Pareto frontiers have empty intersections. As such, any model that satisfies TU will also satisfy the NIP. It can be hypothesized whether the converse is also true. In this paper, we show that the answer is negative. Towards this result, we first show that the NIP is equivalent to the existence of a Pareto (aggregation) function which combines the utility levels of all agents into a single number and a surplus function that associates with every Pareto frontier a number that indicates its distance from the origin. A profile of utility values (one for each agent) belongs to a certain Pareto frontier if the value of the Pareto function equals the value of the surplus function. As such, higher numbers for the Pareto function correspond to profiles of utilities that lie on Pareto curves further from the origin. We show that TU is obtained if and only if this Pareto function is additively separable.

Next, we revisit some results from the literature that heavily rely on the TU assumption and we look at them from the perspective of the weaker NIP assumption. As a first exercise, we look at models of (two-sided) matching. We refer to Chade, Eeckhout, and Smith (2017) and Chiappori (2017) for a recent overview of matching and search theory. In much of this literature, attention has been devoted to either cases where there are no transfers allowed between agents; the so called non-transferable utility (NTU) case, initiated by Gale and Shapley (1962)), or cases with perfectly transferable utility; the TU case, initiated by Shapley and Shubik (1972). For the latter, the seminal contribution by Becker (1973) showed that, when the match surplus function is supermodular, then any pairwise stable matching exhibits positive assortative matching. The fact that matching patterns under TU can be easily analysed in terms of the surplus function makes it a very attractive model for theoretical and empirical applications.\(^2\)

\(^1\)The Kaldor-Hicks compensation criterion (Hicks, 1939; Kaldor, 1939) states that a change from one situation to another is an improvement if the agents that gain from the switch could, in theory, compensate those who are harmed by the change. It is well-known that the Kaldor-Hicks compensation criterion may lead to inconsistent judgements (cycles) when Pareto curves intersect, see for example Scitovsky (1941).

\(^2\)See for example the empirical framework of Choo and Siow (2006) or the more complex strategic
The relative simplicity of analysing matching patterns under TU stems from the fact that the problem of distributing the surplus within a couple and maximizing the total surplus over all possible matches can be treated separately. Essentially, our NIP condition can be seen as positing the potential for a similar separation, but then in the context of an imperfectly transferable utility framework, which is an intermediate setting between TU and NTU. We show that under the NIP, if the surplus function satisfies some monotonicity condition with respect to the characteristics of the agents, then the submodularity of the Pareto function and the supermodularity of the surplus function, with at least one of these conditions strict, is sufficient for positive assortative matching patterns to arise in equilibrium. We also provide a differential sufficient conditions for positive assortative matching. This can be contrasted with Legros and Newman (2007), who provide sufficient conditions on the Pareto frontiers for assortative matching to occur, in a more general setting where Pareto frontiers are also allowed to intersect. Building on a recent contribution by Nöldeke and Samuelson (2018), in which the authors draw a close connection between two sided matching models and principal-agent models, we also incorporate this principal-agent setting and show that in our setting the strict single crossing or Spence-Mirrlees condition is satisfied under the same conditions as for our aforementioned assortative matching result: monotonicity and supermodularity of the surplus function and submodularity of the Pareto function. Under this condition, any incentive compatible contract will require higher actions from higher type agents.

As a second exercise, we revisit the Coase Independence Property. We follow the main theoretical contributions in this literature and present a formal setting along the lines of Hurwicz (1995) and Bergstrom (2017). In these papers, the authors introduce a general equilibrium framework in which agents consume a private good and several public goods (or externalities, either positive or negative). The main feature of these models is that the feasible allocations in the economy can be described through a linear feasibility restriction. A remarkable result, as discussed in both papers, is that Coasian Independence, which states that the Pareto efficient level of public goods is independent of the allocation of initial endowments, holds if and only if the utility possibility frontiers satisfy TU. In the present paper, we expand this result and provide a more generalized characterization of the Coase Independence Property. In particular we show that, if one allows for a general technology, including non-additive or non-linear technologies, a necessary and sufficient condition for Coasian Independence is that the utility possibility sets satisfy NIP. Therefore, NIP characterizes the settings with Coasian Independence in these more general environments.

The final exercise reconsiders the so-called Becker’s Rotten Kid Theorem (Becker, 1974). The name ‘Rotten Kid’ originates from the usual description of the two-stage game, where after the kids take certain actions which determine the level of the public goods, the parent divides the remaining resources over the kids. The Rotten Kid Theorem states that in such a setting, any Pareto efficient level of public goods can be implemented as a subgame perfect equilibrium of this two-stage game. This result is remarkable and important for the theory settings in which agents perform pre-match investments in education and then decide on partner choice as in Chiappori, Costa Dias, and Meghir (2018).
of incentives and household economics (e.g. Chiappori and Mazzocco (2017)). Essentially, it provides conditions such that there is no need for complex incentive schemes to implement Pareto optimal allocations. A particular way to retrieve this result is when the kids in the first stage have preferences that lead to Pareto frontiers that are representable as a simplex (i.e. there is TU), joint with a ‘benevolent’ (altruistic) parent (Bergstrom, 1989). We show that the NIP condition, together with a relatively mild assumption on the selection rule of the optimal allocations by the parent is enough to recover the Rotten Kid Theorem.

The structure of the paper is as follows. Section 2 introduces notation, definitions and assumptions. Section 3 introduces the NIP condition and provides the representation theorems. Section 4 relates the NIP with TU and shows that the NIP is a strictly weaker condition. Section 5 discusses the NIP in relation to models of assortative matching and delegation, the Coase Independence Property and Becker’s Rotten Kid Theorem. Section 6 contains a conclusion. The appendix contains the proofs of all the theorems.

2 Notation and definitions

We consider a setting with $N$ agents. The utility level of agent $i \leq N$ is denoted by $u_i \in \mathbb{R}$. A utility profile $u = (u_1, \ldots, u_N) \in \mathbb{R}^N$ associates a utility level to each agent $i$. Utility profiles are denoted by bold letters, e.g. $\mathbf{u}, \mathbf{v}, \mathbf{w}$. We use vector inequalities $\mathbf{u} \geq \mathbf{v}$ if $u_i \geq v_i$ for all $i \leq N$, we write $\mathbf{u} > \mathbf{v}$ if $\mathbf{u} \geq \mathbf{v}$ and $\mathbf{u} \neq \mathbf{v}$ and we write $\mathbf{u} \gg \mathbf{v}$ if $u_i > v_i$ for all $i$.

A function $g : \mathbb{R}^N \to \mathbb{R}$ is weakly increasing (decreasing) if $\mathbf{u} \gg \mathbf{v}$ implies $g(\mathbf{u}) > (\leq) g(\mathbf{v})$ and $\mathbf{u} \geq \mathbf{v}$ implies $g(\mathbf{u}) \geq (\leq) g(\mathbf{v})$. We call the function increasing (decreasing) if $\mathbf{u} > \mathbf{v}$ implies $g(\mathbf{u}) > (\leq) g(\mathbf{v})$.

We assume that each agent has an outside option that gives a utility level $u_i$ which we normalize, for convenience, to zero, i.e. $u_i = 0$. Let $\Phi \subseteq \mathbb{R}^k$ be a set containing the possible values of the environmental variables relevant to the model under consideration. A vector $\phi \in \Phi$ specifies all variables that determine the utility possibility set of the $N$-agent model. For each value $\phi \in \Phi$, we can associate a utility possibility set that contains all feasible and individually rational utility profiles that are attainable when the environmental variables take on the value $\phi$. We denote this utility possibility set by $C(\phi)$.

$$C(\phi) = \left\{ \mathbf{u} \in \mathbb{R}^N_+ : \mathbf{u} \text{ is attainable in situation } \phi \right\}.$$ 

We denote by $\mathcal{D} = \bigcup_{\phi \in \Phi} C(\phi)$ the set of all relevant utility profiles, i.e. the utility profiles that are in some utility possibility set.

Throughout this paper we will impose the following assumption on the collection $(C(\phi))_{\phi \in \Phi}$.

Assumption A. For all $\phi \in \Phi$, $C(\phi)$ is non-empty, closed, bounded and comprehensive, i.e. if $\mathbf{u} \in C(\phi)$ and $0 \leq \mathbf{v} \leq \mathbf{u}$ then $\mathbf{v} \in C(\phi)$.

We denote the Pareto frontier of $C(\phi)$ by $\partial C(\phi)$. It is defined as the upper boundary of the set $C(\phi)$.

$$\partial C(\phi) = \left\{ \mathbf{u} \in C(\phi) : \forall \mathbf{v} \gg \mathbf{u}, \mathbf{v} \notin C(\phi) \right\}.$$
This set is well defined under Assumption A. Let us illustrate this with the following running example.

**Example 1.** Consider a set of employees and a set of firms. Every employee has a characteristic $\delta$ from a set $\Delta$ and every firm has a characteristic $\xi$ from a set $\Xi$. If an employee and a firm are matched, they produce at most a single unit of output which is sold at a price $P$. If the good is not produced, then the utility level of the employee and profits of the firm are both zero.

If the good is produced, then the utility of the employee is given by a utility function $u(\ell, w)$ which is increasing in both the leisure $\ell$ and wage $w$ paid by the firm to the employee. The utility (profit) function of the firm $f$ is equal to $\pi = P - w$. We assume that each employee has a total time endowment of 1 and that the good is produced if and only if the employee provides a high enough level of work:

$$1 - \ell \geq \omega(\delta, \xi).$$

Here, $\omega$ is some threshold function that depends on the characteristics of both the firm and the employee. Given this setting, we can define the set of environmental variables as $\Phi = \Delta \times \Xi$. If we invert the utility function $u = u(\ell, w)$ with respect to $\ell$, we obtain a function $\ell(u, w)$ which is increasing in $u$ and decreasing in $w$. Substituting the identity $w = P - \pi$ into this function gives the following formulation of the utility possibility set of a firm-employee match given characteristics $(\delta, \xi) \in \Phi$,

$$C(\delta, \xi) = \{(u, \pi) \in \mathbb{R}^2_+ : \ell(u, P - \pi) \leq 1 - \omega(\delta, \xi)\}.$$

### 3 The no intersection property

We define a collection of utility possibility sets to satisfy the no intersection property (NIP) if distinct Pareto frontiers have empty intersections.

**Definition 3.1** (No-Intersection Property (NIP)). Let $(C(\phi))_{\phi \in \Phi}$ be a collection of utility possibility sets satisfying Assumption A. Then $(C(\phi))_{\phi \in \Phi}$ satisfies the no intersection property (NIP), if for all $\phi, \psi \in \Phi$:

$$\text{if } \partial C(\phi) \cap \partial C(\psi) \neq \emptyset, \text{ then } C(\phi) = C(\psi).$$

Figure 1 provides several examples in a 2 agent setting. Subfigure 1a and 1b show cases where the Pareto frontiers don’t intersect and hence satisfy the NIP condition. Subfigure 1b is particular in the sense that the Pareto frontiers are straight lines with slope equal to $-1$. This is a setting with transferable utility (TU). It is clear from this figure that TU implies NIP, but as we will show in section 4, the reverse does not necessarily hold. The two lower panels represent cases where the NIP is not satisfied. In Figure 1c, the frontiers of the utility possibility sets $C(\phi)$ and $C(\psi)$ are touching at point $A$. Figure 1d on the other hand presents a case where the Pareto frontiers intersect at $A$. Both cases violate...
Definition 3.1: the point $A$ is in the intersection of both Pareto curves, but the utility possibility sets are not identical.

Before we present our main representation result, let us introduce two additional assumptions. The first requires a richness condition on the collection of the utility possibility sets. It requires that every utility profile in $\mathcal{D} = \cup_{\phi \in \Phi} C(\phi)$ is on some Pareto curve.

**Assumption B.** For all utility vectors $u \in \mathcal{D}$, there is a value $\phi \in \Phi$ such that $u \in \partial C(\phi)$.

A second assumption requires that the utility possibility correspondence is both upper and lower hemicontinuous.

**Assumption C.** The set $\Phi$ is compact and the utility possibility correspondence $C : \Phi \to \mathbb{R}^N_+$ is continuous, i.e. both upper and lower hemicontinuous at all $\phi \in \Phi$.

It will often be convenient to use an equivalent definition of the NIP. For two subsets $A, B \subseteq \mathbb{R}^N_+$ we write $A \sqsubset B$ if for all vectors $u \in A$ there exists a vector $v \in B$ such that

---

3In particular, given Assumption A upper hemicontinuity requires that for all $\phi^t \to \phi$ and $u^t \in C(\phi^t)$ for all $t$, then there is a subsequence $(\phi^{t_i})_{i \in \mathbb{N}}$ such that $u^{t_i} \to u$ and $u \in C(\phi)$. Lower hemicontinuity requires that if $\phi^t \to \phi$ and $u \in C(\phi)$ then there exists a number $N \in \mathbb{N}$ and a sequence $(u^t)_{t \geq N}$ such that $u^t \to u$ and $u^t \in C(\phi^t)$ for all $t \geq N$. 
\( \mathbf{v} \gg \mathbf{u} \). We write \( A \subseteq B \) if \( A = B \) or \( A \sqsubseteq B \). As shown in Lemma A.2 in the appendix, a collection of utility possibility sets satisfies the NIP, if and only if they are completely ordered by the binary relation \( \sqsubseteq \), i.e. the relation \( \sqsubseteq \) is a linear order on the set \( \{C(\phi)\}_{\phi \in \Phi} \). Given this linear order on the utility possibilities sets, one might try to give each Pareto frontier a numerical value that reflects this ordering. The intuition is similar to a setting with indifference curves where the utility values of the indifference curves represent the preference ordering. Drawing the analogy further, in a consumption setting we usually introduce a utility function that associates to any bundle of goods the numerical value of the indifference curve through this bundle. In our setting, bundles are represented by utility profiles \( \mathbf{u} \). As such, we would like to associate to every utility profile the value of the Pareto frontier through this profile. The following theorem is a formalization of this intuition.

**Theorem 3.2.** Let the collection of utility possibility sets \( \{C(\phi)\}_{\phi \in \Phi} \) satisfy Assumption A. Then:

1. the collection of utility possibility sets \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies the NIP if and only if there exists a function \( \rho : \Phi \to \mathbb{R} \) such that for all \( \phi, \psi \in \Phi \):

   \[
   C(\phi) \sqsubseteq C(\psi) \iff \rho(\phi) \leq \rho(\psi).
   \]

2. if \( \{C(\phi)\}_{\phi \in \Phi} \) also satisfies Assumption B; then \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies the NIP if and only if there exists a weakly increasing function \( h : \mathcal{D} \to \mathbb{R} \) and a function \( \rho : \Phi \to \mathbb{R} \) that satisfies Part 1 of the theorem and such that for all \( \mathbf{u} \in \mathcal{D}, \phi \in \Phi \):

   \[
   \mathbf{u} \in C(\phi) \iff h(\mathbf{u}) \leq \rho(\phi).
   \]

   and \( \mathbf{u} \in \partial C(\phi) \), if and only if:

   \[
   h(\mathbf{u}) = \rho(\phi).
   \]

3. if \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies also Assumptions B and C; then the functions \( \rho \) and \( h \) from Part 2 can be chosen to be continuous.

4. if there exists a continuous function \( h : \mathbb{R}^N \to \mathbb{R} \) and a function \( \rho : \Phi \to \mathbb{R} \) such that for all \( \mathbf{u} \in \mathbb{R}^N \) and \( \phi \in \Phi \):

   \[
   h(\mathbf{u}) \leq \rho(\phi) \iff \mathbf{u} \in C(\phi),
   \]

   then \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies the NIP.

Parts 1, 2 and 3 of Theorem 3.2 provide various representation results for the NIP condition for various combinations of assumptions on the utility possibility sets. If \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies the NIP, then we call the function \( h \) of this representation a Pareto function and we call \( \rho(\phi) \) a surplus function.

Utility profiles \( \mathbf{u} \) with higher values of the Pareto function \( h(\mathbf{u}) \) lie on Pareto frontiers further away from the origin. These are Pareto frontiers \( \partial C(\phi) \) with larger surplus values.
\(\rho(\phi)\). Observe that both the Pareto and surplus functions are only unique up to a (continuous) monotone transformation. In other words, if \((h, \rho)\) is a representation of \((C(\phi))_{\phi \in \Phi}\) and if \(g\) is a (continuous) increasing function \(\mathbb{R} \to \mathbb{R}\) then \((\bar{h}, \bar{\rho})\), where:

\[
\bar{h} = g(h) \text{ and } \bar{\rho} = g(\rho),
\]

is also a representation of \((C(\phi))_{\phi \in \Phi}\). Finally, Part 4 of Theorem 3.2 gives a useful sufficient condition for a collection of utility possibility sets to satisfy the NIP.

Theorem 3.2 shows that, given Assumptions A and B, any Pareto frontier \(\partial C(\phi)\) can be formalized as the set of vectors \(u \in D\) for which:

\[
h(u) = \rho(\phi).
\]

If the Pareto frontier is strictly decreasing, it is possible to invert \(h\) with respect to \(u_1\) and derive the following representation of the Pareto frontier \(\partial C(\phi)\):

\[
u \in \partial C(\phi) \leftrightarrow u_1 = \gamma(\rho(\phi), u_2, \ldots, u_N).
\]

Here, \(\gamma(\rho(\phi), u_2, \ldots, u_N) \equiv h^{-1}(\rho(\phi); u_2, \ldots, u_N)\) is decreasing in \(u_2, \ldots, u_N\) and increasing in \(\rho(\phi)\). In general, absent the NIP condition, any strictly decreasing Pareto frontier can be represented by a function:

\[
\tau(\phi, u_2, \ldots, u_N),
\]

which is also decreasing in \(u_2, \ldots, u_N\). This shows that for the NIP condition to hold, there should exist a function \(\gamma\) (increasing in its first argument and decreasing in its last \(N - 1\) arguments) and a surplus function \(\rho\) such that:

\[
\tau(\phi, u_2, \ldots, u_N) = \gamma(\rho(\phi), u_2, \ldots, u_N).
\]

This requires that the Pareto frontier function \(\tau(\phi, u_2, \ldots, u_N)\) is weakly separable in \(\phi\). A necessary condition for weak separability is that, for all \(u_2, \ldots, u_N, v_2, \ldots, v_N\) and all \(\phi\) and \(\psi\):

\[
\text{if } \tau(\phi, u_2, \ldots, u_N) \geq \tau(\psi, u_2, \ldots, u_N) \text{ then } \tau(\phi, v_2, \ldots, v_N) \geq \tau(\psi, v_2, \ldots, v_N).
\]

If the function \(\tau\) is \(C^2\), i.e. 2 times continuously differentiable, then a local condition is given by the Leontief-Sono conditions (Leontief, 1947; Sono, 1961): for all \(l, j \leq k\) and all \(i = 2, \ldots, N\):

\[
\frac{\partial}{\partial u_i} \left( \frac{\partial \tau(\phi, u_2, \ldots, u_N)}{\partial \phi_i} \right) = 0,
\]

where \(\phi_l\) and \(\phi_j\) are the \(i\)th and \(j\)th component of the vector \(\phi\). This provides an easily testable restriction for the NIP given knowledge of the Pareto frontier function \(\tau\). We refer to Blackorby, Primont, and Russell (1978) for an in depth study of the property of (weak) separability. We now return to our previous example and show that the NIP holds.
Example (example 1 continued). For all values \((\delta, \xi) \in \Phi\) we had that \((u, \pi) \in C(\delta, \xi)\) if and only if,
\[
\ell(u, P - \pi) \leq 1 - \omega(\delta, \xi),
\]
If we define the Pareto function \(h(u, \pi) \equiv \ell(u, P - \pi)\) and the surplus function \(\rho(\delta, \xi) \equiv 1 - \omega(\delta, \xi)\) we obtain that, by part 4 of Theorem 3.2, \((C(\delta, \xi))_{(\delta, \xi) \in \Phi}\) satisfies the NIP.

4 Transferable utility

Transferable utility (TU) is a widely used assumption in economics. A model is said to have TU whenever Pareto frontiers are parallel lines with slope equal to minus one. Of course, utility values are ordinal, so we should allow this property to hold after taking some continuous and increasing transformations of the utilities. The main message of this section is that the NIP is strictly weaker than TU. In other words, although settings with TU satisfy the NIP, the reverse is not necessarily true. The following gives a formal definition of transferable utility.

**Definition 4.1 (Transferable utility (TU)).** The collection of utility possibility sets \((C(\phi))_{\phi \in \Phi}\) satisfies transferable utility if and only if there exist continuous and increasing functions \(g_i : \mathbb{R}_+ \to \mathbb{R}_+\) and a function \(\kappa : \Phi \to \mathbb{R}\) such that for all \(\phi \in \Phi\),
\[
u \in C(\phi) \iff \sum_{i=1}^{N} g_i(u_i) \leq \kappa(\phi).
\]

In order to see how this relates to the usual definition of TU, let us define \(y_i = g_i(u_i)\). Then Definition 4.1 holds if the equation for the Pareto frontier \(\partial C(\phi)\) takes the following form:
\[
\sum_{i=1}^{N} y_i = \kappa(\phi), \text{ with } y_i = g_i(u_i).
\]

This defines a hyperplane in the transformed utility space, \((y_1, \ldots, y_N)\), which is orthogonal to the unit vector. As expected, the TU property implies the NIP condition: if the Pareto curves are parallel hyperplanes, then they do not intersect.\(^4\) The following counterexample shows that not every setting with NIP also satisfies TU.

**Example 2.** This example is borrowed from Bergstrom (2016). Let \(a, b \in \mathbb{R}_+\) with \(a < b\) and set \(\Phi = [a, b]\). Define,
\[
C(\phi) = \{(u_1, u_2) \in \mathbb{R}_+^2 : u_1 + u_2 + u_1(u_2)^2 \leq \phi\}.
\]
If we set \(h(u_1, u_2) = u_1 + u_2 + u_1(u_2)^2\) and \(\rho(\phi) = \phi\), we see that, by part 4 of Theorem 3.2, \((C(\phi))_{\phi \in \Phi}\) satisfies the NIP. However, the collection \((C(\phi))_{\phi \in \Phi}\) does not satisfy TU. If it

\(^4\)This is an easy consequence of part 4 of Theorem 3.2 when defining the Pareto function as \(h(u) \equiv \sum_{i=1}^{N} g_i(u_i)\) and the surplus function by \(\rho(\phi) \equiv \kappa(\phi)\).
does, then there should exist a function \( \kappa \) and two increasing, continuous functions \( g_1 \) and \( g_2 \), such that for all \((u_1, u_2) \in \partial C(\phi)\):

\[
\kappa(\phi) = \kappa(u_1 + u_2 + u_1(u_2)^2) = \kappa(h(u_1, u_2)) = g_1(u_1) + g_2(u_2).
\]

As \( g_1 \) and \( g_2 \) and \( h \) are (weakly) increasing functions, it follows that \( \kappa \) is also an increasing function. By the equalities above, it must be that for all utility values \( u_1, u_2, v_1, v_2, z_1 \) and \( z_2 \):

\[
\begin{align*}
  h(u_1, u_2) &\geq h(v_1, v_2) \\
  h(v_1, z_2) &\geq h(z_1, u_2)
\end{align*}
\rightarrow h(u_1, z_2) \geq h(z_1, v_2)
\]

This condition is known as the Thomson condition or the double cancellation axiom (see, for example, (Debreu, 1960)). This condition can be used to verify whether a function is additively separable.\(^6\) For this example, the Thomson condition is violated for the function \( h(u_1, u_2) = u_1 + u_2 + u_1(u_2)^2 \), e.g. choose \( u_1 = 1, u_2 = 1, v_1 = 3, v_2 = 0, z_1 = 8 \) and \( z_2 = 2 \).

Above example suggests that additive separability is important in order to relate the NIP to TU.

**Definition 4.2.** The Pareto function \( h : \mathcal{D} \rightarrow \mathbb{R} \) is additively separable if there exist increasing, continuous functions \( g_i : \mathbb{R}_+ \rightarrow \mathbb{R} \) and an increasing function \( g : \mathbb{R} \rightarrow \mathbb{R} \) such that for all \( u \in \mathcal{D}, \)

\[
h(u) = g \left( \sum_{i=1}^{N} g_i(u_i) \right).
\]

The following theorem shows that TU is satisfied if and only if the NIP holds and the Pareto aggregation function is additively separable.

**Theorem 4.3.** Let \((C(\phi))_{\phi \in \Phi}\) satisfy Assumptions A and B. If \((C(\phi))_{\phi \in \Phi}\) satisfies the NIP, then TU is satisfied if and only if the Pareto aggregation function \( h : \mathcal{D} \rightarrow \mathbb{R} \) is additively separable.

**Example** (Example 1 continued). We defined \( h(u, \pi) \equiv \ell(u, P - \pi) \). A sufficient condition for \( h \) to be additively separable is that, \( u(\ell, w) \) is additively separable. In this case,

\[
u(\ell, w) = k_1(\ell) + k_2(w),
\]

\(^5\)In order to see that this condition holds, notice that \( h(u_1, u_2) \geq h(v_1, v_2) \) and \( h(v_1, z_2) \geq h(z_1, u_2) \) implies \( g_1(u_1) + g_2(u_2) \geq g_1(v_1) + g_2(v_2) \) and \( g_1(v_1) + g_2(z_2) \geq g_1(z_1) + g_2(u_2) \). Adding these two inequalities together and cancelling the common terms \( g_1(v_1) + g_2(u_2) \), gives \( g_1(u_1) + g_2(z_2) \geq g_1(z_1) + g_2(v_1) \), which implies \( h(u_1, z_2) \geq h(z_1, v_2) \).

\(^6\)An alternative, local differentiable condition is the Sono condition

\[
\frac{\partial}{\partial u_2} \left( \ln \left( \frac{\partial h(u_1, u_2)}{\partial u_1} \right) \frac{\partial h(u_1, u_2)}{\partial u_2} \right) = k(u_2),
\]

for some function \( k \) of \( u_2 \) only.
for some increasing, continuous functions $k_1$ and $k_2$. Then:

$$\ell(u, w) = k_1^{-1}(u - k_2(w)),$$

so:

$$h(u, \pi) = k_1^{-1}(u - k_2(P - \pi)),$$

which is indeed additively separable.

## 5 Applications

In this section, we look at several models for which TU turned out to be a key assumption, and we discuss their relationship to the NIP property. Section 5.1 looks at models of two-sided matching and principal agent models with asymmetric information. Section 5.2 studies the Coase Independence Property in light of the NIP and Section 5.3 looks at the Rotten Kid Theorem.

### 5.1 Two-sided matching and principal-agent models with asymmetric information

Two-sided matching models have found a wide range of applications in economics. In particular, there is a close theoretical connection between models of two-sided matching and principal agent models with asymmetric information. As an example\(^7\), Chade, Eeckhout, and Smith (2017) analyze sorting patterns in two sided matching and draw a direct connection with monotone comparative static results (such as those contained in Milgrom and Shannon (1994) and Topkis (1998)). More recently, Nöldeke and Samuelson (2018) expanded on this nice theoretical connection between models of two-sided matching and principal agent models with asymmetric information. In particular, the conditions that guarantee positive assortative matching in a one to one matching framework is very similar to a single crossing condition in a principal agent model (see Nöldeke and Samuelson (2018) for more details). The main contribution of this section is to show that under NIP, positive assortative matching (and the single crossing condition) holds if some monotonicity condition on the surplus function $\rho$ is satisfied together with a submodularity condition on the Pareto function $h$ and a supermodularity condition on the surplus function $\rho$.

**Two-sided matching** Let $M$ and $W$ be two sets of respectively men and women. A matching is a function $\sigma : M \cup W \rightarrow M \cup W$ such that:

- for all men $m \in M$, $\sigma(m) \in W \cup \{m\}$ and for all women $w \in W$, $\sigma(w) \in M \cup \{w\}$.
- if $m$ is matched to $w$, i.e. $w = \sigma(m)$ then $w$ is matched to $m$, i.e. $m = \sigma(w)$.

\(^7\)For an earlier application of this relationship, see Tervio (2008), who studied an assignment model of CEO’s and firms.
If $\sigma(m) = m$ or $\sigma(w) = w$ we say that the man $m$ or woman $w$ is single. We assume that each man $m \in M$, has a characteristic $\delta \in \Delta$ and each woman $w \in W$ is endowed with a characteristic $\xi \in \Xi$. Let $\Phi = \Delta \times \Xi$ be the set of possible characteristic combinations. If a man with characteristic $\delta$ matches to a woman with characteristic $\xi$, we assume that the possible utility values of the man and the woman are in the utility possibility set $C(\delta, \xi)$. Throughout this section, we assume that the collection $(C(\delta, \xi))_{(\delta, \xi) \in \Phi}$ satisfies the NIP together with Assumptions A and B, so we have a representation in terms of a Pareto function $h$ and a surplus function $\rho$. Given this, we use the standard notion of stability:

**Definition 5.1.** A matching $\sigma : M \cup W \to M \cup W$ is stable if there are utility values $(u_m, u_w)_{m \in M, w \in W}$ such that for all men $m \in M$ of characteristic $\delta$, and women $w \in W$ of characteristic $\xi$:

1. $u_m, u_w \geq 0$,
2. if $\sigma(m) = m$ then $u_m = 0$ and if $\sigma(w) = w$ then $u_w = 0$.
3. if $\sigma(m) = w$, then $h(u_m, u_w) = \rho(\delta, \xi)$.
4. if $\sigma(m) \notin w$, then there is no $(u'_m, u'_w) \succ (u_m, u_w)$ such that $h(u'_m, u'_w) \leq \rho(\delta, \xi)$.

The first two conditions impose individual rationality on the utility profile: condition 1 states that all agents should at least receive the utility that they obtain when being single while condition 2 normalizes the utility of being single to zero. The third condition imposes Pareto optimality on the allocation within a couple: if $m$ is matched to $w$ then their utility profile should be on their Pareto curve. Finally, the last condition requires that if $m$ and $w$ are not matched to each other, then it is impossible for both of them to obtain a higher level of utility by forming a couple. The existence of a stable matching has been established under very general conditions (Kaneko, 1982).

To formalize assortativeness in this matching framework, we assume that there is a ranking $\succ$ on the set of men-characteristics $\Delta$ and a ranking $\succ$ on the set of women-characteristics $\Xi$. For ease of notation, we use the same symbol for the two rankings, but it will be obvious from the context which ranking we are talking about. We are interested in the conditions on the primitives of the model i.e. the Pareto function $h$ and the surplus function $\rho$, that lead to positive assortative matching (PAM) in the sense that women with higher characteristics are matched with men with higher characteristics.

**Definition 5.2 (Positive assortative Matching).** A matching $\sigma$ has positive assortative matching (PAM) if for all men $m$ with characteristic $\delta$, men $m'$ with characteristic $\delta'$, women $w$ with characteristic $\xi$ and women $w'$ with characteristic $\xi'$: if

$$w = \sigma(m), \quad w' = \sigma(m'),$$

and

$$\delta \succ \delta';$$

then it is not the case that

$$\xi' \succ \xi.$$
The Generalized Increasing Difference (GID) condition of Legros and Newman (2007) characterizes PAM for a very general setting which includes the NIP. In particular, it is also valid in cases where the Pareto curves intersect. In this section, we will look at a set of stronger, but easily verifiable conditions that are sufficient for PAM in the case where NIP holds. As a first condition, we assume that the corresponding utility possibility sets satisfy the following monotoncity assumption:

**Assumption D.** For all man-characteristics $\delta, \delta' \in \Delta$ and woman-characteristics $\xi, \xi' \in \Xi$,

if $\delta \succ \delta'$ and $\xi \succ \xi'$ then $\max\{\rho(\delta, \xi), \rho(\delta', \xi')\} > \max\{\rho(\delta', \xi), \rho(\delta, \xi')\}$.

This assumption imposes that either the surplus of a higher type man and higher type woman is larger than an alternative match or the surplus of the lower type man going with the lower type woman is greater than the surplus in an alternative match. This condition can be compared with co-ranking as introduced by Legros and Newman (2010, Definition 3) in the study of assortative matching in the non-transferable utility setting. Next we impose a supermodularity condition on the surplus function $\rho$ together with a submodularity condition on the Pareto function $h$.

**Assumption E.** The surplus function $\rho$ is supermodular and the Pareto function $h$ is submodular with one of the two strict. Formally, for all characteristics, $\delta, \delta' \in \Delta, \xi, \xi' \in \Xi$ with $\delta \succ \delta'$ and $\xi \succ \xi'$:

$$\rho(\delta, \xi) + \rho(\delta', \xi') \geq \rho(\delta, \xi') + \rho(\delta', \xi),$$

and for all $u_m > u_{m'}$ and $u_w > u_{w'}$,

$$h(u_m, u_w) + h(u_{m'}, u_{w'}) \leq h(u_{m'}, u_w) + h(u_m, u_{w'}).$$

where one of these inequalities is strict.

We remark that the properties of sub-and supermodularity are not invariant up to ordinal (i.e. monotone) transformations. On the other hand, as noticed in the previous section, the Pareto and surplus function are only defined up to a common ordinal transformation. Given this, it suffices that the desired modularity properties are satisfied for at least one of these transformations.

The following proposition shows that under NIP, assumptions D and E are sufficient for a stable matching to exhibit PAM.

**Proposition 5.3.** If the Pareto and surplus functions satisfy Assumptions D and E, then any stable matching will satisfy PAM.

---

8Co-ranking is a strict weakening of monotonicity as introduced by Becker (1973) and is equivalent to GID as introduced by Legros and Newman (2007) in the limiting case when utilities are strictly non-transferable.
The proof of Proposition 5.3 is simple enough, so we present it here in the main text. Towards a contradiction, let us assume that Assumptions D and E are satisfied and that there are men \(m, m'\) with characteristics \(\delta, \delta'\) and women \(w, w'\) with characteristics \(\xi, \xi'\) and a stable matching, \(\sigma\) such that \(w' = \sigma(m), w = \sigma(m')\), \(\delta \succ \delta'\) and \(\xi \succ \xi'\). Let \(u_m, u_{m'}, u_w\) and \(u_{w'}\) be the utility values assigned to the agents in this stable matching. Given that the matching is stable, we must have that:

\[
\begin{align*}
    h(u_m, u_{w'}) &= \rho(\delta, \xi'), \\
    h(u_{m'}, u_w) &= \rho(\delta', \xi), \\
    h(u_m, u_w) \geq \rho(\delta, \xi), \\
    h(u_{m'}, u_{w'}) \geq \rho(\delta', \xi').
\end{align*}
\]

Without loss of generality, assume that \(\max\{\rho(\delta, \xi), \rho(\delta', \xi')\} = \rho(\delta, \xi)\). Then condition D gives:

\[
\begin{align*}
    h(u_m, u_w) \geq \rho(\delta, \xi) > \rho(\delta', \xi) &= h(u_{m'}, u_w), \\
    h(u_m, u_w) \geq \rho(\delta, \xi) > \rho(\delta', \xi') &= h(u_m, u_{w'}).
\end{align*}
\]

Given that \(h\) is weakly increasing, we have that \(u_m > u_{m'}\) and \(u_w > u_{w'}\). But then, by (strict) supermodularity of \(\rho\):

\[
\begin{align*}
    h(u_{m'}, u_w) + h(u_m, u_{w'}) &= \rho(\delta', \xi) + \rho(\delta, \xi'), \\
    \leq (\leq) \rho(\delta, \xi) + \rho(\delta', \xi'), \\
    \leq h(u_m, u_w) + h(u_{m'}, u_{w'}),
\end{align*}
\]

which contradicts (strict) submodularity of \(h\). A proof along the same lines also shows that any stable matching exhibits negative assortative matching whenever Assumption D is replaced by:

\[
\min\{\rho(\delta, \xi), \rho(\delta', \xi')\} < \min\{\rho(\delta', \xi), \rho(\delta, \xi')\},
\]

and \(\rho\) is (strictly) submodular while \(h\) is (strictly) supermodular.

It is interesting to contrast the result in Proposition 5.3 with the special case where TU holds. In this case, the Pareto aggregation function takes the form \(h(u_m, u_w) = u_m + u_w\), which is obviously submodular. Then, PAM is obtained whenever \(\rho\) is strictly supermodular.\(^{10}\)

If the characteristics, \(\delta\) and \(\xi\) are real numbers and if the surplus and Pareto functions are \(C^2\) then PAM can be characterized by a differential condition (see Chade, Eekhout, and Smith, 2017).\(^{11}\) Towards this end, we start from the following condition for a profile \((u_m, u_w)\) on the Pareto frontier \(\partial C(\delta, \xi)\):

\[
h(u_m, u_w) = \rho(\delta, \xi).
\]

\(^9\)If the maximum is equal to \(\rho(\delta', \xi')\) then we obtain \(u_m < u_{m'}\) and \(u_w < u_{w'}\), which leads to the same contradiction.

\(^{10}\)It can be shown that in this case, Assumption D is superfluous.

\(^{11}\)We thank an anonymous referee for pointing this out to us.
Inverting \( h \) gives an expression for the utility of the man as a function of the characteristics and the utility of the woman:

\[
u_m = \gamma(\rho(\delta, \xi); u_w) \equiv \mu(\delta, \xi; u_w).
\]

In the differential case, the GID condition takes on the following form (Chade, Eeckhout, and Smith, 2017):

\[
\mu_{\delta, \xi} > \frac{\mu_{u_w}}{\mu_{\delta, u_w}},
\]

where we use sub-indices to denote partial derivatives. Using the identity \( \gamma(\rho(\delta, \xi); u_w) \equiv \mu(\delta, \xi; u_w) \), this gives:

\[
\gamma_{\rho, \rho} \rho_{\delta} + \gamma_{\rho} \rho_{\xi} \delta, \xi \gg \gamma_{\rho, u_w} \rho_{\delta}.
\]

Using the implicit function theorem on the identity \( h(\gamma(\rho(\delta, \xi); u_w), u_w) \equiv \rho \), we can substitute out the partial derivatives of \( \gamma \) to obtain the following condition:

\[
\rho_{\delta, \xi} > \frac{h_{u_m, u_w}}{h_{u_m, u_w}} \rho_{\xi} \rho_{\delta}.
\]  \( \tag{1} \)

In order to see the connection between this condition and Proposition 5.3 above, notice that Assumption D is related to the setting where either \( \rho_{\xi}, \rho_{\delta} > 0 \) or \( \rho_{\xi}, \rho_{\delta} < 0 \). Also, for Assumption E, supermodularity of \( \rho \) relates to \( \rho_{\delta, \xi} > 0 \), while submodularity of \( h \) relates to \( h_{u_m, u_w} < 0 \). Next, if \( h \) is monotone, then \( h_{u_m, u_w} > 0 \). Given these sign restrictions, the left hand side of (1) is positive while its right hand side is negative. As such, the differential condition of PAM will be satisfied.

Also, as noticed above, Assumptions (D) and (E) only need to be satisfied for one particular ordinal transformation of the functions \( h \) and \( \rho \). To see the implication of this, consider transforming \( h \) and \( \rho \) by a common increasing, \( C^2 \) function \( g \):

\[
\tilde{h}(u_m, u_w) = g(h(u_m, u_w)), \quad \text{and} \quad \tilde{\rho}(\delta, \xi) = g(\rho(\delta, \xi)).
\]

Then taking derivatives gives:

\[
\tilde{h}_{u_m, u_w} = g''h_{u_m}h_{u_w} + g'h_{u_m, u_w},
\]

\[
\tilde{\rho}_{\delta, \xi} = g'' \rho_{\delta} \rho_{\xi} + g' \rho_{\delta, \xi}.
\]

where \( g' \) is the first derivative of \( g \) and \( g'' \) is its second order derivative. The function \( \tilde{h} \) is submodular if \( \tilde{h}_{u_m, u_w} \leq 0 \) while \( \tilde{\rho} \) is supermodular if \( \tilde{\rho}_{\delta, \xi} \geq 0 \). Given that \( g' > 0 \) and if \( \rho_{\delta} \cdot \rho_{\xi} > 0 \), this gives the condition:

\[
\frac{h_{u_m, u_w}}{h_{u_m}h_{u_w}} \leq -\frac{g''}{g'} \leq \frac{\rho_{\delta, \xi}}{\rho_{\delta} \rho_{\xi}}.
\]

By taking a transformation \( g \) where \( g'' < 0 \), this allows the Pareto function \( h \) to be non-submodular as long as \( \rho_{\delta, \xi} \) is sufficiently large. On the other hand, if \( g'' > 0 \) then \( \rho \) is allowed to be non-supermodular as long as \( h_{u_m, u_w} \) is sufficiently negative.
Example (Example 1 continued). We have that \( h(u, \pi) = \ell(u, P - \pi) \) and \( \rho(\delta, \xi) = 1 - \omega(\delta, \xi) \). The function \( \rho(\delta, \xi) \) is supermodular if \( \omega(\delta, \xi) \) is submodular. Next, the function \( h \) is submodular if,

\[
h_{u, \pi} \leq 0.
\]

It can be verified that this is equal to the following condition on the utility function,

\[
u_{\ell, w} \leq u_{\ell, \ell} \frac{u_w}{u_{\ell}}.
\]

If the utility function is concave, then the right hand side will be negative. As such, this condition holds only if the cross partial derivative of \( u(\ell, w) \) is sufficiently negative. A particular class of utility functions that satisfies this condition is:

\[
u(\ell, w) = \frac{w^{1-\gamma}}{1 - \gamma} \exp(\gamma - 1) k(\ell),
\]

where \( \gamma > 1 \) and \( k', k'' < 0 \). It can be shown that \( u \) is increasing in both \( \ell \) and \( w \). Also, \( u \) is concave if \( \gamma k'' > (1 - \gamma)(k')^2 \). Similar types of utility functions can be found in, for example, King, Plosser, and Rebelo (2002) or Blundell, Costa-Dias, Meghir, and Shaw (2016). Notice that \( u \) is not consistent with TU, even though as we have shown, it does fit our NIP framework.

Principal-agent models with adverse selection  Formally, there is a close connection between the two sided matching model and the principal-agent model with adverse selection (see Chade et al. (2017) and the recent contribution of Nöldeke and Samuelson (2018)). Preserving the notation from the previous part, consider a principal-agent model where agents are endowed with a type \( \delta \in \Delta \), and can take an action \( \xi \in \Xi \). There is the possibility of a (monetary) transfer \( v \) from the agent to the principal. The utility function of the agent is a function of her type \( \delta \), her action \( \xi \), and the transfer \( v \) to the principal:

\[
u = \mu(\delta, \xi, v).
\]

It is assumed that \( \mu \) is strictly decreasing in \( v \). This fits the NIP framework if \( \mu \) satisfies the following functional specification:

\[
u = \mu(\delta, \xi, v) = \gamma(\rho(\delta, \xi), v).
\]

Indeed, if we invert \( \gamma \) with respect to its last argument and define \( h \equiv \gamma^{-1} \), we obtain \( h(u, v) = \rho(\delta, \xi) \), which gives the NIP setting. One particular case is the quasi-linear specification:

\[
u = \rho(\delta, \xi) - v,
\]

which gives \( h(u, v) \equiv u + v \). This corresponds to the TU case.

An important property in models with adverse selection is the strict single crossing condition.
Definition 5.4. The utility function $\gamma(\rho(\delta, \xi); v)$ satisfies the strict single crossing property if for all $\delta, \delta' \in \Delta$ and $\xi, \xi' \in \Xi$, if $\delta \succ \delta'$ and $\xi \succ \xi'$, then for all $v, v'$,
$$
\gamma(\rho(\delta', \xi), v) \geq \gamma(\rho(\delta', \xi'), v'),
$$
implies:
$$
\gamma(\rho(\delta, \xi), v) > \gamma(\rho(\delta, \xi'), v').
$$

The strict single crossing condition states that if a ‘low’ type agent weakly prefers the ‘high’ action contract $(\xi, v)$ over the ‘low’ action contract $(\xi', v')$ then a ‘high’ type agent strictly prefer the ‘high’ action contract $(\xi, v)$ over the ‘low’ action contract $(\xi', v')$.

Introducing the utility values $u' = \gamma(\rho(\delta', \xi'), v')$ and $u = \gamma(\rho(\delta, \xi), v)$, we have that the strict single crossing condition can be rewritten in the following way.

Definition 5.5 (Strict single crossing condition). The functions $(h, \rho)$ satisfy the strict single crossing property if for all $\delta \succ \delta'$ and $\xi \succ \xi'$, if:
$$
h(u', v') = \rho(\delta', \xi') \text{ and } h(u, v) = \rho(\delta, \xi),
$$
then,
$$
\rho(\delta', \xi) \geq h(u', v) \text{ implies } h(u, v') > \rho(\delta, \xi').
$$

Similar to the proof of Proposition 5.3, one can easily show that this strict single-crossing property is satisfied if Assumptions D and E hold.

Proposition 5.6. If $h$ and $\rho$ satisfy Assumptions (D) and (E), then the strict single crossing condition is satisfied and consequently, a ‘high’ type agent will choose a ‘high’ action contract.

This result handles settings beyond the quasi-linear specification as shown in the following example.

Example 3. Assume that the utility function of the agent can be written in the following way:
$$
\beta(-e^{-u} + 1) = e^{\alpha v} \cdot (\rho(\delta, \xi) - v), \tag{3}
$$
where $\alpha \geq 0$, $\beta > 0$ and $\alpha \beta < 1$. Observe that the left hand side is a monotone transformation of $u$ so its ordering perfectly reflects the utility ranking. Also, notice that for $\alpha = 0$, the specification corresponds to the quasi-linear TU case. However, if $\alpha > 0$ the income effect is not constant. Inverting the right hand side (3) gives:
$$
h(u, v) \equiv \beta(-e^{-u} + 1)e^{-\alpha v} + v.
$$
One can easily verify that $h_u > 0, h_v > 0$ and that $h_{u,v} < 0$, so $h$ is a submodular and monotone function. As such, in order for the strict single-crossing condition to be satisfied, it suffices that $\rho$ is supermodular and satisfies Assumption D.
To show that ‘high’ type agents will choose a ‘high’ action contract, we combine the strict single crossing condition with incentive compatibility constraints. In particular, consider a setting with two agents of types $\delta$ and $\delta'$. Then the incentive compatibility constraints for the contracts $(\xi', v')$, $(\xi, v)$, offered to agents of types $\delta'$ and $\delta$ respectively, take the form:

$$
\gamma(\rho(\delta, \xi), v) \geq \gamma(\rho(\delta, \xi'), v'),
$$

(4)

$$
\gamma(\rho(\delta', \xi'), v') \geq \gamma(\rho(\delta', \xi), v).
$$

(5)

Condition (4) states that the $\delta$-type agent weakly prefers the contract $(\xi, v)$ over the contract $(\xi', v')$ while condition (5) states that the $\delta'$-type agent weakly prefers the contract $(\xi', v')$ over the contract $(\xi, v)$. By defining the utility values $u = \gamma(\rho(\delta, \xi), v)$ and $u' = \gamma(\rho(\delta', \xi'), v')$ and inverting $\gamma$, we obtain the equivalent conditions:

$$
h(u, v') \geq \rho(\delta, \xi'),
$$

(6)

$$
h(u', v) \geq \rho(\delta', \xi).
$$

(7)

It is well known that if the strict single crossing condition holds, then the incentive compatibility constraints require that higher types must take contracts with higher actions. If we take a setting where Assumptions D and E are satisfied, this can be shown in a very simple way. Towards a contradiction, assume that $\delta \succ \delta'$ but $\xi' \succ \xi$ (i.e. higher type agents take lower actions) and the incentive compatibility constraints are satisfied. Concerning Assumption D, let us consider the case where $\max\{\rho(\delta, \xi'), \rho(\delta', \xi)\} = \rho(\delta, \xi')$. The other case is analogous. Then, by (6):

$$
h(u, v') \geq \rho(\delta, \xi') > \rho(\delta', \xi') = h(u', v) \quad \text{and} \quad h(u', v) \geq \rho(\delta', \xi) = h(u, v),
$$

which, by monotonicity of $h$ implies that $u > u'$ and $v' > v$. However, then:

$$
h(u, v) + h(u', v') \geq (>)h(u', v) + h(u, v') \geq \rho(\delta, \xi') + \rho(\delta', \xi),
$$

$$
\geq (>)\rho(\delta, \xi) + \rho(\delta', \xi').
$$

The first inequality follows from the (strict) submodularity of the function $h$. The second inequality follows from the incentive compatibility constraints (6) and (7). Finally the last inequality is due to the (strict) supermodularity of $\rho$. By definition of $u$ and $u'$, however, $h(u, v) = \rho(\delta, \xi)$ and $h(u', v') = \rho(\delta', \xi')$, which gives the desired contradiction.

### 5.2 The Coase independence property

One of the key economic conjectures, first suggested in the article by Coase (1960), is that when agents are allowed to bargain freely, and in the absence of transaction costs, they will reach a Pareto efficient outcome and the Pareto efficient amount of externalities
(either positive or negative) will be independent of the particular way bargaining rights or endowments are allocated. In this section, we will mainly focus on the second part of this conjecture, saying that the particular way liabilities or rights are given to the various agents in the economy should not influence the Pareto efficient level of the externality. This result was never formalized by Coase in his original article, but since then, there have been several attempts to provide formal interpretations to this Coase Independence Property.

Special interest has been given to a characterization of the set of preferences that allow for the Coasian Independence to be satisfied. Important contributions in this direction have been given by Hurwicz (1995) and Bergstrom (2017). These papers start from a general equilibrium framework in which \( N \) agents consume a private good and a vector of public goods.\(^{12}\) Their setting also assumes that there exists a cost function \( c(y) \) that specifies the amount of money necessary to produce the bundle of public goods \( y \), and that there is a fixed amount of aggregate resources, \( I \), which can be allocated to either private consumption or the production of the public goods. Given this, they specify the following feasibility constraint for the economy as a whole:

\[
\sum_{i=1}^{N} x_i + c(y) \leq I, \tag{8}
\]

which has the particular feature that it is linear in the private goods \( x_i \) and additively separable between the private and public goods.

The results in Hurwicz (1995) and Bergstrom (2017) show that TU is necessary and sufficient to obtain the Coase Independence Property. In other words, in this type of economy, the Pareto efficient level of public goods is independent of the way endowments are allocated among the agents if and only if there is transferable utility among the agents.

In the present paper, we are interested in studying the Coase independence property in settings where the feasibility constraint is more general than this linear-separable specification. We show that for more general feasibility constraints, it is not TU but rather NIP that characterizes the set of economies for which Coasian Independence holds.

**Setting** We consider a general equilibrium model with \( N \) agents who consume one private good and \( m \geq 2 \) public goods.\(^{13}\) Agent \( i \) has an initial endowment \( \omega_i > 0 \) of the private good. We denote the final amount of the private good going to individual \( i \) by \( x_i \) and we represent by \( x \in \mathbb{R}^N_+ \), the allocation of the private good over the \( N \) agents. The vector \( y \in \mathbb{R}^m_+ \) specifies the bundle of public goods.

Each agent \( i \leq N \) has a utility function \( u_i(x_i, y) \) that depends on her own consumption of the private good and the total consumption of public goods. For an allocation \( (x, y) \in \)
we denote by \( u(x, y) \) the utility profile \( v \) where for all agents \( i \): \( v_i = u_i(x_i, y) \). In other words, \( u(x, y) \) is the utility profile that results from the allocation \((x, y)\).

In contrast to the aforementioned literature on the Coase Independence Property, we allow for a general feasibility constraint, which takes the following form:

\[
f(x, y) \leq 0. \tag{9}
\]

The standard linear-separable setting given by (8) is a special case of (9) where \( f(x, y) = \sum_{i=1}^{N} x_i + c(y) - I \). We denote by \( Y \) the feasible set values of the public goods bundle that satisfy individual rationality:

\[
Y = \{ y \in \mathbb{R}^m : \exists x \in \mathbb{R}^N, f(x, y) \leq 0 \text{ and } u(x, y) \geq 0 \}.
\]

For each \( y \in Y \), we can define the utility possibility set \( C(y) \) as the set of all feasible and individual rational utility profiles, provided that the vector of public goods is equal to \( y \):

\[
C(y) = \{ v \in \mathbb{R}^N : \exists x \in \mathbb{R}^N, f(x, y) \leq 0 \text{ and } v \leq u(x, y) \}.
\]

Observe that individual rationality is guaranteed by the assumption that \( v \geq 0 \). Finally, we denote by \( P|_Y \) the set of all Pareto efficient allocations when the public goods are restricted to lie in the set \( Y \subseteq Y \).

We say that the Coase Independence Property holds if every Pareto efficient allocation involves the same levels of public goods.

**Definition 5.7.** The collection of utility possibility sets \( (C(y))_{y \in Y} \) satisfies the Coase Independence Property if for all subsets \( Y \subseteq Y \) and all bundles of public goods \( y \in Y \), if \((x, y) \in P|_Y \) and \((x', y) \in P|_{\{y\}}\), then \((x', y) \in P|_Y\).

The definition has the following intuition. Let \( Y \) be a subset of \( Y \) and consider an allocation \((x, y)\) that is Pareto efficient in the set of all allocations for which the public goods are restricted to the set \( Y \). Now, take any other allocation \((x', y)\) with the same amount of public goods which is Pareto efficient but now only over the set of feasible allocations where the level of public goods is restricted to be equal to \( y \). Then if the Coase Independence Property holds, we have that \((x', y)\) is also Pareto efficient over the bigger set of allocations.

Negating this condition, we obtain that if an allocation \((x, y) \in P|_{\{y\}}\) is not Pareto efficient over the set \( \bigcup_{y \in Y} C(y) \), then none of the allocations with public goods equal to \( y \) is Pareto efficient over this set. Effectively, every Pareto efficient allocation should have the same amounts of public goods.

Before stating our main result, we impose some further conditions on the utility functions and the feasibility constraint.
Assumption F.

1. The utility functions $u_i : \mathbb{R}^{1+m}_{+} \to \mathbb{R}$ are continuous, increasing and are normalized by setting $u_i(\omega_i, 0) = u_i = 0$.

2. The feasibility function $f : \mathbb{R}^{N+m}_{+} \to \mathbb{R}$ of equation (9) is continuous and increasing.

3. For all agents $i \leq N$, there is an amount $\bar{x}_i$ of private goods such that $f(\bar{x}_i e_i, 0) > 0$, where $e_i$ is the $N$ dimensional vector with a 1 at place $i$ and zeros everywhere else.

4. For all $y \in Y$, $u_i(0, y) < u_i(\omega_i, 0) = 0$.

Assumptions F.1 and F.2 impose some regularity conditions on the utility and transformation functions. Assumption F.3 requires that there is a level of private consumption for agent $i$ that is not feasible, even when the consumption of all other goods is zero. It guarantees that the amounts of private goods $x$ that are feasible are bounded from above. Finally, Assumption F.4 states that if an agent receives no private goods, then she prefers to break down the negotiations. Also, the condition implies that every feasible and individual rational allocation $(x, y)$ (i.e. with $f(x, y) \leq 0$ and $u(x, y) \geq 0$) must have strictly positive amounts of the private goods. This allows us to exclude Pareto efficient allocations where some agents have zero private consumption.

The following theorem shows that the Coase Independence Property holds if and only if the NIP holds.

**Theorem 5.8.** Assume that Assumption F is satisfied. Then, the collection of utility possibility sets $(C(y))_{y \in Y}$ satisfies the NIP if and only if the Coase Independence Property is satisfied.

From Theorem 4.3, we know that if $(C(y))_{y \in Y}$ satisfies NIP, it does not necessarily satisfy TU. Therefore, the result contained in Theorem 5.8 provides a novel characterization for the Coase Independence Property, for cases where the feasibility constraint is more general than the linear-separable case (8).

That the NIP implies Coasian Independence is quite intuitive. The sufficiency proof of Theorem 5.8 is illustrated in Figure 2. The argument is by contradiction. Assume that the Coase Independence Property holds but NIP is violated. In the figure, this is illustrated by showing two distinct Pareto curves $\partial C(y')$ and $\partial C(y)$ that intersect at $u(x, y)$. As this utility profile is on both Pareto curves, it follows that:

$$(x, y) \in \mathcal{P}|_{\{y, y'\}}. \tag{10}$$

As the two Pareto curves are distinct, it is possible to show that there is an allocation $(x', y)$ such that $u(x', y) \in \partial C(y)$ but $u(x', y)$ is strictly below the Pareto curve $\partial C(y')$.\(^{14}\) From this, it follows that:

$$(x', y) \in \mathcal{P}|_{\{y\}} \text{ and } (x', y) \notin \mathcal{P}|_{\{y'\}}. \tag{11}$$

\(^{14}\)If the two Pareto curves don’t intersect, but only touch, the argument is basically the same, but one might have to exchange $y$ with $y'$.
However, from the Coase Independence Property, condition (10) and the first part of (11), it follows that:

\[(x, y) \in \mathcal{P}_{|\{y, y’\}} \text{ and } (x’, y) \in \mathcal{P}_{|\{y\}} \rightarrow (x’, y) \in \mathcal{P}_{|\{y, y’\}}.\]

which contradicts the second part of (11).

We remark that Theorem 5.8 provides an easy way to compute the set of Pareto optimal levels of public goods under the NIP setting. From Theorem 3.2, we know that NIP guarantees the existence of a surplus function \(\rho : \mathcal{Y} \rightarrow \mathbb{R}\) that ranks the Pareto curves.\(^{15}\) In addition, it is easy to show that, given Assumption F, the utility possibility correspondence \(C(.)\) is upper hemicontinuous\(^{16}\) which allows us to choose \(\rho(.)\) to be upper semicontinuous. Given this, for any compact subset \(Y \subseteq \mathcal{Y}\), we can define the set:

\[Y’ = \arg \max_{y \in Y} \rho(y).\]

It then follows that:

\[\mathcal{P}|_Y = \bigcup_{y \in Y’} \mathcal{P}_{|\{y\}} = \mathcal{P}_{|Y’}.\]

In other words, the Pareto-efficient levels of public goods can be obtained by maximising the surplus function \(\rho(y)\).

### 5.3 Becker’s Rotten Kid Theorem

The Rotten Kid Theorem (Becker, 1974) is a variation on the Coasian Independence result. It describes the following two stage game. In the first period, each individual from a group

----

\(^{15}\)Lemma A.4 in the appendix shows that for our model, the collection \((C(y))_{y \in \mathcal{Y}}\) satisfies Assumption A which explains why we don’t need to list it as a separate assumption in Theorem 5.8.

\(^{16}\)A proof of this is available from the authors upon request.
of agents (kids) takes an action. This profile of actions determines the level of public goods. In stage two of the game, another agent, called the parent, takes the actions of the kids as given and allocates to each kid a feasible amount of the private good. The objective function of the parent is given by a welfare function which is strictly increasing in the utility levels of all the kids. The Rotten Kid Theorem describes a situation where each allocation (over private and public goods) that is welfare maximizing for the parent can be implemented as a subgame perfect Nash equilibrium of this two stage game. In other words, the level of public goods, collectively chosen by the kids, coincides with the optimal level of public goods desired by the parent. This result is highly important given that it provides precise conditions to obtain a first best allocation (level) of public and private goods, even in the absence of any sort of pre-commitment. Furthermore, the Rotten Kid Theorem also has implications for the analysis of household decisions (see for example (Becker, 1974) and Chiappori and Mazzocco (2017)). In particular, it can be used as a justification for ‘income pooling’, which implies that a redistribution of resources within the household doesn’t affect the household’s choices, thereby providing a foundation for the standard ‘unitary’ model of the household.\footnote{In this argument, the interaction between kids and the parent are replaced by the interaction between the spouses.} Previous theoretical literature on the subject showed that under some minor conditions on the preferences of the parent and if the utility possibility sets of the kids satisfy TU, then the Rotten Kid Theorem is satisfied (Bergstrom, 1989; Cornes and Silva, 1999; Chiappori and Werning, 2002). All of these papers departed from the linear-separable specification (8) to determine the set of feasible allocations. Furthermore, in such an environment TU is also necessary to obtain a Rotten Kid Theorem.\footnote{More precisely, Bergstrom (1989) uses the term ‘conditional TU’, which means that the Pareto frontiers are linear with slope $-1$ conditional on the set of actions taken by the kids.} In this section, we will show that the Rotten Kid Theorem holds under the weaker NIP condition, even if we relax the feasibility restriction to (9).

In order to formalize things, we borrow the notation and concepts developed in the previous section. We assume that there are $N$ kids and there is an agent, the parent, whose objective function is given by a welfare function $W : \mathbb{R}_{+}^{N} \rightarrow \mathbb{R}$ that takes as arguments the utility profiles for the kids. It is assumed that $W$ strictly increases in all arguments. The rotten kid game has the following structure. First, each kid selfishly chooses an action $a_{i} \in A_{i}$, where $A_{i}$ is a set of feasible actions for kid $i$ (which coincides with their strategy sets). Let us denote the chosen profile of actions by $a \in \prod_{i=1}^{N} A_{i}$. The action profile where kid $i$ chooses $a_{i}$ and all other kids choose according to the profile $a$ is denoted by $(a_{i}, a_{-i})$. We assume that the profile of actions uniquely determines the level of public goods $y$ via some surjective function $g : \prod_{i=1}^{N} A_{i} \rightarrow \mathcal{Y}$,

$$g(a) = y.$$ For a given profile of actions $a$ and an associated level of public goods $y = g(a)$, a strategy for the parent consists in choosing a feasible vector of private quantities for every possible action profile of the kids. This can be modelled by a function $s : \prod_{i=1}^{N} A_{i} \rightarrow \mathbb{R}_{+}^{N}$, where
for all action profiles $a$:

$$u(s(a), g(a)) \geq 0 \text{ and } f(s(a), g(a)) \leq 0.$$ 

The first constraint imposes individual rationality while the second requires the vector $s(a)$ to be technologically feasible given the level of public goods $g(a)$. Let us denote by $S$ the set of all strategies feasible for the parent (i.e. satisfying individual rationality and technological feasibility).

In the second stage of the game, the parent chooses from $S$ a strategy that maximizes her utility:

$$s^* (a) \in \arg \max_x W(u(x, g(a))) \text{ s.t. } f(x, g(a)) \leq 0 \text{ and } u(x, g(a)) \geq 0.$$ 

Notice that our technological feasibility constraint subsumes the ‘standard’ case in which the action profile determines the aggregate income to be distributed by the parent, that is, $f(x, g(a)) = \sum_{i=1}^{N} x_i - I(a) \leq 0$. Now, let $S^*$ be the set of all optimal strategies of the parent.

A subgame perfect Nash equilibrium for the rotten kid game then consists of a strategy for the parent $s^* \in S^*$ together with a profile of actions $a^*$ for the kids such that each kid chooses an action that maximizes her utility, given $s^*(\cdot)$ and given the actions chosen by the other kids, $a^*_{-i}$:

$$\forall i \leq N, \forall a_i \in A_i: \quad u_i(s^*_i(a^*), g(a^*)) \geq u_i(s^*_i(a_i, a^*_{-i}), g(a_i, a^*_{-i})),$$

where $s^*_i(a)$ is the $i$-th component of $s^*(a)$. For later reference, we will denote with $SPN$ the set of all subgame perfect Nash equilibria $(s^*, a^*)$ of the rotten kid game. A feature of a subgame perfect equilibrium in this setting is that the parent takes the level of public goods as given. Ideally, however, the parent would like to decide on both the allocation of private goods, $x$ and the level of public goods (or, equivalently, the actions chosen by the kids). This ‘first best solution’ for the parent is given by the solution to the following optimization program:

$$\max_{x,a} W(u(x, g(a))) \text{ s.t. } f(x, g(a)) \leq 0 \text{ and } u(x, g(a)) \geq 0.$$ 

Denote by $FB$ the set of all first best allocations of private goods and kids’ actions. We say that the Rotten Kid Property holds if any first best allocation can also be reached as an outcome of a subgame perfect Nash equilibrium. In our setting, this leads to the following definition.

**Definition 5.9 (Rotten Kid Property).** We say that the Rotten Kid Property holds if, for all $(x, a) \in FB$, there is a subgame perfect Nash equilibrium $(s^*, a^*) \in SPNE$ such that $a^* = a$ and $x = s^*(a^*)$.

Most of the papers in the literature studying the Rotten Kid Theorem assume a TU setting. Under TU, the utility possibility sets $C(g(a))$ are hyperplanes with slope $-1$. In
such settings, it is found to be crucial that the utility of each kid is a normal good for
the parent (e.g. Bergstrom (1989); Cornes and Silva (1999) and Chiappori and Werning
(2002)). In the present setting, we drop TU, but also impose an assumption akin to
normality with respect to the kids’ utilities:

**Assumption G.** For all optimal strategies of the Parent \( s^* \in S^* \), and all action profiles
\( a, a' \in \prod_{i=1}^{N} A_i \):

\[
\text{if } C(g(a)) \subseteq C(g(a')) \text{, then } u(s^*(a'), g(a')) \geq u(s^*(a), g(a)).
\]

This assumption states that if the utility possibility set expands then the optimal choice
of the parent is to (weakly) increase the utility level of all kids. The following shows that
under this condition, NIP leads to the Rotten Kid Property.

**Proposition 5.10.** If Assumption G is satisfied and if the collection \((C(y))_{y \in Y}\) satisfies
the NIP, then the Rotten Kid Property holds.

The proof of Proposition 5.10 is illustrated in Figure 3 for a setting with two kids.
Consider a first best allocation \((x, a)\). Then clearly \(x\) is a best response for the parent
conditional on kid’s action profile \(a\). As such, there is a strategy \(s^* \in S^*\) such that:

\[
s^*(a) = x.
\]

The resulting profile \(u(s^*(a), g(a))\) is indicated in Figure 3. Observe that, by Assumption G
and the NIP, we have that for any other action profile \(a'\) either \(u(s^*(a'), g(a'))\) is above
the utility profile \(u(s^*(a), g(a))\), i.e. in the grey region, or it is below the utility profile
\(u(s^*(a), g(a))\), i.e. in the arched region.

Now, towards a contradiction, if \((s^*, a)\) is not a subgame perfect Nash equilibrium, then
there is at least one kid \(i\) that has a profitable deviation, say \(a'_i \in A_i\) and:

\[
u_i(s^*(a), g(a)) < u_i(s^*(a'_i, a_{-i}), g(a'_i, a_{-i})).
\]
Relating back to Figure 3, this means that the utility profile $u(s^*(a'_i, a_{-i}), g(a'_i, a_{-i}))$ cannot be in the arched region. Given that it is either in the arched or grey region, it should therefore be in the grey region and, hence, dominate the profile $u(s^*(a), g(a))$. However, this means that $(x, a)$ was not a first best solution, which gives the desired contradiction.

6 Conclusion

This paper introduces a weakening of the well-known transferable utility property, namely the case where any two distinct Pareto curves have an empty intersection. We call this the no-intersection property or NIP. We showed that under some mild regularity condition any setting with NIP has a representation in the form of a Pareto aggregation function and a surplus function. We showed that NIP is strictly weaker than transferable utility (TU). In particular, the TU property holds if and only if the Pareto function is additively separable.

Next, we looked at some models where the TU property has turned out to be an important. We showed that in a two-sided matching model, positive assortative matching is obtained if some monotonicity condition on the surplus function holds, if the Pareto aggregation function is submodular and the surplus function is supermodular. We then showed that the NIP is useful to simplify the study of the analytical relationships between two-sided matching models and principal agent models. Finally, we revisited the Coase Independence Property and the Rotten Kid Theorem. In contrast to the previous literature, we allowed for a more general environment in which the technology (set of feasible allocations) is not necessarily linear (additively separable). We showed that in this generalized case the Coase Independence Property is characterized by NIP and that the Rotten Kid Theorem can be retrieved under the weaker condition of NIP (compared to the usual TU assumption.)
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A Proofs of the Theorems

Proof of Theorem 3.2

We first proof the following two lemmata

**Lemma A.1.** Given Assumption A, a collection of utility possibility sets \( (C(\phi)_{\phi \in \Phi}) \) satisfies the NIP if and only if for all environmental variables \( \phi, \psi \in \Phi \):

\[
C(\phi) \setminus C(\psi) \neq \emptyset \text{ implies } C(\psi) \subseteq C(\phi).
\]

**Proof.** \((\rightarrow)\) The proof is by contradiction. Assume that \( (C(\phi)_{\phi \in \Phi}) \) satisfies the NIP but \( C(\phi) \setminus C(\psi) \neq \emptyset \) and \( C(\psi) \nsubseteq C(\phi) \).

Let us first show that there exist utility profiles \( u \) and \( v \) such that:

\[
u \in C(\psi) \setminus C(\phi).
\]

\[
 v \in C(\psi) \setminus C(\phi).
\]
As \( C(\phi) \setminus C(\psi) \neq \emptyset \) we know there is an \( u \in C(\phi) \setminus C(\psi) \) which shows (12). Also, as \( C(\psi) \not\subseteq C(\phi) \) we know that there exists a profile \( w \in C(\psi) \) such that for all \( z \gg w \), \( z \notin C(\phi) \). There are several cases to consider:

- **\( w \notin C(\phi) \).**
  
  In this case, (13) is satisfied by setting \( v = w \).

- **\( w \in C(\phi) \).**
  
  - If there is a \( z \gg w \) such that \( z \in C(\psi) \), then also \( z \notin C(\phi) \), so in this case (13) is satisfied with \( v = z \).
  
  - If for all \( z \gg w \), \( z \notin C(\psi) \).
    
    Then \( w \in \partial C(\phi) \) and \( w \in \partial C(\psi) \). As such, from the NIP, we have that \( C(\phi) = C(\psi) \) which contradicts (12).

For a vector \( w > 0 \) and a \( \chi \in \Phi \), define the correspondence:

\[
\Gamma(w, \chi) = \{ \gamma \in \mathbb{R}_+ : \gamma w \in \partial C(\chi) \}.
\]

In Appendix B, we show that \( \Gamma(w, \chi) \), as a function of \( w \), is non-empty, convex valued and upper hemicontinuous on \( \mathcal{D} \setminus \{ 0 \} \).

From (12) and (13), we have that, \( u, v > 0 \) and that:

\[
1 \leq \Gamma(u, \phi), \quad \Gamma(v, \phi) \leq 1, \quad (14)
\]

\[
1 \leq \Gamma(v, \psi), \quad \Gamma(u, \psi) \leq 1 \quad (15)
\]

Let:

\[
G(\theta) = \Gamma((1 - \theta)u + \theta v, \phi) - \Gamma((1 - \theta)u + \theta v, \psi).
\]

Here, for two sets \( A \) and \( B \), the set \( A - B \) contains all elements \( c = a - b \) where \( a \in A \) and \( b \in B \). The correspondence \( G(\theta) \) is non-empty, upper hemicontinuous and convex valued on \([0, 1]\). Also, by (14) and (15), \( G(0) \) is bounded from below by 0 and \( G(1) \) is bounded from above by 0. By the intermediate value theorem for correspondences (see de Clippel (2008, Lemma 2)), there should is a \( \theta^* \) such that:

\[
0 \in G(\theta^*).
\]

Let \( w = (1 - \theta^*)u + \theta^* v > 0 \). Then:

\[
0 \in \Gamma(w, \psi) - \Gamma(w, \phi).
\]

By the definition of \( \Gamma \), we have that there is a \( \gamma \) such that:

\[
\gamma w \in \partial C(\phi) \cap \partial C(\psi).
\]

From the NIP, it follows that \( C(\phi) = C(\psi) \), a contradiction.
(←) The proof is again by contradiction. Assume that \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies the second part of the lemma but the NIP does not hold. This means that there is a utility profile:

\[
\mathbf{u} \in \partial C(\phi) \cap \partial C(\psi) \text{ and } C(\phi) \neq C(\psi).
\]

Without loss of generality, assume that \( C(\phi) \setminus C(\psi) \neq \emptyset \). Then, the second part of the lemma tells us that \( C(\psi) \sqsubset C(\phi) \). As \( \mathbf{u} \in C(\psi) \), there must be a profile \( \mathbf{w} \gg \mathbf{u} \) such that \( \mathbf{w} \in C(\phi) \). This contradicts the fact that \( \mathbf{u} \in \partial C(\phi) \). \(\Box\)

**Lemma A.2.** Let the collection of utility possibility sets \( \{C(\phi)\}_{\phi \in \Phi} \) satisfy Assumption A. Then \( \{C(\phi)\}_{\phi \in \Phi} \) satisfies the NIP if and only if the binary relation \( \sqsubseteq \) is a complete ordering (reflexive and transitive) on \( \{C(\phi)\}_{\phi \in \Phi} \) with asymmetric part \( \sqsubset \), i.e. \( A \sqsubseteq B \) if and only if \( A \sqsubseteq B \) and not \( B \sqsubseteq A \).

**Proof.** (→) Let us first show that \( \sqsubseteq \) is complete. Let \( \{C(\phi)\}_{\phi \in \Phi} \) satisfy the NIP and let \( \phi, \psi \in \Phi \).

- If \( C(\phi) = C(\psi) \), then immediately, \( C(\phi) \sqsubseteq C(\psi) \).
- If \( C(\phi) \neq C(\psi) \) then either \( C(\phi) \setminus C(\psi) \neq \emptyset \) or \( C(\psi) \setminus C(\phi) \neq \emptyset \). In the first case, by Lemma A.1, \( C(\psi) \sqsubseteq C(\phi) \). In the second, again by Lemma A.1, \( C(\psi) \sqsubseteq C(\phi) \).

Next, let us show that \( \sqsubset \) is transitive. Let \( C(\phi) \sqsubseteq C(\psi) \sqsubseteq C(\xi) \). If either the first or the second comparison is an equality, then immediately \( C(\phi) \sqsubseteq C(\xi) \). Else, we have:

\[
C(\phi) \sqsubseteq C(\psi) \sqsubseteq C(\xi).
\]

From this, we see that for all \( \mathbf{u} \in C(\phi) \) there is a \( \mathbf{v} \gg \mathbf{u} \) such that \( \mathbf{v} \in C(\psi) \) and for all \( \mathbf{v} \in C(\psi) \) there is a \( \mathbf{w} \gg \mathbf{v} \) such that \( \mathbf{w} \in C(\xi) \). This immediately implies that for all \( \mathbf{u} \in C(\phi) \) there is a \( \mathbf{w} \gg \mathbf{u} \) such that \( \mathbf{w} \in C(\xi) \). Conclude that \( C(\phi) \sqsubseteq C(\xi) \), what we needed to show.

To show that \( \sqsubset \) is the asymmetric part of \( \sqsubseteq \), assume, towards a contradiction, that:

\[
C(\phi) \sqsubset C(\psi), \tag{16}
\]

and:

\[
C(\psi) \sqsubseteq C(\phi). \tag{17}
\]

Condition (17) implies that for all \( \mathbf{v} \in \partial C(\psi) \) there is an \( \mathbf{u} \gg \mathbf{v} \) such that \( \mathbf{u} \in C(\phi) \). This shows that \( C(\phi) \neq C(\psi) \). As such, (16) can be strengthened to \( C(\phi) \sqsubset C(\psi) \). But then there is a \( \mathbf{w} \gg \mathbf{u} \gg \mathbf{v} \) such that \( \mathbf{w} \in C(\psi) \). This contradiction with \( \mathbf{v} \in \partial C(\psi) \).

(←) The proof is by contradiction. Let \( \sqsubseteq \) be an ordering on \( \{C(\phi)\}_{\phi \in \Phi} \) with asymmetric part \( \sqsubset \). Let:

\[
\mathbf{u} \in \partial C(\phi) \cap \partial C(\psi),
\]

and assume, towards a contradiction, that \( C(\phi) \neq C(\psi) \). Without loss of generality, let \( C(\phi) \setminus C(\psi) \neq \emptyset \). Then, as \( \sqsubseteq \) is complete, \( C(\psi) \sqsubseteq C(\phi) \). Given that \( \mathbf{u} \in C(\psi) \) there should be a \( \mathbf{v} \gg \mathbf{u} \) such that \( \mathbf{v} \in C(\phi) \). However, this contradicts \( \mathbf{u} \in \partial C(\phi) \). \(\Box\)

We are ready for the proof of Theorem 3.2.
Part 1

Assume that $(C(\phi))_{\phi \in \Phi}$ satisfies Assumption A.

$(\rightarrow)$ Assume that $(C(\phi))_{\phi \in \Phi}$ satisfies the NIP. We need to construct a function $\rho : \Phi \to \mathbb{R}$ such that:

$$C(\phi) \sqsubseteq C(\psi) \iff \rho(\phi) \leq \rho(\psi).$$

Define the function:

$$\rho(\phi) = \max\{\|u\| : u \in C(\phi)\}, \quad (18)$$

where $\|\cdot\|$ is the usual $L^2$ norm: $\|u\| = \sqrt{\sum_{i=1}^{N} (u_i)^2}$. The function $\rho(\phi)$ is well defined as $C(\phi)$ is compact and non-empty for all $\phi \in \Phi$ (by Assumption A).

Let us first show that $\rho(\phi) \leq \rho(\psi)$ implies $C(\phi) \sqsubseteq C(\psi)$. The proof is by contradiction. Let:

$$\rho(\phi) \leq \rho(\psi), \quad (19)$$

and assume, towards a contradiction, that:

$$C(\phi) \not\sqsubseteq C(\psi). \quad (20)$$

By the NIP condition and Lemma A.2, we have that $(20)$ is equivalent to $C(\psi) \subseteq C(\phi)$. Take a utility profile $u \in C(\psi)$ such that $\rho(\psi) = \|u\|$. The existence of $u$ is guaranteed by definition $(18)$. Then as $C(\psi) \subseteq C(\phi)$ there is a $v \gg u$ with $v \in C(\phi)$. However, this implies that:

$$\rho(\psi) = \|u\| < \|v\| \leq \rho(\phi),$$

which contradicts $(19)$.

Next, we show that $C(\phi) \sqsubseteq C(\psi)$ implies $\rho(\phi) \leq \rho(\psi)$. The proof is by contradiction. Assume that:

$$C(\phi) \sqsubseteq C(\psi) \quad (21)$$

and, towards a contradiction:

$$\rho(\phi) > \rho(\psi). \quad (22)$$

Consider a profile $v \in C(\phi)$ such that $\rho(\phi) = \|v\|$. Then, by $(22)$, we know that $\rho(\psi) < \|v\|$. This implies that $v \in C(\phi) \setminus C(\psi)$. By the NIP and Lemma A.1 it follows that $C(\psi) \sqsubseteq C(\phi)$, which contradicts the fact that $\sqsubseteq$ is an ordering with asymmetric part $\sqsubseteq$ (see Lemma A.2). 

$(\leftarrow)$ Assume that:

$$\rho(\phi) \leq \rho(\psi) \iff C(\phi) \sqsubseteq C(\psi). \quad (23)$$

We need to show that $(C(\phi))_{\phi \in \Phi}$ satisfies the NIP. By Lemma A.1, it suffices to show that:

$$C(\phi) \setminus C(\psi) \neq \emptyset \implies C(\psi) \sqsubset C(\phi). \quad (24)$$

Towards this end, let $u \in C(\phi) \setminus C(\psi)$. Clearly $C(\psi) \neq C(\phi)$. First observe that $C(\phi) \nsubseteq C(\psi)$. As such, by contrapositive of $(23)$ $\rho(\phi) > \rho(\psi)$. Again by $(23)$, it follows that $C(\psi) \nsubseteq C(\phi)$. Conclude that $C(\phi) \neq C(\psi)$ and $C(\psi) \subseteq C(\phi)$ which demonstrates $(24)$.
Part 2

Let \((C(\phi))_{\phi \in \Phi}\) satisfy Assumptions A and B. We need to show that there exists a weakly increasing function \(h : D \to \mathbb{R}\) and a function \(\rho : \Phi \to \mathbb{R}\) that satisfies:

\[
C(\phi) \subseteq C(\psi) \iff \rho(\phi) \leq \rho(\psi)
\]

and such that for all \(u \in D, \phi \in \Phi:\)

\[
u \in C(\phi) \iff h(u) \leq \rho(\phi).
\]

We consider the function \(\rho : \Phi \to \mathbb{R}\) as defined in (18) above. From Part 1, we know that (25) is satisfied, so we only need to establish (26). Let \(u \in D\). To define the value \(h(u)\), notice that, by Assumption B, we know that there exists a \(\psi \in \Phi\) such that \(u \in \partial C(\psi)\). Define:

\[
h(u) = \rho(\phi)\text{ where } u \in \partial C(\phi).
\]

In order to show that \(h\) is well defined, we need to show that (27) cannot assign two distinct values to \(h(u)\). Indeed, if:

\[
u \in \partial C(\phi) \cap \partial C(\psi),
\]

then by the NIP, \(C(\phi) = C(\psi)\) and therefore, \(\rho(\phi) = \rho(\psi)\). This shows that \(h : D \to \mathbb{R}\) is well defined.

Now, in order to establish (26), let us first show that for these specifications of \(\rho\) and \(h\):

\[
u \in C(\phi) \to h(u) \leq \rho(\phi).
\]

Let \(u \in C(\phi)\). If \(u \in \partial C(\phi)\) then immediately, by definition of \(h\), \(h(u) = \rho(\phi)\) and we are done. If \(u \notin \partial C(\phi)\) then by assumption B there is a \(\psi\) such that:

\[
u \in \partial C(\psi).
\]

Also as \(u \in C(\phi)\) and \(u \notin \partial C(\phi)\) there is a utility profile \(v \gg u\) such that \(v \in C(\phi)\). Notice that \(v \in C(\phi) \setminus C(\psi)\), so:

\[
C(\phi) \setminus C(\psi) \neq \emptyset.
\]

by the NIP and Lemma A.1, \(C(\psi) \subseteq C(\phi)\) and therefore, by Part 1 of the Theorem:

\[
h(u) = \rho(\psi) < \rho(\phi),
\]

as was to be shown.

Next for the other part of (26), let us show that:

\[
h(u) \leq \rho(\phi) \to u \in C(\phi).
\]

Let \(h(u) \leq \rho(\phi)\). Let \(\psi\) be such that \(u \in \partial C(\psi)\), which exists by Assumption B. By definition of \(h\):

\[
h(u) = \rho(\psi).
\]
Then:

\[ \rho(\psi) = h(u) \leq \rho(\phi), \]

so, by Part 1 of the theorem \( C(\psi) \subseteq C(\phi) \) and therefore \( u \in C(\psi) \subseteq C(\phi) \) as we needed to show.

\((\leftarrow)\) This is easy, as from Part 1 of the theorem, we already know that (25) implies that \((C(\phi))_{\phi \in \Phi}\) satisfies the NIP.

**Part 3**

Assume that \((C(\phi))_{\phi \in \Phi}\) satisfies Assumptions A, B and C. Let \( \rho \) be defined by (18) and let \( h \) be defined by (27) above. We would like to show that both \( \rho \) and \( h \) are continuous.

As \( \rho \) is defined by (18), its continuity follows from Berge’s maximization theorem (as \( C(.) \) is continuous, we have that \( \rho \) is also continuous).

Showing continuity of \( h \) takes a bit more work. Let \( u \in D \). For a sequence \((x^t)_{t \in \mathbb{N}}\) let us write \( x^t \to x \) if the sequence converges to \( x \). In order to show that \( h \) is continuous in \( D \) it suffices to show that it is continuous at every point \( u \in D \). In other words, we need to show that:

for all sequences \((u^t)_{t \in \mathbb{N}}\) in \( D \) with \( u^t \to u \),

there is a subsequence, \((w^t)_{t \in \mathbb{N}}\) such that \( h(w^t) \to h(u) \) \( (28) \)

This is what we are going to demonstrate.

Let \((u^t)_{t \in \mathbb{N}}\) be a sequence in \( D \) such that \( u^t \to u \). By Assumption B and the definition of \( h \) above, there exists a corresponding sequence \((\phi^t)_{t \in \mathbb{N}}\) in \( \Phi \) such that for all \( t \in \mathbb{N} \):

\[ h(u^t) = \rho(\phi^t). \]

As \( \Phi \) is a compact subset of \( \mathbb{R}^k \) (by Assumption C), the Bolzano-Weierstrass theorem tells us that the sequence \((\phi^t)_{t \in \mathbb{N}}\) has a convergent subsequence, say, \((\psi^t)_{t \in \mathbb{N}}\). Assume:

\[ \psi^t \to \psi \in \Phi. \] \( (29) \)

Further, as \( \rho \) is continuous, we have that:

\[ \rho(\psi^t) \to \rho(\psi). \] \( (30) \)

Let \((w^t)_{t \in \mathbb{N}}\) be the subsequence of \((u^t)_{t \in \mathbb{N}}\) that corresponds to the subsequence \((\psi^t)_{t \in \mathbb{N}}\) of \((\phi^t)_{t \in \mathbb{N}}\). In other words:

\[ h(w^t) = \rho(\psi^t). \]

By (30) have that:

\[ h(w^t) = \rho(\psi^t) \to \rho(\psi). \]

Let us show that:

\[ \rho(\psi) = h(u), \] \( (31) \)
thereby establishing (28), what we wanted to prove.

First, observe that from the definitions of $\rho$ and $h$, for all $t \in \mathbb{N}$:

$$w^t \in \partial C(\psi^t) \subseteq C(\psi^t).$$  \hspace{1cm} (32)

Given (30) and upper-hemicontinuity of $C(.)$, there should be a convergent subsequence of $(w^t)_{t \in \mathbb{N}}$ whose limit is in $C(\psi)$. This convergent subsequence of $(w^t)_{t \in \mathbb{N}}$ is also a subsequence of $(u^t)_{t \in \mathbb{N}}$, so its limit has to be equal to $u$. Therefore:

$$u \in C(\psi).$$

and consequentially:

$$h(u) \leq \rho(\psi).$$

This gives one part of (31). We still need to show that $h(u) \geq \rho(\psi)$. The proof is by contradiction. Assume that $h(u) < \rho(\psi)$. Then by the definition of $h$, i.e. (27), we have that:

$$u \notin \partial C(\psi).$$

Given that $u \in C(\psi)$, there must be a profile $z$ such that:

$$z \gg u \text{ and } z \in C(\psi).$$  \hspace{1cm} (33)

Take a number $\varepsilon > 0$ small enough such that:

$$z \gg u + \varepsilon 1,$$  \hspace{1cm} (34)

where $1$ is the vector of ones.

By (29) and (33) we have that $\psi^t \rightarrow \psi$ and $z \in C(\psi)$, so by lower hemicontinuity of $C(.)$ there is a number $T$, and a sequence $(z^t)_{t \geq T}$ such that:

$$z^t \rightarrow z \text{ and for all } t \geq T, z^t \in C(\psi^t).$$  \hspace{1cm} (35)

Let $T \in \mathbb{N}$ be large enough such that for all agents $j \leq N$ and all $t \geq T$:

$$|z^t_j - z_j| < \varepsilon/2$$  \hspace{1cm} (36)

which can be found given that $z^t \rightarrow z$. Also, let $T$ be large enough such that for all agents $j \leq N$ and all $t \geq T$:

$$|w^t_j - u_j| < \varepsilon/2,$$  \hspace{1cm} (37)

which can be found given that $w^t \rightarrow u$. The latter is due to the fact that $(w^t)_{t \in \mathbb{N}}$ is a subsequence of $(u^t)_{t \in \mathbb{T}}$ and that $u^t \rightarrow u$. Then, for all agents $j \leq N$ and all $t \geq T$:

$$z^t_j \geq z_j - \varepsilon/2,$$

$$\geq u_j - \varepsilon/2 + \varepsilon,$$

$$> u_j + \varepsilon/2,$$

$$\geq w^t_j.$$
The first inequality is due to (36), the second is due to (34) and the last is due to (37). This shows that for \( t \) large enough:
\[ z^t \gg w^t. \]

However, this contradicts with the fact that for all \( t \in \mathbb{N} \): \( z^t \in C(\psi^t) \) (by (35)) and \( w^t \in \partial C(\psi^t) \) (by (32)). Conclude that \( h(u) = \rho(\psi) \).

**Part 4**

Assume that there is a continuous function \( h : D \to \mathbb{R} \) and a function \( \rho : \Phi \to \mathbb{R} \) such that for all \( u \in D \) and \( \phi \in \Phi \):
\[ h(u) \leq \rho(\phi) \iff u \in C(\phi). \quad (38) \]

We need to show that \((C(\phi))_{\phi \in \Phi}\) satisfies the NIP. Let us first show that:
\[ \text{if } u \in \partial C(\phi), \text{ then } h(u) = \rho(\phi). \quad (39) \]

If \( u \in \partial C(\phi) \) then by (38), we know that \( h(u) \leq \rho(\phi) \). If, towards a contradiction \( h(u) < \rho(\phi) \) then, by continuity of \( h \), there exists a \( \varepsilon > 0 \) such that:
\[ h(u + \varepsilon e) < \rho(\phi). \]

But then, again by (38):
\[ u \ll u + \varepsilon e \in C(\phi), \]

which contradicts \( u \in \partial C(\phi) \).

Now, take a utility profile \( u \) such that:
\[ u \in \partial C(\phi) \cap \partial C(\psi). \]

By (39) above:
\[ \rho(\phi) = h(u) = \rho(\psi), \quad (40) \]

so for any \( v \in C(\phi) \) we have, by (38), that \( h(v) \leq \rho(\phi) \) and by (40) \( \rho(\phi) = \rho(\psi) \) which means that \( h(v) \leq \rho(\psi) \). Invoking (38) once more shows that \( v \in C(\psi) \). As \( v \) was an arbitrary element of \( C(\phi) \), we can conclude that \( C(\phi) \subseteq C(\psi) \). A similar argument shows that \( C(\psi) \subseteq C(\phi) \), so \( C(\psi) = C(\phi) \), which means that the NIP condition is satisfied.

**Proof of Theorem 4.3**

Let \((C(\phi))_{\phi \in \Phi}\) satisfy the NIP and Assumptions A and B.

\((\rightarrow)\) Assume that TU is satisfied. We need to show that the Pareto function \( h \) is additively separable. Let us first show that:
\[ \rho(\phi) \geq \rho(\psi) \iff \kappa(\phi) \geq \kappa(\psi). \quad (41) \]
If \( \rho(\phi) \geq \rho(\psi) \) then by Theorem 3.2 \( C(\psi) \subseteq C(\phi) \). Take \( u \in \partial C(\psi) \). Then by continuity of the functions \( g_i(.) \) it follows that \( \sum_{i=1}^{N} g_i(u_i) = \kappa(\psi) \). As \( u \in C(\phi) \) it follows by the definition of TU that:

\[
\kappa(\psi) = \sum_{i=1}^{N} g_i(u_i) \leq \kappa(\phi).
\]

For the reverse, if \( \kappa(\phi) \geq \kappa(\psi) \) and \( u \in \partial C(\psi) \) then again by continuity of \( g_i \), \( \sum_{i=1}^{N} g_i(u_i) = \kappa(\psi) \). Then:

\[
\sum_{i=1}^{N} g_i(u_i) = \kappa(\psi) \leq \kappa(\phi),
\]

which means, by definition of TU, that \( u \in C(\phi) \). This means that \( C(\psi) \subseteq C(\phi) \). By the NIP and Lemma A.1, we have that \( C(\psi) \subseteq C(\phi) \). By Theorem 3.2, we have that:

\[
\rho(\psi) \leq \rho(\phi).
\]

Now, for the rest if the proof, if (41) holds then \( \rho(\phi) = g(\kappa(\phi)) \) for some increasing function \( g(.) \). Then, for \( u \in \partial C(\phi) \) we have that:

\[
h(u) = \rho(\phi) = g(\kappa(\phi)) = g \left( \sum_{i=1}^{N} g_i(u_i) \right),
\]

so \( h \) is additively separable.

\( \leftarrow \) Let \( h \) be additively separable. We need to show that TU is satisfied. By Theorem 3.2. \( u \in C(\phi) \) if and only if:

\[
h(u) = g \left( \sum_{i=1}^{N} g_i(u_i) \right) \leq \rho(\phi).
\]

This shows that \( (C(\phi))_{\phi \in \Phi} \) satisfies the definition of TU where we define \( \kappa(\phi) = g^{-1}(\rho(\phi)) \).

**Proof of Theorem 5.8**

We begin by proving the following Lemma.

**Lemma A.3.** If \( y \in Y \) and \( (x, y) \in P|_y \) then \( u(x, y) \in \partial C(y) \). On the other hand if \( v \in \partial C(y) \) then there is an allocation \( (x, y) \in P|_y \) such that \( v = u(x, y) \).

**Proof.** The first part is obvious from the definition of \( P|_y \). For the second part, let:

\[
v \in \partial C(y).
\]

Then, by definition of \( C(y) \), there is an allocation \( (x, y) \) such that:

\[
f(x, y) \leq 0 \text{ and } v \leq u(x, y)
\]
Let us show that $v = u(x, y)$ thereby finishing the proof.

The proof is by contradiction. Given that $v \in \partial C(y)$ it is impossible that $v \ll u(x, y)$. So if $v \neq u(x, y)$ then $v < u(x, y)$ and there should be an agent $j$ such that:

$$v_j < u_j(x_j, y).$$

From $u_j(x_j, y) > 0$, we have that by Assumption F, $x_j > 0$. As such, by continuity of $f$ there should exist a number $\varepsilon > 0$ and $\delta > 0$ such that:

$$v_j < u_j(x_j - \varepsilon, y), 	ext{ and } f\left(x - \varepsilon e_j + \sum_{i \neq j} \delta e_i, y\right) \leq 0.$$

Here $e_i$ is the vector that has a one at position $i$ and zeros otherwise. Define:

$$x' = x - \varepsilon e_j + \sum_{i \neq j} \delta e_i.$$

Now, we have that $v_j < u_j(x'_j, y)$ and for all $i \neq j$:

$$u_i(x'_i, y) = u_i(x_i + \delta, y) > u_i(x_i, y) = v_i.$$

Conclude that:

$$f(x', y) \leq 0 \text{ and } u(x', y) \gg v \geq 0.$$

This implies that $u(x', y) \in C(y)$ and $u(x, y) \gg v$, which contradicts the assumption that $v \in \partial C(y)$.

**Lemma A.4.** The collection $(C(y))_{y \in Y}$ satisfies Assumption A.

**Proof.** Let $y \in Y$. Let us first show that $C(y)$ is non-empty. By definition of $Y$, there is a $(x, y)$ such that $f(x, y) \leq 0$ and $u(x, y) \geq 0$, so $u(x, y) \in C(y)$ which means that $C(y)$ is non-empty.

Next, let us show that $C(y)$ is bounded. Let $v \in C(y)$. Then there is a vector $x$, such that $f(x, y) \leq 0$ and for all agents $v \leq u(x, y)$. Also, by Assumption F, we have that for all agents $i \leq N$, there is a $\overline{x}_i$ such that $f(\overline{x}_i e_i, 0) > 0$. As $f$ is increasing in all components, this implies that $x_i \leq \overline{x}_i$ and consequentially, $v \leq u(\overline{x}, y)$. Then:

$$\|v\| \leq \sqrt{\sum_{i=1}^{N} (u_i(\overline{x}_i, y))^2},$$

which shows that $C(y)$ is bounded.

To finalize assumption A we have to show that $C(y)$ is closed, let $(v^t)_{t \in \mathbb{N}}$ be a sequence in $C(y)$ with $v^t \rightarrow v$. We need to show that $v \in C(y)$. As $v^t \in C(y)$ for all $t$, there is a sequence $(x^t)_{t \in \mathbb{N}}$ such that for all $t \in \mathbb{N}$:

$$f(x^t, y) \leq 0 \text{ and } v^t \leq u(x^t, y).$$
The sequence \((x^t)_{t \in \mathbb{N}}\) takes values in a bounded set (we previously showed that each \(x^t\) is bounded from above by \(\mathbf{x}\)), so it has a convergent subsequence:

\[ x^{t_j} \to \mathbf{x}. \]

Now, along this subsequence:

\[ v^{t_j} \leq u(x^{t_j}, y) \quad \text{and} \quad v^{t_j} \to v. \]

Also, the functions \(u_i(x, y)\) are continuous, so taking limits along the subsequence gives:

\[ v \leq u(x, y). \]

Next, \(f(x^{t_j}, y) \leq 0\) for all elements in the subsequence, so by continuity of \(f\):

\[ f(x, y) \leq 0. \]

This shows that \(v \in C(y)\).

Let us now prove Theorem 5.8.

\((\rightarrow)\) The proof is by contradiction. Assume that the Coase Independence Property is satisfied but the NIP is violated. This means that there is a \(v\) such that:

\[ v \in \partial C(y) \cap \partial C(y') \quad \text{and} \quad C(y) \neq C(y'). \]

Without loss of generality, assume that there is a \(w\) such that:

\[ w \in C(y) \setminus C(y'). \quad (42) \]

As \(v \in \partial C(y') \cap \partial C(y)\), by Lemma A.3, there should be an \(x^1\) and \(x^2\) such that:

\[ v = u(x^1, y) = u(x^2, y'), \quad (43) \]

\[ (x^1, y) \in \mathcal{P}|\{y\} \quad \text{and} \quad (x^2, y') \in \mathcal{P}|\{y'\}. \quad (44) \]

The proof takes several steps.

**Step 1: Proof that \((x^2, y') \in \mathcal{P}|\{y, y'\}\)**

If not, then there is an allocation \((x^3, y'')\) such that:

\[ y'' \in \{y, y'\}, \]

\[ f(x^3, y'') \leq 0, \]

\[ u(x^3, y'') \gg u(x^2, y') = u(x^1, y) = v. \]

If \(y'' = y'\), this means that \(v \notin \partial C(y')\) and if \(y'' = y\) this means that \(v \notin \partial C(y)\). Both cases give a contradiction.
Step 2: Proof that for $\alpha^* = \max\{\alpha \geq 0 : \alpha w \in C(y')\}$, there is an allocation $(x^4, y')$ such that $u(x^4, y') = \alpha^* w$ and $(x^4, y') \in P|_{y,y'}$

Observe that $\alpha^*$ is well defined by Lemma A.4. Let:

$$z = \alpha^* w.$$  

By definition of $\alpha^*$, we have that $z \in \partial C(y')$ and by (42):

$$z < w,$$  

i.e. $\alpha^* < 1$. Using Lemma A.3 and $z \in \partial C(y')$, we know that there is an allocation $(x^4, y')$ such that:

$$(x^4, y') \in P|_{y',y'}, \text{ and } u(x^4, y') = z.$$  

Also, by Step 1 above:

$$(x^2, y') \in P|_{y,y'}$$  

Applying the Coase Independence Property, it follows that $(x^4, y') \in P|_{y,y'}$.

Step 3: Proof that there is an allocation $(x^5, y)$ such that $u(x^5, y) \gg u(x^4, y')$ and $f(x^5, y) \leq 0$.

From (45), we know that:

$$\alpha^* w = z = u(x^4, y') < w.$$  

Also, $w \in C(y)$ so there is some allocation $(x^6, y)$ such that:

$$u(x^4, y') \leq w \leq u(x^6, y) \text{ with } f(x^6, y) \leq 0.$$  

Also, there is at least one agent $j$ such that:

$$u_j(x^4_j, y') < u_j(x^6_j, y).$$  

As $x^6_j > 0$ (as $u_j(x^6_j, y) > 0$, and by continuity of the utility functions and $f$, there are numbers $\varepsilon > 0$ and a $\delta > 0$ small enough such that:

$$u_j(x^6_j, y') < u_j(x^6_j - \varepsilon, y),$$  

$$f\left(x^6 - \varepsilon e_j + \sum_{i \neq j} \delta e_i, y\right) \leq 0.$$  

Let:

$$x^5 = x^6 - \varepsilon e_j + \sum_{i \neq j} \delta e_i.$$  

Then:

$$u(x^5, y) \gg u(x^4, y') \text{ and } f(x^5, y) \leq 0,$$
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as was to be shown.

From Step 3, it follows that \((x^4, y') \notin \mathcal{P}|_{\{y, y'\}}\) which contradicts the finding of Step 2. 

\(\leftarrow\) Assume that the NIP is satisfied. We need to show that the Coase independence property holds. Let \(Y\) be a subset of \(\mathcal{Y}\). As \((C(y))_{y \in Y}\) satisfies Assumptions A, we know by Lemma A.1 that the relation \(\sqsubseteq\) is a complete ordering over \(\mathcal{Y}\) with asymmetric part \(\sqsubset\).

Let:

\[(x^1, y) \in \mathcal{P}|_Y, \quad (46)\]

and assume that:

\[(x^2, y) \in \mathcal{P}|_{\{y\}}. \quad (47)\]

We need to show that:

\[(x^2, y) \in \mathcal{P}|_Y.\]

From Lemma A.3, (47) implies that:

\[u(x^2, y) \in \partial C(y). \quad (48)\]

We proof that \((x^2, y) \in \mathcal{P}|_Y\) by contradiction. Towards a contradiction, assume that:

\[(x^2, y) \notin \mathcal{P}|_Y.\]

Then there is a vector of public goods \(y' \in Y\) and an allocation \((x^3, y')\) such that:

\[u(x^3, y') \gg u(x^2, y) \text{ and } f(x^3, y') \leq 0.\]

But then \(u(x^3, y') \gg u(x^2, y)\) and, by Lemma A.3 \(u(x^3, y') \in C(y')\). Also by (48): \(u(x^2, y) \in \partial C(y)\) which implies that:

\[u(x^3, y') \in C(y') \setminus C(y).\]

From Lemma A.1 it follows that:

\[C(y) \sqsubseteq C(y').\]

As \(u(x^1, y) \in C(y)\), it follows that there is a profile \(z\) such that:

\[z \gg u(x^1, y) \text{ and } z \in C(y').\]

This contradicts (46) and \(y' \in Y\).
B Construction and properties of $\Gamma(\mathbf{u}, \phi)$

Assume that $(C(\phi))_{\phi \in \Phi}$ satisfies Assumption A. Define the correspondence $\Gamma : \mathbb{R}^N_{+} \times \Phi \Rightarrow \mathbb{R}^{+}$, such that:

$$\Gamma(\mathbf{u}, \phi) = \{ \gamma \geq 0 : \gamma \cdot \mathbf{u} \in \partial C(\phi) \}.$$ 

Fact 1: $\Gamma(\mathbf{u}, \phi)$ is non-empty, convex valued.

Let:

$$\gamma^* = \sup \{ \gamma \geq 0 : \gamma \cdot \mathbf{u} \in \partial C(\phi) \}.$$

The aim is to show that $\gamma^* \in \Gamma(\mathbf{u}, \phi)$. Let us first show that it is well defined. By Assumption A, $\partial C(\phi)$ is non-empty, which means that $0 \in C(\phi)$. As such, $\gamma = 0$ is a feasible solution to this problem. Next, from Assumption A, we know that $C(\phi)$ is bounded so for all $\mathbf{u} > 0$, there is a $\gamma > 1$ such that $\gamma \mathbf{u} \notin C(\phi)$. This value is an upper-bound for $\{ \gamma \geq 0 : \gamma \cdot \mathbf{u} \in C(\phi) \}$. As such, we know that $\gamma^*$ is well defined.

Also, as $\gamma^*$ is the supremum, we know that for all $t \in \mathbb{N}$ there is a $\gamma_t$ such that:

$$\gamma_t \in \{ \gamma \geq 0 : \gamma \cdot \mathbf{u} \in C(\phi) \}, \quad \text{and} \quad \gamma_t + \frac{1}{t} \geq \gamma^* \geq \gamma_t.$$

Observe that $(\gamma_t \cdot \mathbf{u}) \to (\gamma \cdot \mathbf{u})$ and that $(\gamma_t \cdot \mathbf{u}) \in C(\phi)$ for all $t$. By Assumption A, we have that $\gamma^* \cdot \mathbf{u} \in C(\phi)$. Define:

$$\mathbf{u}^* = \gamma^* \cdot \mathbf{u}.$$

If $\mathbf{u}^* \notin \partial C(\phi)$, then there is a $\mathbf{v} \gg \mathbf{u}^*$ such that $\mathbf{v} \in C(\phi)$. Let:

$$\gamma' = \min_i \{\frac{v_i}{u^*_i}\} > 1.$$

Then $\mathbf{u}^* < \gamma' \mathbf{u}^* \leq \mathbf{v}$ so by comprehensiveness $\gamma' \mathbf{u}^* \in C(\phi)$. But then:

$$\gamma' \cdot \gamma^* > \gamma^*,$$

a contradiction with the optimality of $\gamma^*$. This shows that $\gamma^* \mathbf{u} \in \partial C(\phi)$ so $\Gamma(\mathbf{u}, \phi)$ is non-empty.

Now, let us show that $\Gamma(\mathbf{u}, \phi)$ is convex-valuedness, let $\gamma, \gamma' \in \Gamma(\mathbf{u}, \phi)$ and assume without loss of generality that $\gamma' > \gamma$. Pick $\theta \in [0, 1]$, and set $\gamma_\theta = \theta \gamma + (1 - \theta) \gamma'$. Then:

$$\gamma_\theta \mathbf{u} \leq \gamma_\theta \mathbf{u} \leq \gamma' \mathbf{u}.$$

As $\gamma' \mathbf{u} \in C(\phi)$ it must be, by comprehensiveness that $\gamma_\theta \mathbf{u} \in C(\phi)$. The proof that $\gamma_\theta \mathbf{u} \in \partial C(\phi)$ is by contradiction. If:

$$\gamma_\theta \mathbf{u} \notin \partial C(\phi),$$

it follows from $\gamma_\theta \mathbf{u} \in C(\phi)$ that there is a $\mathbf{v} \gg \gamma_\theta \mathbf{u}$ such that $\mathbf{v} \in C(\phi)$. But then, also $\mathbf{v} \gg \gamma \mathbf{u}$ which contradicts the assumption that $\gamma \mathbf{u} \in \partial C(\phi)$. 


Fact 2: $\Gamma(u, \phi)$ is upper hemicontinuous in $u$ on $D \setminus \{0\}$.

Non-emptyness and compactness of $\Gamma(u, \phi)$ was shown above. Now, take any sequence $u^t \to u$ and any sequence $\gamma^t \in \Gamma(u^t, \phi)$ we need to show that $\gamma^t$ has a convergent subsequence whose limit is in $\Gamma(u, \phi)$.

Step 1: The sequence $\gamma^t$ is bounded
As $u^t \to u$ we know that for any $\varepsilon > 0$, there is a $T$ such that for all $t \geq T$:

$$(1 - \varepsilon)u < u^t.$$ 

Let $\gamma^* = \sup\{\gamma \in \Gamma(u, \phi)\}$. Next, choose $\gamma > \gamma^*$ such that:

$$\gamma(1 - \varepsilon) > \gamma^*.$$ 

Then, $\gamma(1 - \varepsilon)u > \gamma^*u$, so $\gamma(1 - \varepsilon)u \notin C(\phi)$.

Now, $\gamma(1 - \varepsilon)u < \gamma u^t$, which means that $\gamma u^t \notin C(\phi)$. This means that $\gamma > \gamma^t$ for all $\gamma^t \in \Gamma(u^t, \phi)$ and all $t \geq T$. Taking the maximum of $\gamma$ and $\bigcup_{t \leq T} \Gamma(u^t, \phi)$ gives the desired upper bound.

Step 2: $\gamma^t$ has a convergent subsequence that converges to $\gamma \in \Gamma(u, \phi)$.
Given that $(\gamma^t)_{t \in \mathbb{N}}$ is bounded, it has a convergent subsequence $\gamma^{t_i} \to \gamma$. Consequently:

$$\gamma^{t_i} u^{t_i} \to \gamma u.$$ 

If we can show that $\gamma u \in \partial C(\phi)$, then we are done as this means that $\gamma \in \Gamma(u, \phi)$.

Now, for all $t_i$, $\gamma^{t_i} u^{t_i} \in \partial C(\phi) \subseteq C(\phi)$. Given that $C(\phi)$ is closed, we have that:

$$\gamma u \in C(\phi).$$ 

If, towards a contradiction $\gamma u \in C(\phi) \setminus \partial C(\phi)$ then there is a $v \gg \gamma u$ such that $v \in C(\phi)$. Then, for $t_i$ large enough, $\gamma^{t_i} u^{t_i} \ll v$ which contradicts the assumption that $\gamma^{t_i} u^{t_i} \in \partial C(\phi)$ for all $t_i$. 

42