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Measurement of neutron-proton capture in the SNO+ water phase


(Received 1 March 2020; accepted 16 June 2020; published 10 July 2020)

The SNO+ experiment collected data as a low-threshold water Cherenkov detector from September 2017 to July 2019. Measurements of the 2.2-MeV $\gamma$’s produced by neutron capture on hydrogen were made using an Am-Be calibration source, for which a large fraction of emitted neutrons are produced simultaneously with a 4.4-MeV $\gamma$. Analysis of the delayed coincidence between the 4.4-MeV $\gamma$ and the 2.2-MeV capture $\gamma$ revealed a neutron detection efficiency that is centered around 50% and varies at the level of 1% across the inner region of the detector, which to our knowledge is the highest efficiency achieved among pure water Cherenkov detectors.
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In addition, the neutron capture time constant was measured and converted to a thermal neutron-proton capture cross section of 336.3$^{+1.2}_{-1.3}$ mb.
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I. INTRODUCTION

Detecting neutron captures is important for the identification of both signals and backgrounds in low-energy nuclear and particle physics experiments. Inverse beta decays ($\nu_e + p \rightarrow e^+ + n$) have been used in the first detection of antineutrinos, in reactor antineutrino oscillation measurements, in the discovery of geo-antineutrinos, and in measurements of, and searches for, supernova antineutrinos. Backgrounds with associated neutrons include $\alpha$-n reactions from radioactive isotopes, $\beta$-n decays of cosmogenically produced isotopes, and cosmogenically induced spallation neutrons. In many cases, radiative capture signals provide the most reliable means to identify the neutron, and in general their delay in relation to the neutron production time provides a clear signature.

In pure water- or liquid scintillator-based neutrino experiments, a neutron will be captured on a hydrogen nucleus with a time constant of about 0.2 ms, emitting a 2.2-MeV $\gamma$ with the production of $^2H$. This signal is used, for example, in Refs. [1–3]. Other experiments have used nuclei with relatively large neutron capture cross sections, such as Cl [4], Gd [5–7], Li [8], or B [9], to shorten the neutron capture time and often produce more distinctive capture signals.

SNO+ has acquired data for two years as a kiloton-scale pure water Cherenkov detector. With a low trigger threshold, SNO+ has a relatively high efficiency for detecting 2.2-MeV $\gamma$’s in pure water. Using a deployed Am-Be calibration source, which emits a 4.4-MeV $\gamma$ for a large fraction of emitted neutrons, both the detection efficiency and capture time of neutrons were measured.

The detector and trigger scheme, and the Am-Be source and its deployments, are described in Secs. II and III, respectively. Section IV describes the analysis of the Am-Be data to determine the neutron detection efficiency across the detector volume and measure the neutron capture time constant in water. In Sec. V, the capture time constant is converted to a thermal neutron-proton capture cross section.

II. SNO+ DETECTOR AND TRIGGER

SNO+ is a multipurpose neutrino experiment with the primary goal of searching for neutrinoless double beta decay [10]. Three operational phases using different target materials are scheduled: water, scintillator, and Te-loaded scintillator. The completed water phase was required to calibrate detector components and measure the intrinsic levels of radioactivity in the detector materials. With an initial data set, SNO+ measured $^8B$ solar neutrinos with low backgrounds [11] and set world-leading limits on invisible modes of (di)nucleon decay [12]. The ongoing scintillator phase is required to characterize the scintillator, and will be used to make measurements of reactor and geo-antineutrinos, and potentially lower energy solar neutrinos. The third phase will be dedicated to a search for the neutrinoless double beta decay of $^{130}$Te, while continuing measurements of antineutrinos.

Most of the infrastructure of the experiment is inherited from the Sudbury Neutrino Observatory (SNO), which used heavy water (D$_2$O) as a target [4]. The experiment is located 2.0 km underground at SNOLAB, in Sudbury, Ontario, Canada. The target liquid is contained within a 5-cm-thick acrylic vessel (AV) with a radius of 6.0 m, which is submerged in water. Surrounding the AV, a geodesic structure with a radius of 8.9 m supports more than 9300 Hamamatsu R1408 photomultiplier tubes (PMTs) that face inward. The PMTs are each equipped with a light concentrator, yielding an effective optical coverage of approximately 54%. A 6.8-m-tall acrylic cylinder of 0.75 m radius extends from the top of the AV, providing necessary detector access, such as the deployment of calibration sources.

The primary detector trigger is based on a sum of analog, fixed-current pulses from individual PMT channels. Every PMT signal above its channel’s threshold results in the production of a fixed-current pulse of 89 ns width. These pulses are continuously summed across all inward-facing PMTs, and this sum is discriminated against an adjustable trigger threshold. The behavior of the trigger system around threshold is governed primarily by the finite rise time of the pulses, the intrinsic noise on the analog sum, and shifting in the channel baselines. The latter is the primary limit to further lowering the detector trigger threshold. Each of the above characteristics was measured during data acquisition and is modeled in the SNO+ simulation.

For the data analyzed in this article, the trigger threshold was set to 7.0 pulses, which corresponds to approximately 1.4 MeV for an electron at the center of the detector. Figure 1 shows the probability to trigger as a function of the number of PMT signals that contribute to the trigger, together with a distribution of the number of PMT signals, both from a simulation of 2.2-MeV $\gamma$’s uniformly distributed inside the AV. The simulation suggests a trigger efficiency of 100% for $\geq$8 PMT signals. Convoluting the distribution of the number of PMT signals with the trigger efficiency gives a total efficiency to trigger on 2.2-MeV $\gamma$’s around 50%.

III. Am-Be SOURCE AND DEPLOYMENT

In the Am-Be calibration source, $^{241}$Am nuclei undergo $\alpha$ decay with a half-life of 432 years and $^9$Be target nuclei absorb the emitted $\alpha$’s, producing a $^{12}$C nucleus and a neutron. The majority of neutrons thermalize in the detector and capture on hydrogen, emitting a 2.2-MeV $\gamma$ with the production of $^2H$. The $^{12}$C nucleus is produced in an excited state approximately 60% of the time, from which it immediately deexcites, emitting a 4.4-MeV $\gamma$. Additional $\gamma$ emission from other excited states of carbon or from excitations of the oxygen in...
the water by neutrons from the source can contribute with smaller numbers of prompt events at higher energies. The coincidence between any of these prompt signals, namely the 4.4-MeV $\gamma$, and the delayed 2.2-MeV $\gamma$ provides a distinctive signature for identifying the Am-Be source neutrons.

The Am-Be source used in SNO+ is a powder source produced in 2005 and since stored at SNOLAB. It is estimated to have had a rate of $(67.4 \pm 0.7) \, n/s$ at the time of deployment (2018), based on a measurement of its neutron rate in 2006 [13]. The source came doubly encapsulated in a stainless steel cylinder of 0.8 cm diameter and 1.0 cm height, but was further shielded with black Delrin® thermoplastic encapsulation before use in SNO and again in SNO+, for compatibility with the deployment system and due to the cleanliness requirements of both experiments. The fully encapsulated source is a cylinder measuring approximately 6 cm in diameter and 8 cm in height. Simulations of the Am-Be source and its encapsulation were performed to evaluate systematic effects, and are described in Secs. IV B and VA.

The Am-Be source was deployed with a source manipulator system [4] to 23 positions inside the AV in January 2018. Three hours of data were acquired at the center, and another 17 hours were used to scan a horizontal axis and the vertical axis. In June 2018, the source was deployed in the external water region along 13 vertically aligned positions between the AV and the PMTs (only four were used in this analysis in order to preserve consistent trigger settings across all data). These positions are illustrated in Fig. 2 with a color scheme that is also used in Figs. 3 and 6.

IV. NEUTRON CAPTURE ANALYSIS

The calibration data were collected with the same detector and trigger settings as used for normal data acquisition [12]. The same data cleaning procedures were applied to reduce instrumental effects, including the rejection of events that came in bursts, that followed within 3 $\mu$s after a trigger, and that followed within 20 s after the passage of a muon. Additionally, signals from PMTs were rejected if they arose from cross-talk at the front-end electronics or from PMTs that were insufficiently well calibrated. The remaining PMT signals are referred to as hits. Contributions of events from $\alpha$- and $\beta$-n processes were negligible relative to the source rate [12], meaning that the dominant backgrounds in the measurements were accidental coincidences of the source $\gamma$’s and natural radioactivity in the detector.

![FIG. 1. Simulated trigger efficiency as a function of the number of PMT signals that contribute to the trigger (solid points), and the predicted distribution of the number of PMT signals from 2.2-MeV $\gamma$’s inside the AV (dashed line: arbitrary normalization).](image1)

![FIG. 2. SNO+ detector schematic showing the deployment positions of the Am-Be source that were used in the current analysis. Data were collected along the central vertical axis ($\rho \equiv \sqrt{x^2 + y^2} = 0$) at $z > 0$ (red) and $z < 0$ (blue). All other positions inside the AV are black and those outside the AV are magenta. The AV has a radius of 6 m and the PMT support structure (PSUP) has a radius of 8.9 m.](image2)

![FIG. 3. Event rates vs minimum number of PMT hits for Am-Be data collected along the central vertical axis, at $z = +1.5$ m and $+5.0$ m (red), $z = 0$ m (black), and $z = -1.5$ m and $-5$ m (blue); and external to the AV at a radius of 6.4 m (magenta). Several one hour periods just before and after Am-Be source deployment are shown in gray.](image3)
FIG. 4. Time between events for an Am-Be source deployment at the detector center. Three different event selections are shown, with different thresholds for the PMT hits of prompt \( N_p \) and delayed \( N_d \) events. The data exhibit two exponential decays, which are present in the fit function, Eq. (1).

Figure 3 shows the event rate as a function of a minimum number of hits for data taken when the source was placed at different example positions, and when no source was deployed. The distributions just before and after deployment are shown in gray and exhibit similar behavior. When the source was deployed, the rate of events with a high number of PMT hits increased, similarly so for different positions. A slightly lower rate resulted when the source was placed closer to the top of the detector, where there are fewer PMTs due to the presence of the AV neck. Events due to the 4.4-MeV \( \gamma \)’s from the source are clearly seen above about 15 PMT hits. In contrast, the rate below 15 hits is dominated by detector backgrounds, obscuring the 2.2-MeV \( \gamma \)’s from neutron capture, but the average rate increase is compatible with that expected from the source activity.

A. Analysis of coincidences

The Am-Be calibration data were analyzed using the difference between the trigger times of consecutive events, excluding only those with a number of PMT hits below threshold.

Data acquired with the Am-Be calibration source at the center of the detector are presented in Fig. 4 with three basic event selections, which differ only in hit thresholds. The distribution of time between an event with at least 18 hits and the next event with at least 5 hits is shown in black. Two exponentials are apparent: a faster one originating from the delayed neutron capture and a slower one corresponding to random coincidences (extending well beyond the 5 ms shown). The contribution from either exponential depends on the efficiency to detect the neutron and on the purity of selecting the correlated prompt 4.4-MeV \( \gamma \). As a result, the distribution changes with the prompt and delayed hit thresholds, \( N_p \) and \( N_d \), as demonstrated by the other two spectra in Fig. 4.

The distribution of time between events was fitted at each source deployment position with

\[
\frac{dN}{dt} = TR_pPE(\lambda + R_d) \exp(- (\lambda + R_d)t) + (1 - PE)R_d \exp(- R_d t), \tag{1}
\]

where \( T \) is the data acquisition time, \( R_p \) and \( R_d \) are the rates of single events with a number of hits greater than or equal to \( N_p \) and \( N_d \), respectively, and \( \lambda \equiv \tau^{-1} \) is the inverse of the neutron capture time constant. The parameter \( PE \) is the product of the purity of 4.4-MeV \( \gamma \)’s among prompt events, \( P \), and the efficiency to detect the neutron capture signal, \( E \). Random coincidences occur when the prompt event is not the 4.4-MeV \( \gamma \) or when the 2.2-MeV \( \gamma \) is not detected, which implies a rate proportional to \((1 - P) + P(1 - E) = 1 - PE\). For the cases in which a neutron capture is detected after a prompt signal, the coincidence rate is represented by \( \lambda + R_d \), which accounts for when an uncorrelated event is detected before the neutron capture. Equation (1) neglects the rare cases of two consecutive prompt-like events. This creates a bias of order 0.1% in \( \lambda \), which is accounted for in the correction described in Sec. IVB.

A series of fits was performed for each source position, with three free parameters \((PE, \lambda, R_d)\). First, data were selected with thresholds of \( N_p = 15 \) and \( N_d = 4 \), and then each threshold was scanned individually.

Calculating the rate of Am-Be coincidence events \((R_p PE)\) as a function of \( N_p \) and \( N_d \) allows the construction of the PMT hit distributions of the prompt and delayed \( \gamma \)’s, as shown in Fig. 5 for a central deployment. Most of the 4.4-MeV \( \gamma \) distribution is in the region where SNO+ has 100% trigger efficiency, and a majority of the 2.2-MeV \( \gamma \) distribution below this region can be constructed.

The maximum value of \( PE \) was obtained at \( N_p = 25 \) (for high \( P \)) and \( N_d = 4 \) (for high \( E \)). The selection at \( N_p = 25 \) keeps around half of the prompt events from the source, which is reflected in a decrease of the fit normalization parameter \( R_p \).
The purity for \( N_p = 25 \) was found to be \((99.62 \pm 0.15)\%\) by comparing event rates from when the source was at the center to those when no source was deployed, all of which are shown in Fig. 3.

Figure 6 shows the fitted detection efficiency without the small correction for purity (i.e., \( PE \)) as a function of the radial position in the detector. For reference, three hours of data collected at the center of the detector yielded \( PE = (48.26 \pm 0.15)\% \) and \( E = (48.44 \pm 0.17)\% \). The efficiency for detecting a 2.2-MeV \( \gamma \) is around 50\% for radii up to about 4 m, with a variation at the level of \( \pm 1\% \). At heights \( z > 4 \) m, the AV neck and associated absence of PMTs introduce a significant vertical asymmetry: the efficiency is 47\% at \( z = -5.5 \) m and 35\% at \( z = +5.5 \) m. For the external deployments, the source was placed at radii between 6.4 and 7.5 m (see Fig. 2). The efficiency just outside the AV is higher than that at all internal positions due to the optical absorption and reflection of the AV. The efficiency drops quickly as the source approaches the PMTs; however, it is still above 30\% out to a radius of 7.5 m. If used, the AV-external volume between 6.0 to 7.5 m would almost double the fiducial volume available for low-energy analyses. All features in Fig. 6 are present in the SNO+ simulation.

The total uncertainty in the neutron capture time constant was minimized by setting the thresholds to \( N_p = 18 \) and \( N_d = 5 \). The results obtained for all AV-internal source positions were combined in an uncertainty-weighted average, resulting in \( \tau = \lambda^{-1} = (207.03 \pm 0.42) \) \( \mu s \).

1. Higher-purity analysis of coincidences

Another analysis of coincidences was applied to the three hours of data collected with the Am-Be source at the center of the detector. It uses position reconstruction and requires that the two events be spatially coincident. As a result, accidental backgrounds are reduced, but there are additional systematics associated with reconstruction and detector modeling. The approach was used by Super-Kamiokande [3,15] to design a dedicated trigger of delayed neutron captures following very high-energy events. It can also be useful in studies of antineutrinos in SNO+.

Following Ref. [3], the analysis made use of the reconstructed position of the prompt event and the hit times of the delayed event. These hit times were tested against the hypothesis that the delayed event occurred at the same position as the prompt event. Each hit time was corrected for the time of flight calculated from the reconstructed position of the prompt event, and then only coincidences in which at least four of the hit times occurred within a sliding 12-ns window were accepted.

Figure 7 shows that the resulting time between events can be fitted with a single exponential plus a constant, due to the reduced background. Including statistical and systematic uncertainties, the fit yields a capture time constant of \( 209 \pm 3 \) \( \mu s \), consistent with the more precise one obtained in the primary analysis using Eq. (1), \( 207.03 \pm 0.42 \) \( \mu s \).

The detection efficiency was calculated as the number of selected coincident neutrons divided by the total number of coincident neutrals available. The latter was estimated as the number of 4.4-MeV \( \gamma \)’s, which was determined by fitting a pure prompt spectrum and a background spectrum to the Am-Be data, and extracting the normalizations of the two spectra. The pure prompt spectrum was isolated in the Am-Be data using additional selection criteria: a reconstructed distance between events of \( < 2.0 \) m, a maximum allowed time difference of \( 200 \) \( \mu s \), and a more stringent requirement of at least ten PMT hits occurring within 12 ns. The background spectrum was taken from data acquired immediately before and after the Am-Be calibration data.

While suppressing the background by a factor of 3.5, this analysis achieved a detection efficiency just 2% (absolute) lower than the efficiency obtained in the primary analysis, which required at least four PMT hits for a 2.2-MeV \( \gamma \).
TABLE I. Summary of the measurements, systematic corrections, and uncertainties of the efficiency to detect a neutron capture at the center of the SNO+ detector, and of the capture time constant $\tau$. Corrections are added to the fit results to obtain the final results. See text for details.

<table>
<thead>
<tr>
<th></th>
<th>Efficiency (%)</th>
<th>$\tau$ ((\mu s))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit result</td>
<td>48.44 ± 0.17</td>
<td>207.03 ± 0.42</td>
</tr>
<tr>
<td>Source encapsulation</td>
<td>0.43 ± 0.20</td>
<td>-2.86 ± 0.70</td>
</tr>
<tr>
<td>Rate fluctuation</td>
<td>0.21 ± 0.29</td>
<td>-1.78 ± 0.23</td>
</tr>
<tr>
<td>Final result</td>
<td>49.08 ± 0.39</td>
<td>202.35 ± 0.76</td>
</tr>
</tbody>
</table>

B. Systematic corrections and uncertainties

Simulation showed that about 0.8% of neutrons that coincide with a 4.4-MeV $\gamma$ will be captured in the source encapsulation materials. Because the encapsulation is composed primarily of Delrin, which has a lower proton density than water, biases were induced in the measured efficiency and capture time constant. Corrections were derived by taking the difference between the fit results of simulations performed with and without the encapsulation. Uncertainties on these corrections were estimated by propagating the uncertainties in the measured density and dimensions of the Delrin. These corrections and uncertainties are tabulated for both the efficiency and capture time constant in Table I.

The measured rate of events fluctuated due to transient variations in the trigger baseline, effectively changing the detector trigger threshold. The distribution of delayed-like event rate $R_d$ sampled in 1-second periods was found to be well described by a Maxwell-like distribution: $C(R_d - \mu)e^{-(R_d - \mu)^2/\sigma^2}$, where $C$, $\mu$, and $\sigma$ were fit for each run. Since $R_d$ is a constant in Eq. (1), a toy Monte Carlo model was used to evaluate the systematic effects of its fluctuation on both the capture time constant and the efficiency. Each event in a toy Monte Carlo dataset was assigned an ID (prompt $\gamma$, neutron, or background) and a trigger time. Events were generated using estimated values for the purity of 4.4-MeV $\gamma$'s, neutron detection efficiency, neutron capture time constant, and background rate, where the last was sampled from the constructed 2.2-MeV $\gamma$ hit distribution shown in Fig. 5, yielding (1.89 ± 0.39)%.

The neutron capture time constant was measured to be $\tau = 202.35^{+0.87}_{-0.76}$ \(\mu s\), similar to that of another large water Cherenkov detector (namely 202.6 ± 3.7 \(\mu s\) from Super-Kamiokande [15]), but with significantly smaller uncertainties.

V. THERMAL NEUTRON-PROTON CAPTURE CROSS SECTION

The capture time constant $\tau$ is converted to a thermal capture cross section $\sigma_{ht}$ via

$$\sigma_{ht} = \frac{1}{\tau v_{nt} n_H},$$

where $v_{nt}$ is the thermal neutron velocity and $n_H$ is the number density of hydrogen atoms.

The typical value used for thermal neutron velocity $v_{nt}$ is 2200 m/s, which corresponds to a kinetic energy of 0.02530 eV.

The number density of hydrogen in the SNO+ detector was calculated as

$$n_H = \rho w_H N_A / m_H,$$

where $\rho$ is the density of water at the temperature and pressure at which the capture time was measured (0.9991 x 10$^3$ g m$^{-3}$), $w_H$ is the mass fraction of hydrogen in H$_2$O (11.19%), $N_A$ is Avogadro’s number (6.0221 x 10$^{23}$ mol$^{-1}$), and $m_H$ is the molar mass of hydrogen (1.0080 g mol$^{-1}$). These numbers give $n_H = 0.6680 \times 10^{29}$ m$^{-3}$.

A. Systematic uncertainties

The temperature of the water affects both $v_n$ and $n_H$. The number density $n_H$ varies with temperature just as the density of water does, which is $-0.015\%/\degree C$ at 15 $\degree C$, the latter being the typical temperature during data acquisition. For hydrogen, the product of $v_{nt}\sigma_{ht}(v_{nt})$ is extremely flat as a function of energy below $O(10)$ keV, therefore little variation is expected.
This was quantified with Monte Carlo calculations using the energy-dependent cross section and a Maxwell-Boltzmann velocity distribution. The product was found to change by −0.0022%/°C.

A maximum difference of 2.4 °C was observed between the top and bottom of the volume of water beyond the PMTs. Because there is no direct measurement of the water within the AV, a variation of 3° within the AV is assumed. Thus, the total systematic uncertainty from temperature is estimated to be 0.05%, or 0.09 μs if applied to τ.

Since neutrons from an Am-Be source are emitted with MeV-scale energies, simulations were performed to evaluate any impact on the measurement of τ relative to using purely thermal neutrons. Simulations of thermal neutrons and of Am-Be neutrons at the center of the detector were analyzed following the event selections described in Sec. IV, and fitted with an exponential from 3 to 1000 μs, which resulted in indistinguishable time constants. A correction of (−0.05 ± 0.19) μs was added to σHT, where the uncertainty reflects the precision of the simulations.

B. Result

The thermal capture time constant τ from Sec. IV C, nHT, and nH are combined via Eq. (2), yielding a thermal capture cross section of

\[ \sigma_{HT} = 336.3^{+12}_{-15} \text{mb}, \]  

including the systematic uncertainties from temperature variation and the impact of the neutron energy spectrum.

Dedicated experiments have measured the thermal neutron-proton capture cross section using strong-pulsed sources to create large numbers of neutrons in smaller water volumes. The decay of these populations of neutrons was evaluated as a function of time. The most precise measurements are 334.2 ± 0.5 mb [16] (1965) and 332.6 ± 0.7 mb [17] (1977), followed by the result presented here. In contrast, the measurement presented here was made by analyzing the capture time distribution of individual neutrons, in a much larger, uniform, pure water Cherenkov detector. The analysis considered the presence of a large random coincidence background, trigger threshold fluctuations, and the presence of the source container, as discussed in Secs. IV A and IV B. In common with the other measurements, considerations were made for the energy spectra of source neutrons and variations in the temperature of the detector media, both of which were found to be small relative to the other uncertainties.

VI. SUMMARY

SNO+ collected data for nearly two years as a low-threshold water Cherenkov detector. The efficiency to detect 2.2-MeV γ’s was measured in a dedicated calibration campaign, and found to be centered around 50% with a variation at the level of 1% across the inner region of the detector. It was also found to be above 30% outside the primary target volume, which if included in an analysis of uniformly distributed signals such as reactor antineutrinos or supernova antineutrinos, would roughly double the fiducial volume. To our knowledge, these results establish SNO+ as the most efficient water Cherenkov detector for neutron captures on hydrogen. The neutron-hydrogen capture time constant was measured to be 202.35±0.87 μs. This was converted to a thermal neutron-proton capture cross section of 336.3^{+12}_{-15} mb.
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