ABSTRACT
Spontaneous gestures produced during mathematics learning have been widely studied; however, research on the role of gesture in computing education is limited. This paper presents an investigation into children’s use of spontaneous gestures when learning programming using either a tangible user interface (TUI) or a graphical user interface (GUI). The study explored the relationship between spontaneous gestures, interface type and learning outcomes in a programming lesson for primary school students aged 6-7. In the study, 34 participants engaged in a learning activity lasting approximately 37 minutes, using a TUI or a GUI. The study used a between-subjects design, and mixed methods. Pre-test and post-test data were collected, and sessions were video recorded and subsequently coded and analysed. A video analysis scheme, adapted from mathematics education research, was used to code the spontaneous gestures produced during the learning session. We found a statistically significant difference between the mean learning gains of high-frequency gesturers and low-frequency gesturers, with the top quartile showing significantly greater learning gains. There was no significant difference in the frequency of gestures between interface types. A qualitative analysis of representational gestures showed that some children use spontaneous hand gestures to demonstrate abstract computational concepts, providing evidence for the embodiment of children’s offline thinking in the computing domain.
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In response to calls to improve computer science (CS) education [47], various countries in Europe, such as Estonia, England, and Finland, have introduced CS into their primary school curricula [22]. However, concerns about the theoretical evidence base for computing education have been raised [21], highlighting the need to further develop our theoretical and practical understanding of how best to teach computing concepts to children. In other domains, such as language learning, physics and mathematics, learning environment design and implementation has been informed by theories of embodied cognition (EC), which highlights the importance of actions and metaphors [17]. As a related subject, mathematics teaching has implications for computing teaching [1], and many teachers believe that physicality can have a beneficial effect in computing [41]. The use of object manipulation in the form of tangible interfaces is common in computing education, but there have been mixed findings about the benefits [38]. Furthermore, there has, to date, not been any investigation of how tangible programming interfaces might influence learners’ use of gesture. More generally, there has been little empirical research on the benefits of adopting EC approaches to foster the development of computing concepts in children. Further research is needed to better understand the issues young learners face in the early stages of learning computing concepts, and whether these can be addressed and supported using EC approaches.

The research described in this paper applies insights from EC, including the use of gestures and conceptual metaphors, to the computing education domain. Our study investigates the use of gestures in programming learning sessions when students use a TUI or GUI block-based programming environment to manipulate a physical robot. In this context, a TUI has physical blocks that users can manipulate; whereas a GUI has virtual blocks that are manipulated on a screen. This is the first study to investigate the role of spontaneous gestures in the development of primary students’ computing skills. It addresses the following research questions: How does interface type (TUI or GUI) affect children’s spontaneous gestures? What is the relationship between children’s spontaneous gestures and their learning outcomes? What types of gestures, if any, do children demonstrate while solving programming tasks and for what purposes are the gestures used?
RELATED WORK

Embodied cognition
Increasingly, cognitive science research has emphasized the role of the body and the environment in cognitive processing (e.g. [4, 12]). There are different perspectives on embodied cognition (e.g.[40, 44]), however the most relevant for this study is the psychological perspective known as grounded cognition [18, 34], which focuses on evidence of sensory representations and mental simulations. Grounded cognition advocates that a full understanding of a concept involves the ability to create a mental perceptual simulation of it when retrieving the information or reasoning about it [4–6].

Research in science, technology, engineering, and mathematics (STEM) education has suggested that EC approaches can be helpful in these disciplines, as they depend on representational systems that require sensory encoding, such as data visualization, and rely on high abstraction, such as mathematical formulae or programming code. These factors require learners to understand how to link sensory representation with abstraction [13,15].

Moreover, there is evidence that adopting EC approaches, such as using object manipulation or gesturing in education, can not only enhance a student’s ability to connect the abstract to the concrete, but also improve memory and cognitive skills, such as strategic or spatial cognition and the reasoning abilities used in problem-solving [13,15]. In addition, educational research shows that motor activity supports retention of learned concepts, because this activity establishes additional cues that represent and recall knowledge [9,10,24]. In contrast with simply visualising or hearing information, supporting information interactions with actions promotes deeper processing that creates stronger memory traces, enabling learners to activate multiple memory retrieval avenues [14].

In computing education, most studies that address EC approaches focus on object manipulation using TUIs, and do not investigate the role of spontaneous gestures and their relationship to students’ learning gains. Existing studies examining the benefits of TUIs for learning programming have reported mixed results, with no clear consensus [38,39,41]. Our recent work [2], which this paper builds on, investigated the relationship between interface type (TUI or GUI) and learning gains, attitude toward computing, and enjoyment of computer-programming activities with primary school students in Saudi Arabia [47]. We found that learning gains were significantly higher for students using a GUI programming environment than those using a TUI. However, there was a significantly higher increase in positive attitude towards computing for the TUI group. There was no difference in activity enjoyment scores, which were high for both groups.

Embodied metaphors
The use of metaphors in speech and language reflects human experiences of the body and influences communication and cognition skills in terms of thinking, performing, and comprehending abstract notions [23]. For example, the understanding of time is grounded in experiences of linear motion in space, so the future is conceptualised as something in front of people, and the past is imagined as something behind them [32]. Conceptual metaphor theory describes how people represent or explain abstract concepts using image schemas. For example, a learner can map goals, such as a desired object, visually as a metaphorical movement along a linear pathway. Thus, individuals use image schemas to understand abstract concepts, such as “I have almost reached my goal,” within an unconscious knowledge construction metaphor through image schemas [3]. Metaphors are commonly used in computer science terminology [33], for example, the use of relations such as parent, child, or ancestor in object oriented programming. Similarly, in networking, the embodied metaphor of the handshake protocol is used, and applications listen on ports for connections with other programs.

Gestures in learning and teaching
Spontaneous gestures produced when speaking are a pervasive element of human communication and can reflect what people are thinking [37]. Such gestures allow humans to construct complex explanations by reducing information processing and cognitive load [39]. This section addresses research on how gestures can support learning and teaching. We focus on studies that explore the role of gesture in mathematics learning, given that the subject is closely related to CS, and studies in the computing education field are limited. The literature suggests several benefits of gestures, as described in the following sections. They reflect the content of the semantic model more faithfully. It is therefore possible to catch a glimpse of students’ understanding of a given concept in the gestures they adopt even when having difficulty articulating their understanding.

Revealing implicit knowledge
Gestures can convey knowledge that is not expressed in speech [20] and understanding gestures can therefore provide teachers with insights into learners’ thinking [31]. For example, Novak and Goldin-Meadow describe how a child discussing a Piagetian conservation problem stated that a given amount of water changed when it was poured from a tall, thin container into a short, fat container, indicating that the child did not understand the concept of conservation [30]. The child justified this belief by saying, “This one is taller than this one” while producing a C-shaped gesture representing the narrow width of the tall container, followed by a wider C-shaped gesture representing the wider width of the short container. The child emphasised the height dimension of the containers while speaking but used nonverbal gestures to express thoughts about the width dimension. These gestures conveyed unspoken information. Only by accounting for such gestures is a full understanding of the child’s knowledge possible.
**Enhancing problem solving and learning**

Gestures not only give teachers insight into students’ current knowledge, but they can also help students generate new ideas and enhance their learning. Broaders et al. [7] found that students who were asked to gesture when solving mathematics problems produced more correct and novel strategies when finding a solution. Additionally, children who were asked to gesture achieved higher learning gains than children who were not asked to gesture.

There is also evidence that gestures which occur without prompting have a beneficial effect for learners. Chu and Kita [10] found that learners who face difficulties when solving spatial visualisation problems spontaneously produce gestures to help with problem solving, and that this has a beneficial effect in their performance. The benefit of gestures appears to be distinct from the benefit of physical actions. Miriam et al. [29] compared physical action performed on objects with gestures. They found that children trained to gesture performed better on near and far-transfer problems than children asked to perform physical actions with objects.

**Teacher gesturing enhances learning**

There is evidence that when teachers use gestures, students can benefit more from instructions [11, 43] Ping and Goldin-Meadow found that children given instructions with gestures performed better when solving Piagetian conservation problems, compared with children who received instructions without any gesturing, regardless of the physical presence of the objects during the instruction. This research suggests that gesturing might facilitate the grounding of the lesson’s abstract language in the concrete physical environment, and convey ideas through its “representational form” [19, 35].

**Gestures in computer science learning**

Very few studies have investigated the role of gestures in computer science learning. Manches et al.[36] examined gestures used by university-level computing students by asking 16 participants to explain three computing concepts (algorithm, loop, and conditional). Despite not explicitly being asked to gesture, the students generated 368 representational gestures, suggesting that CS concepts are commonly embodied through gestures. Manches and colleagues concluded that students built their gesturing on two embodied metaphors. The first metaphor is computing as a physical object. In this case, students simulated manipulating physical objects when referring to a range of computing constructs. The second metaphor was computing processes as motion along a path, in which participants moved their hands along one of three body-based axes when referencing temporal sequences [26]. However, this study did not examine how, or whether, certain gestures related to students’ learning. This could be important in evaluating the potential of teaching gestures to assess and support learning [25].

Solomon et al. [42] conducted a study in which they observed novice students learning programming in high school. The researchers noted the gestures performed by the students and categorized them according to McNeill’s taxonomies, which include deictic, iconic, metaphoric, and beat gestures [28]. They reported the challenges of fitting McNeill’s taxonomies to the computing gestures produced by students and the need to develop a conceptual framework to support gesture analysis in computer education. They reported that gestures are potentially used as a problem-solving strategy and a way of communicating students’ understanding and abstract concepts.

No published work has previously investigated the use of gestures in young children’s programming or examined their effect on students’ computing learning gains. In addition, there has been no investigation of the extent to which object manipulation in the form of tangible programming interfaces influences children’s spontaneous gesturing. In our previous paper [47], we reported our finding that learning gains were significantly higher for children using a GUI programming interface than those using a TUI. In this paper, we explore the relationship between primary school pupils’ gestures and learning gains, and the extent to which interface type (TUI or GUI) influences spontaneous gesture usage. Our work also presents an analysis of the type, location and meaning of the gestures that students and their teachers use while solving programming tasks.

**METHOD**

The study used mixed-methods, between-groups design. Interface type (TUI or GUI) and frequency of gesture (low or high) were the independent variables. Participants completed a pre-test, a 45-minute learning activity (which included programming a robot) and a post-test. In the learning activity, the participants were encouraged to explain their planned solution before they used the programming environment. Participants were not asked or encouraged to use any gestures – their use was therefore spontaneous and unprompted. Student gestures, such as using their hand(s) or body to explain their solution, debug their code, and/or try to understand computational issues, were subsequently coded. The researcher also used gestures freely during the session. Given that previous research suggests that teachers’ use of gestures can benefit student learning (as discussed in the previous section), researcher gestures were coded in order to check that there was no difference in gesture frequency between groups. The dependent variables were 1) normalized learning gain, measured by the difference between pre-and post-test scores, 2) participants’ gestures.

**Participants and setting**

The study took place in a Saudi Arabia primary-school during normal hours. Two single gender classes took part in the learning activity, with a total of 44 students (22 males, 22 females) aged 6-7. Of these, 42 students’ parents gave informed consent for their children to participate in the study. The participants were paired with children of the same gender, because the classes are gender segregated in Saudi Arabia. They were paired based on their average scores in
math and science (subjects selected because they are related to computational thinking skills [25]). As there are no standardised tests for students of this age in Saudi Arabia, students’ average coursework scores for the current semester were used. Participants were ranked based on their scores and assigned to conditions using blocked randomisation. In one case a request was made by a parent for two friends to be paired together, which was granted. The groups were manually adjusted to account for this, while maintaining roughly equivalent scores across groups.

The pre-test was completed in participants’ classrooms. The learning activities and post-test were completed in a room in the school. Each pair completed the learning activity session, which was recorded. Unfortunately, of the 21 sessions, the recordings for 4 sessions were damaged, therefore 17 sessions were coded (with a total of 34 participants).

Table 1 shows participant distribution across conditions.

<table>
<thead>
<tr>
<th></th>
<th>GUI-F</th>
<th>GUI-M</th>
<th>TUI-F</th>
<th>TUI-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pairs</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>M&amp;S M</td>
<td>84.5%</td>
<td>84.3%</td>
<td>82.5%</td>
<td>82.5%</td>
</tr>
<tr>
<td>M&amp;S SD</td>
<td>4.4</td>
<td>6.2</td>
<td>6.5</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 1: Group characteristics

Materials
The materials used for the study were the programming environment, an activity sheet, a pre- and post-test, and a GoPro camera to record the learning sessions.

The programming environment
The programming environment is built on a system called Tica [24], chosen because it provides TUI and GUI programming blocks that are identical aside from the physical instantiation. Tica consists of TUI code blocks, GUI code blocks presented on a tablet touchscreen, a physical robot that can be programmed using the TUI or GUI interface, a mat on which the robot moves, and various tiles (e.g., ‘start’, ‘finish’) that can be placed on the grid on the robot mat so as to create tasks for it to complete. Both sets of blocks are designed to be as similar as possible and are the same size and colour (see Figure 1). There are three action blocks, used to control the robot’s movement: 1) forward (the robot moves forward one square), 2) right turn, 3) left turn; one block for generating a sound (in this case, a buzzer sound); and an iteration block (which repeats the blocks placed within it two times). The TUI blocks were created using a 3D printer.

The app provides the GUI interface and is used to communicate with the robot. The app also records task data, including number of activities completed per participant, activity completion time, number of attempts per activity, and the commands used in each attempt. The GUI has a construction pane at the top of the screen, and a block inventory at the bottom. Blocks are selected by dragging them to the construction pane. In the TUI, users select blocks by physically placing them in front of the system. The play button on each interface runs the instructions, and a message pops up to inform the user that the robot is running. Once the robot stops running, the system moves to the ‘task complete’ screen if the code is correct, or alerts the user if it is incorrect.

The robot used is an mBot, a commercial educational robot based on Arduino [12] selected for its suitability for the participants’ age group. An orange arrow was placed on the top of the robot and used in the activity sheets to signify the direction the robot faces (Figure 3). The robot moves on the mat, which has a 5x5 square grid, and five types of reconfigurable task-specific tiles: 1) ‘S’ (the starting tile), 2) a finish flag (the end goal), 3) a speaker (tile where the robot must stop and make a noise), 4) ‘X’ (a square that is blocked to the robot) and 5) grey tiles used to make a specific path for the robot to follow (see Figures 2 & 3).
Learning outcomes
The learning outcomes were based on the English Curriculum for Computing (specifically, the Key Stage 1 curriculum), since England is one of the few countries that teaches computing in primary school as standard (there is no standard primary computing curriculum in Saudi Arabia). The following learning outcomes were defined, targeting program creation, debugging, and comprehension:

A. Create and debug simple programs:
   • Describe: articulate the program goals.
   • Simple coding: write a simple program by selecting the correct commands and placing them correctly using one or more actions/types of action.
   • Complex coding: write an advanced program using the correct sequence of commands in one iteration.
   • Debug: predict what will happen, find out exactly what does happen, pinpoint and correct bugs.

B. Comprehension: explain the behaviour of simple programs by identifying suitable solutions.

Attainment test
Two versions of the attainment test were developed, which were semantically identical, differing only in terms of structure of the maps. Approximately half of the participants received version A as the pre-test and version B as the post-test, while the other half received the tests in reverse order. Both focused on testing the learning outcomes. All of the images in the tests, such as the grids and blocks, were visually similar to the learning activity. Each test consisted of six questions (two multiple-choice questions with four potential answers and four open-ended questions) and was worth 27 points in total.

The questions were as follows:

1. Look at the picture below (the arrow shows where the robot is, and which way it is facing) (Figure 4): [3 points]
   A. What shape will the robot make to get to the Finish square? [Intended to familiarise participants with questions and grid.]
   B. How many moves to the Right will the robot have to do to go to the Finish square? [Describe]
   C. What are the first 2 moves the robot will have to do to go to the Finish square? [Simple coding]

2. Which of the programs below will get the robot to make noise and go to the Finish square? [1 point / Debug]
3. Which square of the grid will the robot go to when following the program below? Use the given sticker (Figure 4) to show which will be the Finish square. [5 points/ Debug]
4. Write a program to make the robot go to the Finish square using stickers stickers (Error! Reference source not found.) [8 points/ Simple coding]
5. Now make the robot go to the Finish square using 5 blocks only using stickers [8 points/ Complex coding]
6. Which solution is more advanced/better and why? [1 point / Comprehension]

Learning Activities
There were six activities with different difficulty levels (Figure 5). Each activity introduced or developed computing concepts, such as sequences, iteration, comprehension, or debugging, and aimed to fulfil the learning outcomes. Activities were presented to participants on the robot mat using the tiles and the activity sheet (shown in Figure 2 and Figure 3). In Activity 1, the robot must go from start to finish by moving forward four times. The aim was to familiarise students with the task and activity sheet and for them to gain confidence by solving simple problems requiring the repeated use of one type of block. In Activity 2, students must use the turn and noise commands to complete the task. In Activity 3, students must use turns to find the shortest path to the flag and avoid the ‘X’ tiles (shown in Figure 2). In Activity 4, the robot must make a noise twice using the repeat construct. Activity 5 requires the use of turns and the repeat block. In Activity 6, the robot must follow the grey squares to reach the flag, requiring a more complex program that includes turn blocks, some of which need to be placed within a repeat command.
The study took place November and December of 2018. Participants completed two sessions. In the first session, lasting 25 minutes, the researcher introduced herself, explained the study structure, and distributed the pre-test to participants (with one class receiving version A, and one class receiving version B). The stickers required for answering Questions 3 – 5 were given out with the test sheets. The researcher read the questions and multiple-choice options aloud to the whole class, as students were not fluent in reading, but students completed their test sheets individually at their desks. No time limit was given for the tests. The researcher made sure that everyone had finished answering each question before moving on to the next question.

The second session took place in a quiet room in the school and lasted approximately 60 minutes. In this session, pairs of participants completed the learning activities, followed by a post-test, which they completed individually. The procedure for both interfaces were the same. Participants were first given an overview of the session and the programming environment, and an explanation of the functionality of the action blocks. They were then asked to solve Activities 1–3, before an intervention to explain the functionality of the repeat block, and were finally asked to solve Activities 4–6. Before starting programming for each activity, participants were required to explain orally what they wanted the robot to do, discuss their solution together, and work together to program their solution. The aim of asking participants to explain their solution was to capture and examine their use of spontaneous gestures, however, the researcher did not ask participants to use gestures in any part of the study. In cases where the pairs disagreed about the solution, the researcher asked one participant to explain why they thought that the chosen block was correct and then asked the other participant if they were convinced by their partner’s explanation. If so, participants were asked to choose the robot’s next move and again justify their choice. If not, the researcher asked them to explain why they were not convinced and to propose a different solution. There were only two cases where such an intervention was required.

Participants were assisted when they asked for help, with the researcher explaining the current issue and encouraging participants to find the solution themselves. The number of attempts participants could make was not limited. The researcher clapped and gave encouraging feedback each time an activity was completed, and participants generally showed enjoyment and excitement about their accomplishments. For Activity 4 to 6, participants were asked to solve the activity twice: once without the repeat block and once with the repeat block. Following the learning activities, the post-test was completed individually, with questions read aloud by the researcher, as in the procedure for the first session.

**ANALYSIS**

**Overview of coding rubrics**

Of the 17 videos that were coded, the mean duration of the activity session was 37 minutes. The sessions included three actors: the researcher and two participants. The videos were coded using the Elan video annotation software [48]. A unit of gesture was defined as the duration from the start of the movement until the hand returned to its resting position [28]. We excluded participants’ self-adapting motions, such as scratching their heads and changing their hand positions from the lap to the desk, from the analysis, as they lacked semantic attachment.

Gestures were coded according to type, location, and purpose. We first created a coding scheme to identify the gesture types, based on the mathematic gesture taxonomy developed by Alibali [1], shown in Table 2. The locations where the gestures were performed are shown in Table 3, and the apparent purpose of the gesture was coded using the scheme shown in Table 4.

The first author coded all the video data. A random sample of 20% of the data was generated for second coding. Interrater reliability was determined using Cohen’s Kappa scores, with strength agreement based on Fleiss [16]. Results were as follows: Type = .724 Good; Location = .897, Excellent; and purpose = .742 Good.

<table>
<thead>
<tr>
<th>Gesture Types</th>
<th>Code</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pointing (Deictic)</td>
<td></td>
<td>Deictic gesture, reflecting grounded cognition in the physical environment e.g. pointing to the code, or the robot path</td>
</tr>
<tr>
<td>Robot</td>
<td></td>
<td>Use Robot to physically demonstrate its movement</td>
</tr>
</tbody>
</table>
Representational Hand gesture

- Representational gesturing* with hands e.g. using hands to indicate turn (includes one instance using a foot)

Body gesture

- Representational gesturing* with body e.g. rotating the whole body to indicate turn

* Representational Gesturing: A gesture handshape or motion trajectory, depicting aspects of their meaning either literally or metaphorically either by hand or body [1]

### Table 2 Gesture Type

<table>
<thead>
<tr>
<th>Location</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot mat (RM)</td>
<td>An A0 mat on which the robot moves (see Figure 2).</td>
</tr>
<tr>
<td>Activity sheet (AS)</td>
<td>An A4 paper, which shows the task that the participants need to solve (see Figure 3).</td>
</tr>
<tr>
<td>Code</td>
<td>The programming blocks participants use to solve the task</td>
</tr>
<tr>
<td>Air</td>
<td>Gestures performed in the air, without reference to the AS or RM</td>
</tr>
</tbody>
</table>

### Table 3 Gesture location

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction</td>
<td>Demonstrate the direction of robot movement such as forward, backward, left turn, right turn, or double turns</td>
</tr>
<tr>
<td>Indicate object</td>
<td>Indicate the tiles in programming task such as a square, flag, noise, robot</td>
</tr>
<tr>
<td>Simulation</td>
<td>Simulate the route the robot will follow to complete the task</td>
</tr>
<tr>
<td>Counting</td>
<td>Counting squares</td>
</tr>
<tr>
<td>Iteration</td>
<td>Represent an iteration</td>
</tr>
</tbody>
</table>

### Table 4 Gesture Purpose

**RESULTS**

*How does interface type (TUI or GUI) affect children’s spontaneous gestures?*

An independent samples t-test was conducted to determine whether interface type affected children’s spontaneous gestures. The mean number of gestures produced by the GUI group (M=28.56, SD=12.55) was lower than that produced by the TUI group (M=32.13, SD=16.41), but this difference was not statistically significant. An independent samples t-test was also run to determine whether there was a difference in the frequency of researcher gestures across the interface types. The mean number of gestures produced by the researcher was largely the same across the GUI group (M=43.67, SD=15.88) and the TUI group (M=43.38, SD=15.08), and the difference was not statistically significant.

*What is the relationship between children’s spontaneous gestures and their learning outcomes?*

Given the positive benefits of spontaneous gestures for learning reported in the literature, we were interested, firstly, in whether there were participants in this dataset who could be characterised as either “high gesturers” or “low gesturers”, and secondly, in whether there was a relationship between gesture frequency and learning gain. We therefore divided the dataset by quartile according to frequency of gesture, characterising participants in the upper quartile as “high gesturers” and those in the lower quartile as “low gesturers”. Normalized learning gain was calculated by taking in to the account the maximum possible gain or loss given the pre-test score [27], using the following formula: 100 × (post-pre)/ (100- pre). An independent samples t-test was conducted to determine if there is significant different between the groups in the pre-test. The mean of the scores in the “low gesturers” group (M=4.48, SD=2.56) was slightly higher than in the “high gesturers” group (M=4.07.13, SD=2.56), but this difference was not statistically significant.

The mean number of gestures for “high gesturers” was 50.25 (SD=10.32), while for “low gesturers” it was 13.75 (SD=2.91). The mean normalized learning gain for “high gesturers” was 11.38 (SD=4.96), and for “low gesturers” it was 5.64, (SD=3.6). An independent samples t-test showed a statistically significant difference in learning gains between the high-frequency gesturing and low-frequency gesturing groups (t (14) =2.68, p=.019). A further independent samples t-test was run to determine whether there was a difference between the researcher gestures in each frequency group. No statistically significant difference was found. Researcher gestures were considered because teacher gestures might benefit learners [11, 43].

*What types of gestures, if any, do children demonstrate when they solve programming tasks?*

We coded 1020 participant gestures. The gesture type used most frequently by both participants (P) and the researcher (R) was pointing (P=695, R=592), followed by hand movement (P=258, R=100), body movement (P=60, R=27), and using the robot to point (P=6, R=7). Gestures were performed most frequently on/near the activity sheet (P=627, R= 334), followed by near/above the robot mat (P=297, R=197), the code (P=63, R=173), and in the air (P=34, R=22). The purposes of the gestures were Simulation (42.7%), Direction (37.8%), Indicate object (11%), Counting (6.8%), and Iteration (1.6%).

*How does gesture type relate to gesture purpose, and do identifiable patterns emerge when participants use specific types of gestures?*

To identify patterns that emerged according to participants’ gesture types and purpose, we used a cross-tabulation table.
that showed the data for a given gesture’s purpose and the most frequent type of gesture used. The table below indicates the percentage of gesture types used for specific purposes.

<table>
<thead>
<tr>
<th>Type Purpose</th>
<th>Pointing (Direct)</th>
<th>Representational</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pointing</td>
<td>Robot</td>
</tr>
<tr>
<td>Simulation</td>
<td>52.5%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Direction</td>
<td>20.9%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Indicate object</td>
<td>16.1%</td>
<td>0%</td>
</tr>
<tr>
<td>Counting</td>
<td>9.9%</td>
<td>0%</td>
</tr>
<tr>
<td>Iteration</td>
<td>.6%</td>
<td>0%</td>
</tr>
<tr>
<td>Total</td>
<td>695</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table 5 cross-tabulation for gestures type and purpose**

Most of the intentions analysed demonstrate a simple movement or simple physical concept such as simulation, direction, object, and counting. However, it is interesting to examine the use of gestures to represent iteration, which is an abstract computing concept. Abstract concepts are very common in computing, and noticing young children representing them spontaneously through gesture is noteworthy. Therefore, the next subsection discusses the gestures that were used to represent the iteration concept.

**Representational gesture: Insights on the representation of an abstract concept (iteration)**

In eight sessions, across 1020 gestures and 34 participants, only 10 participants performed gestures that represented the abstract concept of iteration (12 hand and body gestures in total). Pointing to the Repeat block was not included in this analysis as we were specifically interested in investigating the use of representational gestures for abstract concepts. Table 6 categorizes the representational gestures exhibited by each participant while solving the programming task. No significant differences in learning gains were found between the participants who used gestures that represented an abstract concept and the others.

<table>
<thead>
<tr>
<th>Action</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand</td>
<td>Performing a circular motion.</td>
<td>Figure 7 P1</td>
</tr>
<tr>
<td>Hand</td>
<td>Repetitive circular movement as if he is stirring something.</td>
<td>Figure 8 P2</td>
</tr>
<tr>
<td>Hand</td>
<td>Both hands, in rolling movement.</td>
<td>Figure 9 P3</td>
</tr>
<tr>
<td>Hand</td>
<td>Repeated the action command inside the repeat which is Forward using tilted hand, twice.</td>
<td>Figure 10 P4</td>
</tr>
<tr>
<td>Hand</td>
<td></td>
<td>Figure 11 P4</td>
</tr>
</tbody>
</table>
DISCUSSION

The aim of this study was to explore the relationship between spontaneous gestures, interface type, and learning outcomes in a programming lesson for primary school students aged 6-7. We conducted an analysis of spontaneous gestures generated by 34 participants who engaged in the learning session. They used either a TUI or a GUI and took a pre and post-test to measure the learning outcomes.

We investigated how interface type (TUI or GUI) affects children’s spontaneous gestures. We found that there was no significant difference between the two interfaces groups in terms of gesture frequency. There is no evidence from this study that object manipulation encourages gesturing, but as both interfaces had the same physical output (a robot), further investigation of the role of physicality of the task and gesture could be warranted. This could be investigated by comparing a GUI programming environment that controls an on-screen robot and a TUI programming environment with a physical robot.

We investigated the effect of spontaneous gestures on children’s learning outcomes. We characterised participants in the upper quartile as “high gesturers” and those in the lower quartile as “low gesturers”. We found a statistically significant difference in the learning gains score between the high-frequency gesturing and low-frequency gesturing groups. This is a promising finding, which suggests that gestures have a role in supporting learning in computing [3, 8]. This is in line with the empirical work that has been carried out in mathematics [1]. Additionally, in computing education, Solomon et al. [42] found that students who did not use gestures when they explained control flow could not correctly predict the output. This might mean that encouraging students to be active and use gestures leads to improvement in their reasoning about the answers. Further work is needed to investigate the role of gestures in computing classrooms, examining the role of specific gestures instead of just observing spontaneous gestures.

Additionally, we investigated the different types of gestures that children produce when solving programming tasks. We found that participants used pointing or ‘deictic’ gestures most frequently. The main purpose of deictic gestures is to reflect the grounding of cognition in the physical environment; according to McNeill, these gestures physically link speech and associated mental processing gestures to the physical environment [28]. This was found in mathematics and described by Alibali [1]. In computing education, Solomon et al. [42] found that pointing gestures help to trace the code. In our study, student use of pointing gestures was particularly high when simulating the robot’s actions. Deictic gestures were used to help students clarify the direction and object they were referring to while talking. Finally, pointing was used to count the number of squares that the robot would follow, which is a simple illustration of the grounded cognition theory that tools from the environment are used to off-load cognitive work [46].

The second type of gesture used was representational gestures using hand or body to represent an abstract concept. This type of gesture was used to demonstrate direction, such as a turn or forward action, or to simulate the robot’s movement. This is similar to the use of iconic or representational gestures to represent a concrete idea. In mathematics, they are used to simulate an action or perception [1], and in computing, these gestures might be useful to facilitate communication and simulate action. Solomon et al. [42] found that participants who used pointing gestures rather than representational gestures for abstract concepts talked about their code at a low level, suggesting that students’ gestures matched the abstract level of their understanding. Further work could investigate how different types of gestures might help improve students’ learning of abstract concepts gradually.

Finally, representational gestures were used to represent an abstract concept. In our study, although the use of representational gestures was limited to the iteration concept, we show the possibility of young children generating representational gestures spontaneously when completing a programming task. In our study, students represented iteration as a circular shape; for example, Figures 7,8,9,10,12 and 13 suggest that the program will return to the point from where it started. This is a similar pattern to that found in [25] when CS students were asked to represent iteration. Another representation was the repetition of action blocks inside the repeat, such as in Figure 10 and 13 One student (Figure 12) considered the repeat a container, which also related to the image schema found in [25]. Future work may be able to

<table>
<thead>
<tr>
<th>Hand</th>
<th>Circular gesture that indicates a container.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body</td>
<td>Opening the arm in a circular shape and taking one step forward.</td>
</tr>
</tbody>
</table>

Table 6 Iteration representational gesture description
identify further patterns of gestures with more computing concepts and a larger representative sample.

Additionally, in mathematics, representational gestures are used to reflect conceptual metaphors that underlie mathematical concepts [1]. In computing, the use of this type of gesture may support learning of abstract concepts by externalising them and might highlight student misconceptions that might be difficult to perceive using other methods [42]. More research is needed to examine how representational gestures could reveal students’ misunderstandings about an abstract concept and how teachers might be able to communicate with the students to correct their understanding.

There are some limitations to the study described in this paper. First, we explored how the frequency of spontaneous gestures supported learning and identified general gesture types. However, mathematics studies [29] have shown that the use of abstract gestures and concrete gestures can lead to differences in the depth and transfer of learning. Future work should investigate gesture types in these terms, to identify how they can be used most effectively in CS classrooms. Moreover, our work was limited to investigating the participants’ use of gestures; however, the literature shows promising results of the meaningful use of gestures by teachers and how it supports learning in other fields. Further work could evaluate what types of gestures teachers can use to communicate computer concepts, understand the current status of their students, and reveal new ideas. In addition, although CS uses metaphors extensively, such as programming data structures (stacks, queues, trees, pipes), our study was limited to the concept of iteration because of our target users. Other work could examine the role of metaphors in computer pedagogy more broadly. Additionally, a sample size of 34 children was appropriate for this context but did not allow for conclusive statements about the effectiveness of the spontaneous gestures, which would require a larger sample size. Finally, even though participants were enrolled in the same first grade class, children differ in their ability to effectively communicate and engage in turn-taking behaviors that advance the common goal based on their development. Thus, failure to learn and failure to use gestures may both reflect a particular child’s younger development rather than supporting evidence of gestures leading to greater comprehension.

CONCLUSION
In our previous work we investigated the role of object manipulation and the use of tangible objects to foster the learning of programming skills for first year primary school. In this paper we present our analysis and findings regarding the role of spontaneous gesturing and the types of gestures children use when solving programming tasks. This is the first study in computer science education which investigates the role of spontaneous gestures in supporting learning for young primary school students. Our next study will explore the role of spontaneous gestures in explaining programming concepts, adapting the approach used in [25] to explore whether and how children use meaningful gestures when doing so.

In terms of implications for design, although this research is preliminary, it suggests that there is a positive relationship between gesture frequency and learning gain. At the same time, however, the introduction of physical manipulatives (in the form of tangible programming blocks) does not seem to have an effect in increasing the frequency of gestures. Given the seeming importance of gestures for learning, this suggests that other means for supporting children’s use of gesture should be explored. The suggestions for future work, described in the section above, will provide us with a deeper understanding of how-to best support student gesture and, in turn, the ways in which this support can be implemented in an environment for learning programming.

SELECTION AND PARTICIPATION OF CHILDREN
This study was approved by our institution’s relevant ethics committee. The school head teacher was sent a consent form that describes the study; they signed the form and agree to host the study. Then, the head teacher contacted with parents of all Grade 1 students and sent them a parents/carers consent form. The parent of the participant read the combined information sheet and consent form and explained the study to their child. The adult signed the form acknowledging that they gave consent for their child to participate and returned the form to the school. At the start of each session, the researcher briefly explained the research to the child and asked for a verbal agreement to participate. If a child wanted to stop for any reason, the researcher would stop immediately and exclude the data from the study.
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