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Abstract

We present the first measurement of cross-correlation between the lensing potential, reconstructed from cosmic microwave background (CMB) polarization data, and the cosmic shear field from galaxy shapes. This measurement is made using data from the POLARBEAR CMB experiment and the Subaru Hyper Suprime-Cam (HSC) survey. By analyzing an 11 deg\(^2\) overlapping region, we reject the null hypothesis at 3.5\(\sigma\) and constrain the amplitude of the cross-spectrum to \(\hat{\ell}_{\text{ens}} \approx 1.70 \pm 0.48\), where \(\hat{\ell}_{\text{ens}}\) is the amplitude normalized with respect to the Planck 2018 prediction, based on the flat \(\Lambda\) cold dark matter cosmology. The first measurement of this cross-spectrum without relying on CMB temperature measurements is possible owing to the deep POLARBEAR map with a noise level of \(\eta_g = 23\) arcmin\(^{-2}\). We present a detailed study of the systematics budget to show that residual systematics in our results are negligibly small, which demonstrates the future potential of this cross-correlation technique.
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1. Introduction

Weak lensing of the cosmic microwave background (CMB) and galaxies, referred to respectively as CMB lensing and cosmic shear, is a very powerful tool for constraining cosmology, as it is sensitive to both the cosmic expansion and the growth of the large-scale structure (e.g., Kilbinger 2015; Matilla et al. 2017). Furthermore, weak lensing directly probes the gravitational potential of the large-scale structure that is dominated by dark matter and is therefore immune to the galaxy bias uncertainty.

The constraining power of CMB lensing and cosmic shear on cosmological parameters, such as the mass fluctuation amplitude $\sigma_8$ and matter density $\Omega_m$, can be enhanced by combining these two measurements (e.g., Planck Collaboration et al. 2018a and references therein). In the near future, properties of dark energy (or gravity theories), dark matter, and neutrinos will be tightly constrained by such cross-correlation measurements (see, e.g., Hu 2002; Abazajian & Dodelson 2003; Acquaviva & Baccigalupi 2006; Hannestad et al. 2006; Namikawa et al. 2010; Abazajian et al. 2015). In addition, it has been argued that the cross-correlation between CMB lensing and cosmic shear is important to mitigate instrumental systematics inherent to these measurements (Vallinotto 2012; Bianchini et al. 2015, 2016; Liu et al. 2016; Schaan et al. 2017; Abbott et al. 2018), as cross-correlation is immune to additive instrumental biases in each lensing measurement. In the cosmic shear analysis, the calibration bias of galaxy shape measurements is one of the main sources of systematic errors, which may also be calibrated by cross-correlation.

The cross-correlation between CMB lensing and cosmic shear has been measured by multiple experimental groups, including the Atacama Cosmology Telescope (ACT), Planck, South Pole Telescope (SPT), Sloan Digital Sky Survey (SDSS), Canada–France–Hawaii Telescope Lensing Survey (CFHTLenS), CFHT Stripe 82 Survey (CS82), Red Cluster Sequence Lensing Survey (RCSLenS), Kilo Degree Survey (KiDS), and Dark Energy Survey (DES) (Hand et al. 2015; Liu & Hill 2015; Harnois-Dérap & et al. 2016, 2017; Kirk et al. 2016; Singh et al. 2017; Omori et al. 2018). In these measurements, however, the sensitivity to CMB lensing is primarily derived from the CMB temperature data.

One of the difficulties we are facing in CMB lensing measurements is contamination from foreground emissions in CMB lensing maps. For instance, one of the goals of future CMB instruments is to validate the shear calibration for the CMB lensing maps. For instance, one of the goals of future measurements is contamination from foreground emissions in the CMB lensing maps. The deep imaging also results in a relatively high mean redshift of these galaxies ($z_{\text{mean}} = 1.0$), enhancing the overlap of the lensing kernel between CMB lensing and cosmic shear from galaxy shapes. As such, the predicted amplitude of the cross-correlation is higher than those for the Kilo-Degree Survey (Kuijken et al. 2015) and DES (Dark Energy Survey Collaboration et al. 2016). It is worth noting that our result represents the first cross-correlation measurement between HSC cosmic shear and CMB lensing (whether in polarization or temperature).

This paper is organized as follows. In Section 2, we briefly review the theoretical background of CMB lensing and cosmic shear. In Section 3, we describe the data used in the analysis. In Section 4, we summarize the method to measure lensing from the CMB polarization map and the galaxy shape catalog. We also present the results of validation tests. We then present the cross-correlation results in Section 5, and we conclude in Section 6.

\[ [\tilde{Q} \pm i\tilde{U}](\hat{n}) = [Q \pm iU] \hat{n} + \nabla \phi(\hat{n}), \]

where $\hat{n}$ is the pointing vector on the sky, $Q$ and $U$ denote the primary unlensed (lensed) Stokes parameters, and $\phi$ is the CMB lensing potential. The CMB lensing convergence, $\kappa = -\nabla^2 \phi/2$, is obtained by solving the geodesic equation, yielding

\[ \kappa(\hat{n}) = \int_0^{\chi_*} d\chi \frac{\chi_* - \chi}{\chi_*} \nabla^2 \Psi(\hat{n}, \chi), \]

where $\chi$ is the comoving distance, with $\chi_*$ denoting the comoving distance to the last scattering surface, and $\Psi(x, \chi)$ is the Weyl potential. We assume a flat universe, as we will throughout this paper. The convergence map can be reconstructed from observed CMB maps via mode coupling in CMB anisotropies induced by lensing (Hu & Okamoto 2002; Okamoto & Hu 2002).
Lensing also distorts shapes of galaxy images in a galaxy survey. We can statistically measure the lensing distortion to the galaxy shapes, or the so-called shear, by correlating ellipticities of galaxy images (see Bartelmann & Schneider 2001; Munshi et al. 2008; Kilbinger 2015 for reviews). The shear field, $\gamma_\alpha(\hat{n})$ and $\gamma_\beta(\hat{n})$, estimated from galaxy ellipticities, is a spin-2 field and can be transformed to rotationally invariant quantities, the so-called $E$- and $B$-mode shear fields, $\gamma^E$ and $\gamma^B$, via the spin-2 transformation. Similar to the convergence field in Equation (2), the $E$-mode shear field is related to the gravitational potential of the large-scale structure, whereas the $B$-mode shear field is generated by the vector and tensor perturbations, the post-Born correction, and other nonlinear effects (CooRay & Hu 2002; Dodelson et al. 2003; CooRay et al. 2005; Yamauchi et al. 2013). The $B$-mode shear field is therefore expected to be very small and is usually measured as a null test.

In a survey region overlapping a CMB experiment and a galaxy survey, a correlated signal exists between CMB lensing and cosmic shear, as they share some of the same large-scale structure along the line of sight. Their cross-spectrum, $C^{E\times E}_L$, is of great interest in cosmological analyses, since it is immune to additive instrumental biases inherent in these measurements. The cross-spectrum from the scalar perturbations is given by (e.g., Hu 2000)

$$C^{E\times E}_L = \frac{2}{\pi} \int dk k^2 \int_0^{\pi} \sin \theta d\theta \int_0^{\infty} d\chi' \times k^3 P_L(k, \chi, \chi') S^E_{\ell}(k, \chi) S^{E'}_{\ell}(k, \chi'),$$

where $L$ is the angular multipole and $k$ is the Fourier mode of the Weyl potential. The power spectrum of the Weyl potential, $P_L(k, \chi, \chi')$, is defined as

$$(2\pi)^3 \delta_D^3(k - k')P_L(k, \chi, \chi') = \langle \Psi(k, \chi) \Psi^*(k', \chi') \rangle,$$

where $\delta_D^3$ is the 3D delta function, with $\langle \cdots \rangle$ denoting the ensemble average, and $\Psi(k, \chi)$ is the 3D Fourier transform of the Weyl potential. The dimensionless source functions, $S^E_{\ell}(k, \chi)$ and $S^{E'}_{\ell}(k, \chi)$, are given by

$$S^E_{\ell}(k, \chi) = L(L+1) j_\ell(k\chi) \chi_* - \chi, \quad S^{E'}_{\ell}(k, \chi) = \sqrt{(L+2)! j_\ell(k\chi) \int_\chi^{\infty} d\chi'' \frac{n(\chi'')}{n} \chi'' - \chi}. $$

3. Data and Observations

3.1. POLARBEAR

POLARBEAR is a CMB experiment that has been operating on the 2.5 m Huan Tran Telescope at the James A. Observatory, at an elevation of 5190 m, in the Atacama Desert in Chile since 2012 January. The POLARBEAR receiver has an array of 1274 transition edge sensors cooled to 0.3 K, observing the sky through lenslet-coupled double-slot dipole antennas at 150 GHz. More details on the receiver and telescope can be found in Arnold et al. (2012) and Kernish et al. (2012).

Our analysis uses data from an 11 deg$^2$ POLARBEAR contiguous field that overlaps the HSC WIDE survey (see Figure 1). The field is centered at (R.A., decl.) = (11$^h$53$^m$00$^s$, -0$^0$30$'$) and was observed with POLARBEAR for about 19 months, from 2012 to 2014. The approximate noise level of the polarization map is 6 $\mu$K arcmin.

The observation and mapping are described in The POLARBEAR Collaboration et al. (2017, hereafter PB17). Here we use a map generated by their pipeline-A algorithm. Based on the MASTER method (Hivon et al. 2002), the pipeline-A performs low/high-pass and azimuthal filters to remove atmospheric noise and ground pickup, respectively, prior to mapping. We construct an apodization window, $W_{\theta}$, from a smoothed inverse variance weight of the POLARBEAR map as shown in Figure 1. Map pixels within 3’ of point sources are also masked. In order to reduce the $E$-$B$ leakage, the apodization edges are modified, using the $C^{\ell}$ taper described in Grain et al. (2009). We multiply the $Q/U$ maps with this apodization window and compute the pure $B$- and $E$-modes (Smith 2006).

3.2. HSC

HSC is a wide-field optical imager mounted at the prime focus of the Subaru Telescope at the summit of Maunakea (Komiyama et al. 2018; Miyazaki et al. 2018). HSC offers a wide field of view (1.77 deg$^2$), with superb image quality and routinely <0.66 seeing sizes, and a fast, deep imaging capability due to the large primary mirror (8.2 m in diameter). As a result, HSC is one of the best instruments for weak-lensing surveys. To take advantage of its survey capability, HSC started a wide, deep galaxy imaging survey in 2014 as the Subaru Strategic Program (Aihara et al. 2018a), which includes the WIDE layer, aiming to cover 1400 deg$^2$ of the sky down to $i_{\lim} \sim 26$ (pointsource detection at 5$\sigma$) in five broad bands (grizy).

In this paper, we use galaxies from the first-year HSC galaxy shape catalog (Mandelbaum et al. 2018b) for the cross-correlation study. The shape catalog includes galaxies with their i-band magnitudes, which are brighter than 24.5, after correcting for the Galactic extinction (Schlegel et al. 1998). The shapes of these galaxies are estimated on co-added i-band images with the re-Gaussianization method (Hirata & Seljak 2003); this method was extensively used in the SDSS, as its systematics are well understood (Mandelbaum et al. 2005, 2013; Reyes et al. 2012). The shape catalog contains calibration factors for each galaxy derived from image simulations (Mandelbaum et al. 2018a) and generated by GALSIM (Rowe et al. 2015); the shear multiplicative bias $m$ (shared among two shear components) and the additive bias for each shear component $c_1$ and $c_2$. The following quantities are also calibrated against the image simulations: the intrinsic
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35 Code for Anisotropies in the Microwave Background (https://camb.info/).
shape noise $\epsilon_{\text{rms}}$, the estimated measurement noise $\sigma_{e}$, and the inverse-variance weight from both $\epsilon_{\text{rms}}$ and $\sigma_{e}$) Note that we use an updated version of the shape catalog from the one originally presented in Mandelbaum et al. (2018b), where bright stars are masked with the new “Arcturus” star catalog (Coupon et al. 2018), which is improved in comparison to the old “Sirius” catalog (see Coupon et al. 2018; Mandelbaum et al. 2018b, for detailed discussions).

In this paper, we use the 13.3 deg$^2$ HSC WIDE12H field, as it overlaps with the POLARBEAR survey. The WIDE12H field is one of six distinct fields observed from 2014 March to 2016 April for about 90 nights in total, which is a slight extension of the Public Data Release 1 (Aihara et al. 2018b). The HSC data are reduced by the HSC pipeline (Bosch et al. 2018). The weighted number density of source galaxies in this field is 23.4 arcmin$^{-2}$, and its median (mean) redshift (see below) is $z_{\text{median}} = 0.88$ ($z_{\text{mean}} = 1.0$). Figure 1 shows the overlapping sky coverage of the POLARBEAR and HSC data in this paper. The overlapping sky coverage is 11.1 deg$^2$, where the noise level of the POLARBEAR polarization measurement is smaller than 20 $\mu$K arcmín.

For the baseline analysis, we use the redshift distribution of the source galaxies estimated from COSMOS 30-band photometric redshifts (Ilbert et al. 2009), which were estimated for galaxies in the COSMOS field, using 30 photometric bands spanning from ultraviolet to mid-infrared. We reweight the redshift distribution of the COSMOS 30-band photometric redshift sample to adjust it to match our source galaxy sample on a self-organizing map created with four colors of HSC (S. More et al. 2019, in preparation; see also Hikage et al. 2019; Miyatake et al. 2019). To test the robustness of this result, we compare the one predicted on this baseline redshift distribution with those obtained using several photometric redshift estimations (based solely on the four HSC colors): “Ephor,” “Frankenz,” “MLZ,” and “Mizuki” in the WIDE12H field (Tanaka et al. 2018). For each case, the total redshift distribution of the source galaxy sample is obtained by stacking the photometric redshift probability distribution function of each galaxy in this paper. Figure 2 shows the redshift distributions of the source galaxy sample derived from these methods. The comparison of the lensing kernels between the HSC galaxies and CMB, as shown in the figure, suggests that we typically probe the large-scale structure at $z \sim 0.5–1$ by our cross-correlation analysis.

In all analyses of the HSC data, we use magnitudes corrected for the Galactic extinction. Therefore, we do not expect any cross-correlation between the dust contamination in our CMB and optical data. Although there might be a residual effect due to an imperfect correction of the Galactic extinction on galaxy magnitudes, for example, it is currently poorly understood and expected to be small compared to the noise level of our cross-correlation signal.

3.3. Simulated Data

We create simulated data to estimate the covariance and to perform validation tests. The mock simulations are based on the all-sky ray-tracing simulations generated by Takahashi et al. (2017), and in each one, they generate both CMB and galaxy lensing signals. We then add realistic noise, following noise properties of each survey as described below. From an all-sky ray-tracing simulation, we randomly cut out areas corresponding to the HSC WIDE12H geometry to create many independent realizations. In total, we generate 100 WIDE12H field realizations from the single all-sky realization. Takahashi et al. (2017) confirmed that residual correlations between nonoverlapping regions taken from a single full-sky map are very small, and thus that such regions can be treated as mutually independent.

We add HSC source galaxies to the ray-tracing simulation following the prescription described in Oguri et al. (2018). We start with the real HSC galaxy catalog in order to simulate survey features such as the survey geometry, the inhomogeneity of the galaxy distribution, and galaxy properties including redshifts, which are randomly drawn from the photometric redshift probability density function of each galaxy estimated by MLZ, and intrinsic shapes. The difference of mean redshifts between the photo-z used in our baseline analysis and MLZ is $\delta z = 0.06$. The galaxy positions and redshifts are maintained unchanged, but their shapes are randomly rotated to remove the weak-lensing shear associated with the real data. By doing so, we can also preserve the shot noise originating from galaxy intrinsic shapes and pixel noises. We then add the simulated
cosmic shear field derived from the ray-tracing simulation to each rotated galaxy shape to create a mock catalog.

For CMB, we generate Monte Carlo (MC) simulations, having similar properties to the POLARBEAR data, by scanning a lensed CMB $Q/U$ polarization map from the all-sky simulation described above. We then add a random noise to the simulated detector time stream, where the variance of the noise is equivalent to that measured from the data. The MC simulations are generated, following the same noise contours as shown in Figure 1.

4. Lensing Reconstruction and Cross-correlation Methods

In this section, we describe our method for the cross-correlation analysis. The lensing reconstruction and cross-spectrum estimator are described in Section 4.1. We also describe the validation tests for POLARBEAR CMB lensing in Section 4.2 and HSC cosmic shear in Section 4.3.

Since the auto-spectra of CMB lensing and cosmic shear are validated in PB17 and in Hikage et al. (2019), Oguri et al. (2018), and Mandelbaum et al. (2018b), respectively, we focus here on the validation tests for the cross-spectrum between CMB lensing and cosmic shear.

4.1. Estimators

4.1.1. CMB Lensing Convergence

Reconstruction methods of the CMB lensing convergence have been developed by multiple CMB collaborations, including ACT (Sherwin et al. 2017), BICEP/Keck Array (Bicep2/Keck Array Collaboration 2016), Planck (Planck Collaboration et al. 2018a), POLARBEAR (The Polarbear Collaboration et al. 2014a, 2014b), and SPT (van Engelen et al. 2012; Story et al. 2015).

In this paper, we first apply the diagonal inverse-variance filter defined in Equation (17) of Bicep2/Keck Array Collaboration (2016) to the $E$- and $B$-modes obtained in Section 3.1. The unnormalized quadratic estimator for the lensing convergence is obtained by convolving two CMB $E$-modes ($EE$ estimator) or $E$- and $B$-modes ($EB$ estimator) (Hu & Okamoto 2002):

$$\hat{\kappa}_{L}^{XY} = \int \frac{d^2\ell}{(2\pi)^2} W_{\ell L}^{XY} \hat{X}_{\ell} \hat{Y}_{L-\ell},$$

where $\hat{X}$ and $\hat{Y}$ are either $E$- or $B$-modes filtered by the diagonal inverse variance. The weight functions are given by Hu & Okamoto (2002):

$$w_{\ell L}^{EE} = C_{\ell L}^{EE} \cdot \ell + C_{\ell L-1}^{EE} (L-\ell) \cdot L \cos(\varphi_{\ell} - \varphi_{L-\ell}),$$

$$w_{\ell L}^{EB} = C_{\ell L}^{EE} \cdot \ell \sin(\varphi_{\ell} - \varphi_{L-\ell}),$$

where $C_{\ell L}^{EE}$ is the lensed CMB $E$-mode spectrum (Hanson et al. 2011) and $\varphi_{\ell}$ is the angle between $\ell$ and the $x$-axis. We use the CMB multipole range of 500 $\leq \ell \leq$ 2700 in our baseline analysis. The larger multipoles are removed to avoid beam uncertainties and systematic biases due to astrophysical foregrounds such as radio sources (van Engelen et al. 2014). The multipoles at $\ell < 500$ are not used because they are not validated in PB17. We then obtain our best estimate of the CMB lensing convergence as

$$\hat{\kappa}_{L}^{XY} = A_{L}^{XY} (\hat{\kappa}_{L}^{XY} - \langle \hat{\kappa}_{L}^{XY} \rangle).$$

The mean field, $\langle \hat{\kappa}_{L}^{XY} \rangle$, is sourced from, for example, masking, inhomogeneous map noise, point sources, and the asymmetric beam (Hanson et al. 2011; Namikawa et al. 2013) and is nonzero, even if we use polarization-only estimators (e.g., Planck Collaboration et al. 2014). We estimate the mean-field bias from simulation, and the bias is found to be much smaller than the lensing signal in our case. The normalization, $A_{L}^{XY}$, is computed by following The Polarbear Collaboration et al. (2014b). Finally, the minimum variance estimator (MV) is obtained by combining the $EE$ and $EB$ estimators (Hu & Okamoto 2002).

4.1.2. Cosmic Shear

The shear field at a pixel $\hat{n}$ is estimated from the galaxy shape catalog as (Mandelbaum et al. 2018b)

$$\gamma_{L}(\hat{n}) = \frac{1}{\sum_{i \in g_{\ell}} w_{i} 1 + m \sum_{i \in g_{\ell}} w_{i} \left[ e_{j,i} - c_{j,i} \right] ^{2} R_{C,i},$$

where $e_{j,i}$ ($j = 1, 2$) is the ellipticity of the $i$th galaxy, $c_{j,i}$ is the additive bias, $w_{i}$ is the inverse-variance weight, and $\sum_{i \in g_{\ell}}$ is the summation over all galaxies, falling within pixel $\hat{n}$. The averaged multiplicative bias, $m$, and the shear responsivity, $R$, are derived as

$$m = \frac{\sum_{i \in g_{\ell}} w_{i} m_{i}}{\sum_{i \in g_{\ell}} w_{i}},$$

$$R = 1 - \frac{\sum_{i \in g_{\ell}} w_{i} e_{\text{rms},i}^{2}}{\sum_{i \in g_{\ell}} w_{i}},$$

Here $m_{i}$ is the multiplicative bias, $\sum_{i \in g_{\ell}}$ is the summation over all galaxies for the cross-correlation analysis, and $e_{\text{rms},i}$ is the rms of intrinsic ellipticities. The shear maps, $\gamma_{1}$ and $\gamma_{2}$, are then multiplied by a window function constructed from the weight, $W_{\text{gal}}(\hat{n}) = \sum_{i \in g_{\ell}} w_{i}$, and transformed to $E$- and $B$-mode shear fields as

$$\gamma_{L}^{E} \pm i \gamma_{L}^{B} = \int d^{2}\vec{n} e^{-i \vec{L} \cdot \vec{\hat{n}}} e^{\mp 2i \varphi_{L}} W_{\text{gal}}(\vec{n}) \left[ \gamma_{1} \pm i \gamma_{2} \right](\vec{n}).$$

4.1.3. Cross-spectrum

The binned cross-spectrum is obtained by cross-correlating the CMB lensing convergence and the $E$-mode shear field derived above. Since the cross-spectrum is a correlation between two CMB and one cosmic shear maps, the cross-spectrum is further divided by $\int d^{2}\vec{n} W_{\text{cmb}}^{2}(\vec{n}) W_{\text{gal}}(\vec{n})$ to correct the normalization due to the apodization window, where $W_{\text{cmb}}$ is the CMB apodization window defined in Section 3.1. The number of multipole bins is 9, and the multipole range of the output power spectrum is $100 \leq \ell \leq 1900$. The lower limit of $L$ is set by the size of the survey region, and the higher limit of $L$ is set because S/Ns above $L = 1900$ are negligibly small. Before unblinding, we confirmed that the measured cross-spectrum from the realistic MC simulation reproduces the input power spectrum within the simulation error.
4.2. Validation Tests: CMB

We describe a suite of data-split null tests and instrumental systematics to validate CMB data sets in the cross-spectrum.

4.2.1. Data-split Null Tests

In order to validate the POLARBEAR data and analysis in the cross-correlation with the HSC data, we perform a suite of null tests. These validation tests are essentially the extension of those described in PB17 to the cross-correlation, in which we iteratively run the null-test framework until a set of predefined criteria are passed.

For each null test, we reconstruct two lensing maps, $\kappa^A$ and $\kappa^B$, one from each data split. The reconstructed lensing maps are then cross-correlated with the HSC shear map to obtain a null spectrum for the difference between the two cross-spectra, $C_{\ell}^{\kappa^A,\kappa^B} - C_{\ell}^{\kappa^B,\kappa^A}$. To evaluate the statistical significance, we repeat the same calculation using the simulated CMB maps, but with the actual HSC shear data.

The null tests are performed for several splits of interest for the POLARBEAR data, which are identified to be sensitive to various sources of systematic contaminations or miscalibrations. We perform 12 null tests in total, and the correlations among these null tests are noted in the analysis by running the same suite of null tests on noise-only MC simulations. Four tests divide the data by the observation period, such as the first-season data and the second-season data. Three tests divide based on the proximity of the main or sideline beams to the Sun and Moon. Two tests divide the data by focal-plane pixels based on susceptibility to instrumental effects. Details of the 12 null tests are described in The Polbear Collaboration et al. (2014c, hereafter PB14) and PB17.

We also adopt the same null-test statistics as defined in PB17. For each band power bin $b$, we calculate the statistic $\chi_{\text{null}}^2(b) = \frac{C_{\ell}^{\text{null}}}{\sigma_b}$, where $\sigma_b$ is an MC-based estimate of the standard deviation of the null spectra, and its square $\chi_{\text{null}}^2(b)$. The $\chi_{\text{null}}^2(b)$ is sensitive to a systematic bias in the null spectra, whereas the $\chi_{\text{null}}^2(b)$ is more sensitive to outliers and excess in the variance. In order to investigate possible systematic contaminations or miscalibrations affecting a specific null-test data split, we calculate the sum of the $\chi_{\text{null}}^2(b)$ over $100 \leq \ell \leq 1900$ ($\chi_{\text{null}}^2$ by test”). We require each set of probability to exceed (PTEs) from the $\chi_{\text{null}}^2(b)$ and the $\chi_{\text{null}}^2$ by test to be consistent with a uniform distribution. We have evaluated it by using a Kolmogorov-Smirnov (K-S) test, to be equal to or greater than 0.05. We find these distributions to be consistent with the uniform distribution. Figure 3 and Table 1 show PTE distributions of the $\chi_{\text{null}}^2(b)$ and $\chi_{\text{null}}^2$ by test and the PTEs of the K-S test.

In order to search for different manifestations of systematic contaminations, we also create the same test statistics based on these quantities described in PB17. The four test statistics are PTEs from (1) the average value of $\chi_{\text{null}}$, (2) the extreme value of the $\chi_{\text{null}}^2$ by bin, (3) that by test, and (4) the total $\chi_{\text{null}}^2$ summed by the 12 null tests. In each case, the result from the data is compared to the result from simulations to calculate PTEs, as Table 1 summarizes the PTEs.

Finally, by comparing the most significant outlier from the four test statistics to those of the MC simulations, we obtain a PTE of 0.24. In all tests, we find no evidence for systematic contaminations or miscalibrations in the POLARBEAR data set correlated with the HSC data set.

4.2.2. Instrumental Systematics

We study the impact of uncertainties in the instrument model of POLARBEAR on the lensing auto- and cross-spectra by producing a simulated signal-only data set in a time domain where the signal is modeled with lensed CMB simulations, obtained by LensPix38 with instrumental effects added on the fly. With this simulation setup, systematic errors in auto-spectra contain both multiplicative and additive bias in CMB lensing measurement, allowing us to put a conservative upper limit on the multiplicative component. On the other hand, this simulation has zero expectation value in the cross power, while containing fiducial power in each of the CMB and weak-lensing maps; this is an appropriate setup for estimating the additive component, whose estimate can depend on the signal power of each map. Here we investigated six instrumental systematics effects: cross talk in the multiplexed readout, drift of the gains between two consecutive thermal source calibrator measurements, differential beam ellipticity, differential beam size, relative gain calibration uncertainty between the two detectors in a focal-plane pixel, and differential pointing between the two detectors in a focal-plane pixel. Details of these systematic effects and systematics simulations are described in PB14 and PB17. These contaminations are found not to bias the lensing auto-spectrum significantly, putting an

---
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upper limit on multiplicative bias. The limit corresponds to 0.6% of fiducial lensing amplitude in the $A_{\text{lens}}$ measurement (POLARBEAR Collaboration et al. 2019, in preparation).

In order to explicitly check the impact of the instrumental systematics on cross-spectrum, we reconstructed the CMB maps with POLARBEAR pipeline-A and the corresponding CMB lensing convergence maps from the simulated data set. These maps are cross-correlated with the HSC mock data as described in Section 3.3. Figure 4 shows the impact of the CMB instrumental systematics on the cross-spectra. As expected, all the systematics and their variances are negligibly small, compared to the statistical errors estimated from the MC simulations. Specifically, we find upper limits of ~1% level on the instrumental systematic errors compared to the statistical errors for most cases. We therefore find no evidence for significant contaminations from the CMB instrumental systematics in the cross-correlation analysis. The upper limit corresponds to 1.3%, in terms of $A_{\text{lens}}$, when compared to fiducial amplitude.

While our estimate of the systematics is for the POLARBEAR instrument, future CMB instruments aim to achieve similar, if not better, levels of systematics. We detect no significant systematic error, and the upper limit presented here is dominated by the statistical uncertainty of MC simulations. The upper limit is already comparable to the goals of Simons Observatory and CMB-S4, which calibrate the shear bias of LSST to ~0.5% accuracy (Abazajian et al. 2016; Schaan et al. 2017; The Simons Observatory Collaboration et al. 2019).

4.3. Validation Tests: Shear

We perform four validation tests for the shear map derived from the HSC data, by cross-correlating the CMB lensing map with the following null test maps, created in the same manner as the real shear map:

1. Rotation: a map from randomly rotated ellipticities of galaxies in the HSC WIDE12H field to remove the cosmic shear signal;
2. Star: a map from ellipticities of stars for reconstructing the point-spread function, again in the HSC WIDE12H field;
3. PSF: a map from PSFs reconstructed at the star position; and
4. Field Swap: a shear map measured in another field, not overlapping with the WIDE12H field.

We expect null signals for all four cases, since these maps do not have any physical correlation with the CMB lensing map.

For the Rotation test, we measure cross-spectra without correcting for multiplicative and additive biases, i.e., we set $m_i = 0$ and $c_i = 0$ in Equation (11). This ignorance of the multiplicative bias does not affect our validation test. For the Star and PSF tests, we measure their cross-power spectra with $w_i = 1$, $m_i = 0$, $\epsilon_{\text{rms},i} = 0$, and $c_i = 0$. The equal weight is derived from the fact that all stars in this test have similar S/N, which is also the case for PSFs. The zero rms ellipticity is derived from the fact that stars and PSFs have approximately zero ellipticity, on average.

We estimate the covariance and PTEs as follows. We first generate simulations by randomly rotating ellipticities of galaxies, stars, and PSFs in the real WIDE12H field data for the Rotation, the Star, and the PSF tests, respectively. We then measure cross-spectra in a consistent way with the measurement described above. Based on 100 realizations of the HSC maps with randomly rotated ellipticities, we estimate the covariance and use it to compute PTEs.

For the Field Swap test, we use another patch of the HSC first-year shear catalog, GAMA09H, which is located in R.A. $\sim$9 hr. Since there is no overlap of the footprints between the POLARBEAR field and the GAMA09H field, there is no cross-correlation between these data. We compute the shear map of the GAMA09H field using the same method as described in Section 4.1 with the calibration of multiplicative and additive bias. In order to estimate the covariance and PTEs, we use 100 realizations of simulations similar to those described in Section 3.3 but remove some regions in order to match the GAMA09H area. Note that the mock shear catalogs contain the same calibration bias as in the real HSC shear catalog.

Figure 5 shows the cross-spectra between the HSC null test maps and the real CMB lensing map. The results of these null tests are also summarized in Table 2. We find no evidence for systematic errors from this analysis.

4.4. Blind Analysis

We adopt a blind analysis policy, in which the cross-spectrum is revealed only after the data pass a series of null tests and systematic error checks as described in Sections 4.2 and 4.3. For the HSC data, we prepare three shape catalogs with different multiplicative biases, each of which has a different, blinded offset. For details of the blinding strategy, see Hikage et al. (2019). For the POLARBEAR data, the null tests and the possible sources of instrumental systematic errors are finalized before the cross-spectrum is examined, in order to motivate a comprehensive validation of the data set and to avoid an observer bias in the analysis.
5. Results

Figure 6 shows the angular cross-spectrum between POLARBEAR CMB lensing and HSC cosmic shear. We show the cross-spectrum measured spectra using the optimal combination of the EE and EB estimators (MV). Since our CMB B-mode map is very deep, the power spectrum from the EB estimator is less noisy than that from the EE estimator.

We also find that the cross-spectrum between the HSC B-mode shear and the CMB lensing convergence is consistent with zero (χ-PTE and χ²-PTE of 0.26 and 0.68, respectively) as expected. Figure 7 shows the correlation coefficients among different multipole bins of the cross-spectrum, defined as

$$ R_{bb'} = \frac{\text{Cov}_{bb'}}{\sqrt{\text{Cov}_{bb} \text{Cov}_{b'b'}}}. $$

Here Cov_{bb'} = ⟨C_b C_{b'}⟩ − ⟨C_b⟩ ⟨C_{b'}⟩ is the covariance of the binned cross-power spectrum. The correlation coefficient between the first and second band powers is ~0.4, and that between the first and fourth band powers is ~0.3. Most of the correlation coefficients are consistent with zero within statistical uncertainty (~10%) from the finite number of the MC realizations.

To see the consistency of our cross-spectrum measurement with the Planck Λ-dominated cold dark matter (ΛCDM) cosmology, we estimate the amplitude of the cross-spectrum by a weighted mean over multipole bins (Bicep2/Keck Array Collaboration 2016):

$$ \hat{A}_\text{lens} = \frac{\sum_a a_b A_b}{\sum_a a_b}. $$

The $A_b$ is the relative amplitude of the power spectrum compared with a fiducial power spectrum for the Planck ΛCDM cosmology, $C^f_b$, i.e., $A_b \equiv C_b / C^f_b$. The weights, $a_b$, are taken from the band power covariance as

$$ a_b = \sum_{b'} C^f_b \text{Cov}_{bb'} C^f_{b'}. $$

The fiducial band power values and their covariances, including off-diagonal correlations between different multipole bins, are evaluated from the simulations (see Section 3.3). In our baseline analysis, we assume the ΛCDM cosmology with the Planck 2018 best-fit parameters (TT, TE, EE+lowE+lensing).

The amplitude estimated from the observed cross-spectrum is $A\text{ens} = 1.70 \pm 0.48$, corresponding to the detection of a

---

**Table 2**

<table>
<thead>
<tr>
<th>Test</th>
<th>χ-PTE</th>
<th>χ²-PTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>0.52</td>
<td>0.10</td>
</tr>
<tr>
<td>Star</td>
<td>0.26</td>
<td>0.43</td>
</tr>
<tr>
<td>PSF</td>
<td>0.46</td>
<td>0.49</td>
</tr>
<tr>
<td>Field Swap</td>
<td>0.20</td>
<td>0.33</td>
</tr>
</tbody>
</table>

---

39 Our simulations assume the WMAP-9 best-fit cosmology, whereas the baseline analysis of the amplitude is measured against the Planck 2018 best-fit cosmology (“TT, TE, EE+lowE+lensing” in Planck Collaboration et al. 2018b). This leads to a small change in the mean and scatter of the amplitude parameter. We correct this discrepancy by scaling the simulated cross-spectrum at each realization as $C_l \propto (C_l^0 / C_l^f)$. The variance of the amplitude of simulations is scaled by a value estimated from analytic calculations of cross-spectra in Planck and WMAP-9 cosmologies, using $n_g = 23 \text{ arcmin}^{-2}$, $r_{\text{rms}} = 0.4$, a 6 μK arcmin CMB white noise, and a 5.5 Gaussian beam.
nonzero cross-correlation at 3.5σ significance. Here the quoted error is the standard deviation of \( A_{\text{lens}} \) obtained from the MC simulations. The MC error in the covariance changes the cross-spectrum amplitude by only \( \Delta A_{\text{lens}} = \pm 0.06 \). The high detection significance is in part because of the central value being fluctuated high; for a fiducial value of \( A_{\text{lens}} = 1 \), the expected S/N is \( \sim 2 \). The PTE of the spectrum with respect to the fiducial Planck ΛCDM cosmology is 66%.

Figure 8 compares the values of \( A_{\text{lens}} \) and their 1σ errors among recent cross-correlation studies between CMB lensing and cosmic shear from galaxy shapes. The \( A_{\text{lens}} \) value obtained is slightly higher than unity but is consistent with the Planck prediction within the 2σ level. Our result also agrees with the previous cross-correlation analyses, although their best-fit values still have a large variation \( A_{\text{lens}} \approx 0.4 \sim 1.3 \) (e.g., Liu & Hill 2015; Harnois-Déraps et al. 2016, 2017). It should be noted that in the other cross-correlation studies, CMB lensing signals are dominated by those from the temperature maps, unlike our study, in which we use the polarization map only. In addition, the redshift distributions of source galaxies are different among these measurements.

To check the robustness of our results, Table 3 shows the dependence of the amplitude on the photometric redshift estimation methods, the CMB multipoles used for the CMB lensing reconstruction, and estimators of the CMB lensing convergence. We also show the amplitude with respect to the WMAP-9 cosmology.40 We find that the values of \( \hat{A}_{\text{lens}} \) are all consistent with unity within 2σ. We also test the statistical significance of the \( \hat{A}_{\text{lens}} \) shifts by changing the analysis method, i.e., CMB multipoles and estimators. We compute the difference amplitude, \( \Delta \hat{A}_{\text{lens}} = \hat{A}_{\text{lens}} - \hat{A}_{\text{lens}}^{\text{baseline}} \), for the real

\[ \hat{A}_{\text{lens}} \]

Figure 8. The 1σ confidence interval on \( A_{\text{lens}} \) from the cross-correlation analysis between POLARBEAR and HSC data in the Planck ΛCDM model, as well as those from the literature. The redshift distributions of source galaxies are different among these measurements, spanning from \( z_{\text{median}} \sim 0.35 \) (Singh et al. 2017) to \( z_{\text{median}} \sim 1.0 \) (this work). Further details of the redshift distributions can be found in the literature (Hand et al. 2015; Harnois-Déraps et al. 2016; Kirk et al. 2016; Harnois-Déraps et al. 2017; Singh et al. 2017; Omori et al. 2018).

Table 3

<table>
<thead>
<tr>
<th>Choice of the Analysis Method</th>
<th>( \hat{A}_{\text{lens}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photo-( \bar{z} )</td>
<td>Ephor</td>
</tr>
<tr>
<td></td>
<td>Frankenz</td>
</tr>
<tr>
<td></td>
<td>MLZ</td>
</tr>
<tr>
<td></td>
<td>Mizuki</td>
</tr>
<tr>
<td>CMB multipoles</td>
<td></td>
</tr>
<tr>
<td>( \ell_{\text{max}} = 2500 )</td>
<td></td>
</tr>
<tr>
<td>( \ell_{\text{min}} = 700 )</td>
<td></td>
</tr>
<tr>
<td>CMB estimator</td>
<td></td>
</tr>
<tr>
<td>( EE )</td>
<td></td>
</tr>
<tr>
<td>( EB )</td>
<td></td>
</tr>
<tr>
<td>Cosmology</td>
<td></td>
</tr>
<tr>
<td>( WMAP-9 )</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>(Planck 2018)</td>
</tr>
</tbody>
</table>

Note. In a fiducial case, we assume the ΛCDM cosmology with the Planck 2018 best-fit parameters.

We estimate \( A_{\text{lens}} \) for the cosmology derived from the HSC shear auto-spectrum measurement (Hikage et al. 2019). We vary cosmological parameters within the 1σ constraints from the shear auto-spectrum and obtain \( A_{\text{lens}} \) for each set of parameters. We find \( A_{\text{lens}} = 1.94 ± 0.18 \) (from the variation of the HSC cosmology) ±0.56 (from the expected statistical fluctuation of the measurement). \( A_{\text{lens}} \) is consistent with \( A_{\text{lens}} = 1 \) within 2σ, indicating that using the cross-spectrum does not improve the constraints from the shear auto-spectrum.

40 We estimate \( A_{\text{lens}} \) for the cosmology derived from the HSC shear auto-spectrum measurement (Hikage et al. 2019). We vary cosmological parameters within the 1σ constraints from the shear auto-spectrum and obtain \( A_{\text{lens}} \) for each set of parameters. We find \( A_{\text{lens}} = 1.94 ± 0.18 \) (from the variation of the HSC cosmology) ±0.56 (from the expected statistical fluctuation of the measurement). \( A_{\text{lens}} \) is consistent with \( A_{\text{lens}} = 1 \) within 2σ, indicating that using the cross-spectrum does not improve the constraints from the shear auto-spectrum.
the 25 mJy detection threshold contribute a residual power, but Smith et al. (2009) and Puglisi et al. (2018) show that this level of contribution is negligible in lensing auto-spectra.

Polarized diffuse foregrounds are estimated based on models from the Planck 353 and 30 GHz for dust and synchrotron, respectively (POLARBEAR Collaboration et al. 2019, in preparation). PB17 fathomed the data looking for a signature of diffuse polarized foregrounds, found no evidence, and obtained only upper limits. Therefore, we assume a 20% polarization fraction of dust and synchrotron, which is conservative on the basis of all recent constraints (Planck Collaboration et al. 2018c, 2018d). Moreover, we scale the modeled foregrounds to the POLARBEAR frequency assuming a modified blackbody spectral dependence for thermal dust, with temperature \( T_d \approx 19.6 \text{ K} \) and \( \beta_d \approx 1.59 \pm 0.14 \), and a power law for the synchrotron, with \( \beta_s = -3.12 \pm 0.02 \), consistent with most recent results (Krachmalnicoff et al. 2018; Planck Collaboration et al. 2018c). This contamination is not found to bias the lensing auto-spectrum, indicating that the contribution of polarized diffuse foregrounds is negligible in the cross-spectrum. We note that varying the \( \ell_{\text{min}} \) in the CMB lensing reconstruction does not significantly change the result (Table 3). This supports the foreground contribution as minor in our results, as diffuse foregrounds have larger contributions in low-\( \ell \) regions.

Both CMB lensing and cosmic shear have contributions from the nonlinear evolution of the large-scale structure and post-Born corrections (e.g., Cooray & Hu 2002; Takada & Jain 2004; Krause & Hirata 2010; Namikawa 2016; Pratten & Lewis 2016; Fabbian et al. 2018). Consequently, the nonlinear evolution of the gravitational potential (or density perturbations) and the post-Born corrections lead to additional contributions in the cross-spectrum. However, its contribution is known to be below 1% and is negligible at the current level of sensitivity (Böhm et al. 2016, 2018; Merkel & Schäfer 2017; Beck et al. 2018).

The intrinsic alignment produces the cross-correlation between CMB lensing and cosmic shear (e.g., Hirata et al. 2004). However, Hikage et al. (2019) show, using the cosmic shear auto-power spectrum, that the amplitude of the intrinsic alignment is consistent with zero, implying that the intrinsic alignment is also not significant in our shear data as compared to the statistical uncertainty. As shown in Figure 10 in Hikage et al. (2019), the observed amplitude of intrinsic alignment \( A_{\text{IA}} \) is consistent with a red-galaxy-only model in which only red galaxies are assumed to have intrinsic alignments. This model predicts \( A_{\text{IA}} \lesssim 2 \) within the redshift range where the cosmic shear measurement was performed. According to Hall & Taylor (2014) and Chisari et al. (2015), this size of intrinsic alignment yields about 5%–10% contamination to the cross-correlation signal, which is much smaller than the statistical uncertainty in this measurement (also see Troxel & Ishak 2014; Larsen & Challinor 2016).

\[ A_{\text{IA}} \lesssim 2 \]

6. Conclusion

We have presented a new measurement of the cross-spectrum between the CMB lensing map from the POLARBEAR experiment and the cosmic shear field from the Subaru HSC survey. We measured a gravitational lensing amplitude of \( A_{\text{lens}} = 1.70 \pm 0.48 \), with respect to the Planck \( \Lambda \text{CDM} \) cosmology, which represents the detection of a nonzero cross-correlation at 3.5\( \sigma \) significance. Although there have been several significant detections of such cross-spectra during the past several years (e.g., Hand et al. 2015; Liu & Hill 2015; Harnois-Déraps et al. 2016; Kirk et al. 2016; Singh et al. 2017; Omori et al. 2018), in this paper we presented the first detection of the cross-correlation between CMB lensing and cosmic shear from galaxy shapes, solely from the CMB polarization map, i.e., without relying on the CMB temperature measurement. Both the high galaxy number density of \( n_g = 23 \text{ arcmin}^{-2} \) for HSC and the deep CMB map of \( \sim 6 \text{ \mu K \ arcmin} \) for POLARBEAR lead to this measurement of the cross-spectrum, even for a relatively small overlapping area of \( \sim 11 \text{ deg}^2 \). We also note that this work represents the first cross-correlation measurement between the HSC cosmic shear and CMB lensing.

Both CMB and cosmic shear measurements directly trace the mass distribution in the universe through gravitational lensing. The cross-correlation analysis of these two types of data sets is robust against instrumental and astronomical systematics that are additive, since the biases in the two data sets are unlikely to be correlated. This in turn can constrain possible multiplicative bias in the weak-lensing data set, validating the calibration for measurements of the mass distribution. The cross-correlation is sensitive to the mass distribution in the medium redshift range of \( z \sim 1 \) and is complementary to auto-spectra of CMB lensing and cosmic shear. Significant improvements in the measurement of the cross-correlation, which are expected in the next decade, will contribute to better understanding of a neutrino mass, dark energy, and its possible time evolution.

The lensing maps from the CMB polarization, in contrast to those from the CMB temperature, are less contaminated by Galactic or extragalactic foregrounds and will become more accurate than the temperature lensing maps in future deep surveys. Even though our analysis is based on a POLARBEAR field covering only several square degrees in area, the depth of the map is comparable to what we expect to achieve in future experiments, such as at Simons Observatory (The Simons Observatory Collaboration et al. 2019). Similarly, the Subaru HSC cosmic shear map is one of the deepest maps to date and can be seen as a precursor of the LSST. Wide-field space-based telescopes such as WFIRST and Euclid are planned to be launched in the 2020s and will provide deep, dense, and highly resolved galaxy images, with the galaxy number density comparable to or better than that of the HSC survey. These future data sets could provide cosmological measurements at a subpercent accuracy. The shear calibration requirement of LSST sets a concrete goal for the future data set to achieve \( \sim 0.5\% \) accuracy of the cross-correlation between CMB lensing maps and galaxy cosmic shear maps (Abazajian et al. 2016; Schaan et al. 2017; The Simons Observatory Collaboration et al. 2019). While CMB temperature data suffer from foreground contaminations, CMB polarization measurements provide a better path to achieve this goal (Schaan et al. 2017). Our results serve as a step forward to future experiments. For instance, we performed a detailed study on possible systematic errors and found no significant bias, placing an upper limit on \( \sim 1\% \) level in the lensing amplitude measurement. These systematic estimates are primarily limited by statistical uncertainty in our systematics-error study, while systematic errors are likely to be further reduced in future data sets.

---

41 https://simonsobservatory.org/
42 https://lsst.slac.stanford.edu/
Therefore, our work demonstrates the potential and promise of this cross-correlation methodology to provide insight into fundamental problems of cosmology, such as the nature of neutrinos and dark energy.
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