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ABSTRACT

We present a detection of the splashback feature around galaxy clusters selected using the Sunyaev–Zel’dovich (SZ) signal. Recent measurements of the splashback feature around optically selected galaxy clusters have found that the splashback radius, r_{sp}, is smaller than predicted by N-body simulations. A possible explanation for this discrepancy is that r_{sp} inferred from the observed radial distribution of galaxies is affected by selection effects related to the optical cluster-finding algorithms. We test this possibility by measuring the splashback feature in clusters selected via the SZ effect in data from the South Pole Telescope SZ survey and the Atacama Cosmology Telescope Polarimeter survey. The measurement is accomplished by correlating these cluster samples with galaxies detected in the Dark Energy Survey Year 3 data. The SZ observable used to select clusters in this analysis is expected to have a tighter
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correlation with halo mass and to be more immune to projection effects and aperture-induced biases, potentially ameliorating causes of systematic error for optically selected clusters. We find that the measured $r_{sp}$ for SZ-selected clusters is consistent with the expectations from simulations, although the small number of SZ-selected clusters makes a precise comparison difficult. In agreement with previous work, when using optically selected redMaPPer clusters with similar mass and redshift distributions, $r_{sp}$ is $\sim 2\sigma$ smaller than in the simulations. These results motivate detailed investigations of selection biases in optically selected cluster catalogues and exploration of the splashback feature around larger samples of SZ-selected clusters. Additionally, we investigate trends in the galaxy profile and splashback feature as a function of galaxy colour, finding that blue galaxies have profiles close to a power law with no discernible splashback feature, which is consistent with them being on their first infall within the cluster.
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1 INTRODUCTION

Haloes are non-linear, gravitationally bound structures where dark matter particles are in orbits governed by the halo gravitational potential, detached from the overall expansion of the Universe. The physical boundary of a dark matter halo is the surface corresponding to the largest apocentres of the material that has been accreted into the halo most recently. This forms a phase space boundary between the outer regions where objects are on first infall and the region within a halo where dark matter is ‘virialized’ or multistreaming, i.e. orbiting shells of dark matter are crossing each other leading to multiple streams at a given point. This boundary is clearly visible in the outskirts of simulated dark matter haloes as a sharp decline in the slope of the density profile, and the location at which the slope reaches a minimum is called the splashback radius, $r_{sp}$ (Adhikari, Dalal & Chamberlain 2014; Diemer & Kravtsov 2014; Diemer 2017a; Mansfield, Kravtsov & Diemer 2017; Okumura et al. 2017, 2018). While a density caustic feature at the boundary of a halo at first turnaround after infall was suggested by theoretical work based on the smooth spherical collapse models (e.g. Gunn & Gott 1972; Fillmore & Goldreich 1984; Bertschinger 1985; Adhikari et al. 2014; Shi 2016a), Diemer & Kravtsov (2014) presented evidence that this feature appears in the profiles of realistically simulated dark matter haloes, even after averaging over haloes of different masses, accretion histories, and redshifts.

The profiles of actual dark matter haloes in the Universe can be probed in several ways, for example, by studying the distribution of galaxies in haloes, which is determined by the gravitational potential of the overall matter distribution, or by stacking the weak gravitational lensing of background galaxies around haloes to get the matter distribution directly. More et al. (2016) used the galaxy surface density profile around redMaPPer (RM; Rykoff et al. 2014) galaxy clusters identified in data from the Sloan Digital Sky Survey (SDSS; Aihara et al. 2011) to present the first evidence for a splashback feature. Subsequently, evidence for the feature was also found by Baxter et al. (2017) using the galaxy surface density profiles around two samples of SDSS-identified clusters, and by Chang et al. (2018) using the galaxy density and weak-lensing profiles around RM clusters identified in the first year of Dark Energy Survey (DES) data. Recently, Contigiani, Hoekstra & Bahé (2019) has measured weak-lensing profiles around 27 massive clusters obtained with the Cluster Canadian Comparison Project and reported a measurement of the splashback radius. However, Contigiani et al. (2019) do not report a statistically significant detection of splashback-like steepening in the cluster density profile [see also Umetsu & Diemer 2017 for lensing-based constraints on $r_{sp}$ with clusters from the Cluster Lensing And Supernova survey with Hubble (CLASH)]. In all of these cases, the evidence for the splashback feature came from identifying the presence of a sharp steepening in the halo (galaxy/dark matter) surface density profiles. Interestingly, for clusters identified via the RM algorithm, and for measurements using the galaxy surface density profile around clusters, the location of splashback is about 20 percent ($\sim 3\sigma$) smaller than predictions from $N$-body simulations (More et al. 2016; Baxter et al. 2017; Chang et al. 2018).

Busch & White (2017) explored whether cluster-finding algorithms like RM can imprint artificial splashback-like features into cluster density profiles via selection effects. In essence, the problem arises due to selecting haloes based on cluster richness, $\lambda$, which for RM is measured within an aperture, $R_{\text{sp}} = 1.0(\lambda/100)^{0.2} h^{-1}$ Mpc. Clusters with galaxies just inside $R_{\text{sp}}$ are more likely to be included in the richness selected sample than clusters with galaxies just outside $R_{\text{sp}}$. So a feature caused with the selection aperture due to random fluctuations of the galaxy distribution relative to the dark matter may be imprinted on the profile. Zu et al. (2017) and Busch & White (2017) have also pointed out that projection effects in the RM catalogue can impact the amplitude of 2D cluster–galaxy correlations at large scales. Because RM identifies clusters with imaging data, some fraction of galaxies identified as cluster members may actually be chance projections of background galaxies along lines of sight near to the cluster. Zu et al. (2017) showed that projections are more likely to occur in dense regions, causing the cluster concentration inferred from member galaxy positions to correlate with large-scale overdensities. Busch & White (2017), however, concluded based on mock-RM simulations that while projections could bias the inference of cluster member concentration, projections did not alter the location of the splashback feature averaged over all clusters.

Baxter et al. (2017) investigated the impact of potential RM systematic effects on measurements of the splashback feature with SDSS data by using two galaxy cluster catalogues: one selected using the RM algorithm, and the other selected using the Yang et al. (2007) group finder. In both cases, a sharp steepening of the density profile around the clusters was observed, suggesting that the splashback feature is not purely an artefact of the RM selection. Furthermore, it was found that the splashback measurements utilizing the Yang et al. (2007) catalogue agreed well with those using the RM catalogue; however, the signal to noise (SNR) of measurements using the Yang et al. (2007) catalogue was not sufficient to rule out some residual systematic effect. In addition, Baxter et al. (2017) divided the galaxy samples by colour, and measured the fraction of
red galaxies relative to blue galaxies as a function of cluster-centric radius. It was found that the red fraction increased inwards rapidly at approximately the measured splashback radius. Such behaviour is expected for a true physical boundary, since galaxies outside the splashback shell have never been inside the cluster and are therefore more likely to have ongoing star formation, and will thus appear bluer than galaxies which have passed through the cluster.

Chang et al. (2018) directly investigated the potential systematic effects associated with the imposition of $R_s$ in the RM algorithm by repeating the splashback measurements using three different richness aperture choices: 0.67, 1, and 1.5 times the original $R_s$. It was found that the value of $R_s$ used to estimate richness significantly impacts the recovered splashback radius, in the same direction as suggested by Busch & White (2017). While the aperture choices in that study were extreme, it suggests that the choice of the RM aperture used to estimate richness could impact the splashback radius.

Chang et al. (2018) also used weak-lensing shear estimates from the DES to measure the splashback feature around the same cluster sample, finding the location and slope of the splashback feature to be roughly consistent with that inferred from the galaxy density measurements. The splashback radius inferred from the lensing measurements was also observed to change slightly for different assumed values of $R_s$, although the change was not significant given the low SNR of the lensing measurements. If the splashback feature inferred from both the galaxy density and the lensing results reacts to $R_s$ in the same way, then it is unlikely that the Busch & White (2017) explanation above is complete. An alternative explanation for the observed trends is that changing $R_s$ selects a physically different set of clusters (e.g. those that are more elongated along the line of sight), which might indeed have different splashback radii.

One way to bypass these complications is to repeat the measurements using an alternative cluster sample selected independently of the RM algorithm and of the galaxy density observations. In this work, we measure the splashback feature around a sample of galaxy clusters identified via their Sunyaev–Zel’dovich (SZ; Sunyaev & Zeldovich 1972) signal in data from the South Pole Telescope (SPT) SZ survey (Bleem et al. 2015) and the Atacama Cosmology Telescope Polarimeter (ACTPol; Hilton et al. 2019). The SZ effect results from the cosmic microwave background photons inverse Compton scattering with hot cluster gas, and is seen as a temperature decrement at the locations of galaxy clusters in the 150 GHz maps of the SPT-SZ survey and the 148 GHz maps of the ACTPol experiment.

Several features of the SZ-selected cluster samples used here make them useful for testing the impact of systematics on splashback measurements. For one, the SZ observable is completely independent of all the observables in optical surveys used to measure the feature (in particular, the galaxy density). The SZ signal is also expected to correlate more tightly with cluster mass than optical richness, reducing the impact of scatter in the mass–observable relation, therefore making it easier to compare measurements to expectations from simulations. Additionally, SZ-selection is expected to be less affected by projection effects than optical cluster finders. Furthermore, by selecting on the SZ signal rather than optical richness, we reduce potential correlation between the cluster selection and the quantity used to infer splashback, i.e. the galaxy density. Finally, the SZ-selected cluster samples employed here allow us to extend splashback measurements to the high-mass, high-redshift regime that has yet to be explored for splashback studies. We refer readers to e.g. Nagai (2006), Battaglia et al. (2012) and Krause et al. (2012) for detailed analyses of SZ the signal–mass scaling relation.

Finally, we note that while this work was in preparation, Zürcher & More (2019) presented a similar analysis using clusters selected from Planck data. Given the difference between the cluster and galaxy samples in the two works, our results can be considered complementary to theirs.

The structure of the paper is as follows. We describe the galaxy and cluster data sets in Section 2; measurements and model fitting are described in Section 3; results are presented in Section 4, and we conclude in Section 5. Throughout this work, when calculating cosmological quantities, we use a flat Λ cold dark matter (ΛCDM) cosmology with $H_0 = 70\,\text{km}\,\text{s}^{-1}\,\text{Mpc}^{-1}$, $\Omega_m = 0.3$. Every distance is reported in the comoving unit with $h = 0.7$.

## 2 DATA

### 2.1 SZ-selected cluster catalogue from SPT

The SPT is a 10 m millimetre/submillimetre telescope operating at the geographical South Pole (Carlstrom et al. 2011). The cluster catalogue used in this analysis was derived from data taken as part of the 2500 deg$^2$ SPT-SZ survey, which mapped the sky in three frequency bands centred at 95, 150, and 220 GHz over an observation period from 2008 to 2011 (Story et al. 2013). The construction of the catalogue is described in detail in Bleem et al. (2015). The SPT-SZ survey region is shown in Fig. 1.

Clusters are identified using a linear combination of the 95 and 150 GHz SPT temperature maps adopting a matched filter approach, with the projected isothermal β-model (Cavaliere & Fusco-Femiano 1976) as the assumed source profile:

$$\Delta T = \Delta T_0 (1 + \theta_c^2/\theta_e^2)^{-1},$$

where $\Delta T$ is the temperature in the map, and $\Delta T_0$ and $\theta_e$ are model parameters. Filters were constructed using 12 different $\theta_e$ values between 0.25 and 3 arcmin, and applied to the maps in the Fourier domain. Cluster candidates are then identified as peaks in the filtered maps. The maximal SNR across these filter choices and across possible cluster positions is then considered the SNR estimate, $\xi$, for each cluster. The sample used in this analysis uses clusters with $\xi \geq 4.5$. Follow-up optical and NIR observations are made for the 530 candidates with $\xi \geq 4.7$ as well as 119 of 147 candidates down to $\xi \geq 4.5$. Among these 677 candidates, 516 are confirmed.

![Figure 1. The footprints of the DES, SPT, and ACTPol. The overlapping area is ~2000 (~700) deg$^2$ between SPT (ACTPol) and DES.](https://academic.oup.com/mnras/article-abstract/487/2/2900/5498304/2900)
In our analyses hereafter. Histograms of the estimated redshifts and masses estimated in Bleem et al. (2015), which we use here, are obtained by assuming a fixed halo mass function from Tinker et al. (2008), following the method described in Bleem et al. (2015). Our fiducial measurements are based on a sample selected with 0.25 < z < 0.7 and ξ ≥ 4.5, which has 315 clusters, of which 256 are in the DES footprint. SPT detects many clusters with masses and redshifts drawn from the Tinker et al. (2008) mass function. These mock clusters are then assigned values of the SPT observable ξ using the field-dependent mass–ξ relations described in Bleem et al. (2015), applying the intrinsic and measurement scatters. Finally, the ξ > 4.5 selection is applied to the mock clusters as in the real data.\footnote{We have performed measurements with a more conservative SNR (ξ) cut for which every field can be assumed to be complete down to that value of ξ. However, using this more conservative selection does not change our results qualitatively and results in lower SNR.}

### 2.2 SZ-selected cluster catalogue from ACT

The ACT is a 6 m telescope that is located in northern Chile (Fowler et al. 2007; Thornton et al. 2016). The ACTPol cluster sample used in this work is derived from the ACTPol two-season cluster catalogue (Hilton et al. 2019). To extract this sample, 148 GHz observations in a 987.5 deg$^2$ equatorial field were used (Fig. 1), which combined data from the original ACT receiver (MBAC; Swetz et al. 2011) with the first two seasons of ACTPol data. The ACTPol survey used in this work is composed of two deep fields each of which covers ~70 deg$^2$, taken from 2013 September to 2013 December using a single 148 GHz detector array, as well as a wider ~700 deg$^2$ field taken from 2014 August to 2014 December with an additional 148 GHz detector array (see Naess et al. 2014; Louis et al. 2017, for details on these ACTPol observations). The cluster candidates were detected using a spatial matched filter based the Universal Pressure Profile (Nagai, Kravtsov & Vikhlinin 2007; Arnaud et al. 2010). We refer readers to Hasselfield et al. (2013) and Hilton et al. (2019) for details. The candidates were confirmed as clusters and their redshifts measured with optical and/or IR data, mainly the SDSS DR13 (Albareti et al. 2017). Cluster masses were estimated assuming the SZ signal–mass scaling relation and the halo mass function from Tinker et al. (2008), following the method in Hasselfield et al. (2013). In addition, centres of the clusters are assigned as the centre-of-mass of the pixels associated with the cluster that lie above the SNR of 4. The full cluster sample in Hilton et al. (2019) are all SNR > 4 with mass range of roughly $1.5 \times 10^{14} h^{-1} M_\odot < M_{500,c} < 7 \times 10^{14} h^{-1} M_\odot$ with a median mass of $M_{500,c,\text{upp}} = 2.2 \times 10^{14} h^{-1} M_\odot$ and redshift range of roughly 0.15 < z < 1.4 with a median redshift of z = 0.49.

In this paper we use clusters in the DES footprint and in the redshift range of [0.25, 0.7]. Furthermore, the masses of the clusters are re-calibrated using the richness–mass relation from the DES Y1 analysis (McClintock et al. 2019) using clusters matched between the ACT and the DES, which gives a mass-correction factor of 1/(0.75 ± 0.1). Hilton et al. (2019) checked that the mass estimation after applying this WL-correction is consistent with that of the SPT mass (see their fig. 25 and the associated text).\footnote{Note that Hilton et al. (2019) used a mass–richness relation from SDSS data (Simet et al. 2017), which gives a correction factor of 1/(0.68 ± 0.11) that is consistent with the new value in this study.} Applying this WL-correction with its uncertainty, there are 89 clusters with mean mass

Figure 2. Redshift and mass distribution for the fiducial SPT cluster sample in the DES footprint (red), the ACT cluster sample (green), and mass-matched RM clusters (blue). Also shown are the redshift distribution of the DES Y3 galaxies (grey) in the upper panel and the mass distribution of the haloes we use from the MDPL2 simulation (grey) in the lower panel.

To reliably measure correlation functions, it is important to generate a mock cluster catalogue that closely follows the survey geometry and are located at random positions. When generating such random positions for the mock SPT catalogue, we account for the non-uniformity of the cluster density across the field due to small variations in depth and apodization of the observation field boundaries. For each field, we first generate a set of mock clusters with masses and redshifts drawn from the Tinker et al. (2008) mass function. These mock clusters are then assigned values of the SPT observable ξ using the field-dependent mass–ξ relations described in Bleem et al. (2015), applying the intrinsic and measurement scatters. Finally, the ξ > 4.5 selection is applied to the mock clusters as in the real data.\footnote{We have performed measurements with a more conservative SNR (ξ) cut for which every field can be assumed to be complete down to that value of ξ. However, using this more conservative selection does not change our results qualitatively and results in lower SNR.}
of $(M_{500c}) = 3.26^{+0.50}_{-0.39} \times 10^{14} h^{-1} M_{\odot}$ and mean redshift of $(z) = 0.49$. The redshift and mass distribution of this cluster sample is shown in Fig. 2.3.

We generate a mock cluster catalogue with random positions, which corresponds to the ACT sample in Hilton et al. (2019) by first sampling the halo mass function (Tinker et al. 2008) to obtain a statistically representative sample of haloes as function of mass and redshift. Here, we oversample the number of clusters in the ACT sample by a factor of 1000 to reduce the Poisson noise in the mock cluster catalogue. For each halo in the sample we calculated a filtered Compton-\(y\) signal using the matched filter and scaling relation from Hilton et al. (2019). Then we randomly assign each halo a position within the ACT map footprint and compared the filtered Compton-\(y\) signal to the filter noise from Hilton et al. (2019). The final product is a mock halo catalogue with SNR values that correspond to the filter noise in the map according to Hilton et al. (2019). We then apply a minimum SNR threshold of four, a redshift cut 0.7, and the SNR completeness function from Hilton et al. (2019) to account for non-uniform selection and cluster confirmation effects in the ACT sample.

2.3 DES Year 3 galaxy catalogue

We measure the splashback feature around the SZ-selected clusters by correlating these clusters with galaxies, effectively using galaxies as tracers of the mass. Our galaxy sample used for this purpose is derived from the DES data. DES (The Dark Energy Survey Collaboration 2005) is a five-year survey that covers \(\sim 5000\) deg\(^2\) of the South Galactic Cap (Fig. 1). Mounted on the Cerro Tololo Inter-American Observatory (CTIO) 4 m Blanco telescope in Chile, the 570-megapixel Dark Energy Camera (Flaugher et al. 2015) images the field in griz\(Y\) filters. In this analysis, we use the DES Year 3 data.4 The raw images are processed by the DES Data Management system (Sevilla et al. 2011; Morganson et al. 2018) and a high-quality photometric catalogue (Y3 Gold v2.2) is produced after a careful subselection similar to that described in Drlica-Wagner et al. (2018).

After filtering out stars and removing galaxies identified as failures in photometry, we apply a further magnitude and colour selection with the following criteria: \(i < 22.5\), \(-1 < g - r < 3\), \(-1 < r - i < 2.5\), and \(-1 < i - z < 2\), where the colour cuts are to remove colour outliers that may result in catastrophic photo-z estimates (Crocce et al. 2019). We further require the error of the \(i\)-band magnitude to be less than 0.1 to ensure good photometry and apply the DES survey depth mask (only using regions where the \(i\)-band magnitude limit \(> 22.5\)) as well as the SPT-SZ/ACTPol survey mask, depending on the cluster catalogue being used. The total number of galaxies in our sample after all these cuts is 41 102 373 (13 385 454) in the SPT (ACT) field. When performing the cluster–galaxy correlation measurements, we will also apply additional magnitude cuts as described in Section 3.2.

2.4 DES Year 3 redMaPPer cluster catalogue

The primary focus of this work is to measure the splashback radius around SZ-selected clusters. However, to further test the impact of cluster selection on splashback measurements, we also perform measurements using a catalogue of optically selected clusters identified with the RM algorithm applied to the DES Y3 gold catalogue (RM v6.4.22). We apply the same redshift cut to the RM clusters as to the SPT and ACT samples.

We additionally impose a richness cut on the RM sample so that the mean mass of this sample is matched to that of the SPT and ACT samples. The richness cut is determined using the mass–richness relation for DES Y1 RM clusters from McClintock et al. (2019), which calibrated the mass through a stacked weak-lensing analysis. Using this mass–richness relation, we compute the expectation value of \(M_{500c}\) for each cluster. These are then converted into \(M_{500c}\) using the mass–concentration relation of Diemer & Kravtsov (2015) and an NFW profile as implemented in Colossus (Diemer 2017a).3 A richness cut of \(\lambda > 58\) is chosen so that the mean mass of the RM clusters is equal to that of the SPT sample. The mean mass of the ACT sample is statistically consistent with that of the SPT sample, allowing us to use the same richness cut throughout. The final distributions of mass and redshift are shown in Fig. 2. In principle, uncertainty in the mass–richness relation (~5 per cent) could impact the mean mass of the selected RM clusters. However, since the location of splashback scales as \(M^{0.7}\), such uncertainty contributes less than 2 per cent uncertainty on the splashback radius, which is well below our uncertainty level of on the splashback location (~7 per cent).

3 MEASUREMENT AND MODELLING

3.1 Cluster profile model

We model the measured galaxy surface density profiles following Diemer & Kravtsov (2014) and More, Diemer & Kravtsov (2015) (note that following More et al. 2016 and Chang et al. 2018, we do not include a cosmic mean density term since our measurements effectively have the cosmic mean subtracted). The model comprises a ‘collapsed’ part (a truncated Einasto profile) and an ‘infalling’ part (a power-law profile). The full model for the 3D density profile, \(\rho(r)\), is

\[
\rho(r) = \rho_{\text{coll}}(r) + \rho_{\text{infall}}(r),
\]

\[
\rho_{\text{coll}}(r) = \rho_{\text{Ein}}(r) f_{\text{trans}}(r),
\]

\[
\rho_{\text{Ein}}(r) = \rho_0 \exp\left(-\frac{2}{\alpha} \left(\frac{r}{r_s}\right)^{\alpha} - 1\right),
\]

\[
f_{\text{trans}}(r) = \left[1 + \left(\frac{r}{r_t}\right)^{\beta}\right]^{-\gamma/\beta},
\]

\[
\rho_{\text{infall}}(r) = \rho_0 \left(\frac{r}{r_0}\right)^{-x_e},
\]

where we fix \(r_0\) at 1.5 \(h^{-1}\) Mpc and \(\alpha\), \(\beta\), \(\gamma\), \(r_s\), \(r_t\), \(\rho_0\), and \(x_e\) are parameters of the model. Note that a transition function \(f_{\text{trans}}\) is needed since the splashback surface is generally not spherical in 3D so that when density is averaged in a spherical shell, the density drop gets smeared out (see Mansfield et al. 2017 for details). Also,

3Note that due to the higher noise level of the ACTPol survey than that of the SPT-SZ survey, the mean mass of ACTPol clusters is estimated higher despite the smaller SNR threshold than that of SPT-SZ.

4The full DES Y3 images are taken from 2013 August to 2016 February.
the model is flexible enough to provide profiles that are featureless, as can be seen in Fig. 12 (see also Baxter et al. 2017 for an extensive model comparison). We have also experimented with truncating the infalling power-law term at small radii via \( \rho_{\text{infall}}(r) = \rho_0 \left[ 1/r_{\text{max}} + (r/r_0)^6 \right]^{-1} \), where \( r_{\text{max}} \) sets the maximum density of the infalling term at small scales (Diemer 2017a). However, implementing such truncation has a negligible impact, and so for simplicity we leave it out.

The splashback radius, \( r_{\text{sp}} \), is a derived parameter in this model, and represents the minimum of the logarithmic derivative \( \log \rho / \log r \) of the total density.

Below, we will measure the projected galaxy surface number density around clusters. We relate the 2D projected density to the 3D density via

\[
\Sigma(R) = \int_{l_{\text{max}}}^{l_{\text{max}}} d\rho \left( \sqrt{R^2 + l^2} \right),
\]

where \( R \) is the 2D projected distance from the cluster centre and \( l_{\text{max}} \) is the maximum line-of-sight distance of integration, set to \( 40 \, h^{-1} \, \text{Mpc} \). We have checked that extending \( l_{\text{max}} \) to a higher value does not change our result significantly.

To account for the effects of cluster mis-centring, which can be different for the SZ-selected clusters and for the RM-selected clusters, we assume that some fraction, \( f_{\text{mis}} \), of the clusters are mis-centred, while a fraction \( (1 - f_{\text{mis}}) \) are correctly centred. The observed profile is then

\[
\Sigma = (1 - f_{\text{mis}}) \Sigma_0 + f_{\text{mis}} \Sigma_{\text{mis}},
\]

where \( \Sigma_0 \) is the profile without mis-centring and \( \Sigma_{\text{mis}} \) is the average density profile of the mis-centred clusters.

For a cluster miscentred by a distance \( R_{\text{mis}} \), the azimuthally averaged profile is

\[
\Sigma_{\text{mis}}(R|R_{\text{mis}}) = \int_0^{2\pi} d\theta \frac{\Sigma_0}{2\pi} \left( \sqrt{R^2 + R_{\text{mis}}^2 + 2RR_{\text{mis}} \cos \theta} \right).
\]

The profile averaged over a distribution of \( R_{\text{mis}} \) is then

\[
\Sigma_{\text{mis}}(R) = \int dR_{\text{mis}} P(R_{\text{mis}}) \Sigma_{\text{mis}}(R|R_{\text{mis}}),
\]

where \( P(R_{\text{mis}}) \) is the probability distribution of a cluster to be mis-centred by a distance \( R_{\text{mis}} \) from the true centre. Note that this model is not sample-specific, but rather can be applied to any cluster sample.

We assume the mis-centring distribution is described by a two-dimensional Gaussian. In this case, the distribution of \( R_{\text{mis}} \) can be characterized with a Rayleigh distribution:

\[
P(R_{\text{mis}}) = \frac{R_{\text{mis}}}{\sigma_R} \exp \left[ -\frac{R_{\text{mis}}^2}{2\sigma_R^2} \right].
\]

Saro et al. (2015) and Rykoff et al. (2016) show that the Rayleigh distribution can be used to describe the mis-centring of SPT and RM clusters, respectively.

For the SPT-selected sample, the positional uncertainty, which depends on the SPT beam size and the cluster size, applies to all clusters. For these clusters we therefore set \( f_{\text{mis}} = 1 \). Saro et al. (2015) also provide the positional uncertainty of the individual SPT clusters in units of arcminutes (see their equation 11), which we convert into a distance unit, taking into account the redshift values of the clusters. The calculated positional uncertainty of the SPT sample is \( \pm 2.7 \pm 0.4 \), which we use as the prior for the SPT mis-centring. Note that we assume the positional uncertainty of the measured galaxy surface density profile is constant over the entire cluster sample, which is not completely accurate. However, the validity of this approach in cluster density profile measurements is broadly confirmed by previous studies, e.g. Baxter et al. (2017), Chang et al. (2018), and McClintock et al. (2019).

On the other hand, for the RM clusters, the centring distribution is expected to be bimodal, with some clusters being perfectly centred and some being mis-centred. We therefore apply priors of \( f_{\text{mis}} = 0.22 \pm 0.11 \) and \( \ln(\sigma_R/(h^{-1} \text{Mpc})) = -1.19 \pm 0.22 \) following Rykoff et al. (2016).

The mis-centring distribution of ACT clusters differs from that of SPT because of the different beam size and because we use a lower SNR threshold when constructing the ACT sample. Given the large increase in cluster mis-centring at low SNR, we opt to use RM-derived centres for the ACT clusters when possible. Out of 89 ACT clusters in the DES footprint, 80 of them are matched to RM clusters. For the remaining 9 clusters, we use the locations of the cluster BCGs as the centre, where the BCG is identified by inspection. We note that for the 80 ACT clusters that are matched to RM clusters, their BCG positions typically agree precisely with those of the corresponding RM centres (66 out of 80). Since most of the ACT clusters are assigned RM centre, we adopt the RM miscentring priors for describing the mis-centring of the ACT clusters.

3.2 Measurement of the galaxy surface density profile

We adopt the same method for measurement of the galaxy surface density profile, \( \Sigma_g \), as in Baxter et al. (2017) and Chang et al. (2018). The mean galaxy distribution around clusters can be related to the cluster–galaxy cross-correlation function, \( \omega(R) \), where \( R \) represents the 2D projected comoving distance from the cluster centre. As shown in Diemer & Kravtsov (2014), \( r_{\text{sp}} \) is expected to scale with physical \( R_{200} \) on average. Therefore, since physical \( R_{200} \) is proportional to \( (1 + z)^{-1} \) for a fixed mass, measuring \( \omega(R) \) in comoving units, \( R_{\text{com}} = (1 + z)R_{\text{phys}} \), automatically accounts for this redshift dependence of \( r_{\text{sp}} \).

We divide the cluster sample into redshift bins with \( \Delta z = 0.025 \). Then we measure the mean cluster–galaxy angular correlation function in the \( i \)th bin, \( \omega_i(\theta, z_i) \), using the Landy–Szalay estimator (Landy & Szalay 1993). \( \omega_i(\theta, z_i) \) is converted to \( \omega_i(R, z_i) \) assuming the mid-point redshift value of the redshift bin.6 Next we average \( \omega(R, z_i) \) into the mean \( \omega(R) \), weighted by the number of clusters in each redshift bin.

Finally, the measured correlation function is related to the mean-subtracted density profile, \( \Sigma_g(R) \), via

\[
\Sigma_g(R) = \bar{\Sigma}_g \omega(R),
\]

where \( \bar{\Sigma}_g \) is the mean surface density of galaxies averaged over redshift bins, weighted by the number of clusters in each bin.

We apply an approximate absolute magnitude cut on the galaxies following the method of More et al. (2016). That is, for each redshift bin, we apply an absolute magnitude cut corresponding to the apparent magnitude cut \( (i < 22.5) \) at the maximum redshift of the cluster sample, 0.7. When calculating the absolute magnitudes of galaxies, we assume all the galaxies have the same redshift as the cluster of interest. For our sample and redshift range, this luminosity cut is \( M_i^* \approx M_i - 5 \log(h) < -19.87 \). After applying this absolute

6We have checked that this approximation introduces a negligible impact on the measured correlation function, with respect to the level of uncertainty.
Table 1. Prior range of each model parameter. $N(m, \sigma^2)$ represents a Gaussian prior with mean $m$ and standard deviation $\sigma$ (see Sections 3.1 and 3.3).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\log \rho_s$</td>
<td>$(-\infty, \infty)$</td>
<td>Amplitude of the Einasto profile</td>
</tr>
<tr>
<td>$\log \alpha$</td>
<td>$N(\log(0.22), 0.6^2)$</td>
<td>Parameter of the Einasto profile</td>
</tr>
<tr>
<td>$\log r_s$</td>
<td>$[\log(0.1), \log(5.0)]$</td>
<td>Scale radius of the Einasto profile</td>
</tr>
<tr>
<td>$\log r_i$</td>
<td>$[\log(0.5), \log(5.0)]$</td>
<td>Scale radius of $f_{\text{mis}}$</td>
</tr>
<tr>
<td>$\log \beta$</td>
<td>$N(\log(6.0), 0.5^2)$</td>
<td>First slope parameter of $f_{\text{mis}}$</td>
</tr>
<tr>
<td>$\log \gamma$</td>
<td>$N(\log(4.0), 0.5^2)$</td>
<td>Second slope parameter of $f_{\text{mis}}$</td>
</tr>
<tr>
<td>$\log \rho_0$</td>
<td>$(-\infty, \infty)$</td>
<td>Amplitude of $\rho_{\text{trans}}$</td>
</tr>
<tr>
<td>$\alpha_r$</td>
<td>$[0.1, 10.0]$</td>
<td>Log-slope of $\rho_{\text{trans}}$</td>
</tr>
<tr>
<td>$\ln \sigma_{\text{ln}}$</td>
<td>$N(-2.7, 0.4^2)$ (SPT)</td>
<td>Mis-centring amplitude</td>
</tr>
<tr>
<td>$\ln \sigma_0$</td>
<td>$N(-1.19, 0.22^2)$ (RM/ACT)</td>
<td>Mis-centring amplitude</td>
</tr>
<tr>
<td>$f_{\text{mis}}$</td>
<td>1.0 (SPT)</td>
<td>Mis-centring fraction</td>
</tr>
</tbody>
</table>

magnitude cut, the total number of galaxies ranges from 4780059 for the lowest redshift bin to 39117782 for the highest redshift bin.\(^7\)

The covariance matrix of the measurements is constructed using jackknife resampling (e.g. Norberg et al. 2009). For this purpose, we divide the survey area into 100 approximately equal area subregions. Each subregion is approximately $4.4 \times 4.4 \text{deg}^2$, significantly larger than the maximum scales considered in this analysis.

3.3 Model fitting

Given the jackknife estimate of the covariance matrix, $C$, we adopt a Gaussian likelihood, $L$, for the data, $d$, given the model parameters, $\theta$:

$$\ln L(d|m(\theta)) = -\frac{1}{2} [d - m(\theta)]^T C^{-1} [d - m(\theta)],$$  \hspace{1cm} (13)

where $m(\theta)$ is the model evaluated at the parameter values specified by $\theta$. The posterior on the model parameters is then given by

$$\ln P(\theta|d) = \ln \left[ L(d|m(\theta)) \right] + \ln P(\theta),$$  \hspace{1cm} (14)

where $P(\theta)$ are the priors imposed on $\theta$.

We draw samples from the posterior on the model parameters using Markov Chain Monte Carlo method of Goodman & Weare (2010) as implemented in the code emcee (Foreman-Mackey et al. 2013). We consider eight free parameters ($\rho_s$, $\rho_0$, $r_s$, $r_i$, $\alpha$, $\beta$, $\gamma$, and $\alpha_r$) from the cluster profile model and one parameter ($\ln \sigma_0$) from the mis-centring model (equations 8–11). While the number of free parameters is large relative to the number of data points (12 for RM clusters, 9 for SZ clusters), our main interest here is to not extract robust constraints on the model parameters, but rather to use the model fits to smoothly interpolate the data to extract constraints on its logarithmic derivative.

We adopt priors similar to those used by Chang et al. (2018), with a modification in the prior in the Einasto slope parameter, $\alpha$, since $\alpha$ is known to be dependent on the halo mass (Gao et al. 2008). The details, including the adopted priors, are summarized in Table 1. Note that when we fit the RM and ACT cluster profiles, we vary $f_{\text{mis}}$, adopting the prior of Rykoff et al. (2016). Thus, there is one additional free parameter in that case.

\(^7\)Note that we do not use photometric redshift information of galaxies in this method. Rather, the correlation function automatically picks up galaxies that are correlated with the clusters.

4 RESULTS

4.1 Splashback feature around SZ-selected clusters

In the upper panel of Fig. 3, we show the galaxy density profiles measured around the SPT-SZ-selected clusters and the best-fitting model profile in red. In the lower panel, we show the 68 per cent
mass threshold such that the mean mass of our sample matches that
selected clusters, SPT and ACT to simulations by adopting a lower
slope of \( N \) show in Fig. 4. Again, we find evidence for a steepening of
appears to be consistent with expectations from \( N \) than the maximum logarithmic slope obtained by an NFW profile
slope attained \( h \) at \( r_{sp} \) is \( 2.25^{+0.72}_{-0.26} \) \( h^{-1} \) Mpc with the steepest
inferred logarithmic slope of \( \rho_{coll} \) at \( r_{sp} \) is \( -5.40^{+0.27}_{-0.58} \) significantly steeper than the steepest slope obtained by an NFW profile
\( \rho_{coll} \) at \( r_{sp} \) is \( -5.17^{+0.05}_{-0.60} \) significantly steeper than the maximum logarithmic slope obtained by an NFW profile
\( r_{sp} \) and its uncertainty for the SPT sample is \( 2.37^{+0.48}_{-1.37} \) \( h^{-1} \) Mpc and the logarithmic slope at \( r_{sp} \) is \( -3.47^{+0.36}_{-0.30} \). The inferred logarithmic slope of \( \rho_{coll} \) at \( r_{sp} \) is \( -3.92^{+0.86}_{-0.30} \). The inferred logarithmic slope of \( \rho_{coll} \) at \( r_{sp} \) is \( -5.40^{+0.27}_{-0.58} \) significantly steeper than the steepest slope obtained by an NFW profile
\( -3.92^{+0.86}_{-0.30} \). The inferred logarithmic slope of \( \rho_{coll} \) at \( r_{sp} \) is \( -5.40^{+0.27}_{-0.58} \) significantly steeper than the steepest slope obtained by an NFW profile
features, compared with the uncertainty level of our data.

The analogous plot for the SZ-selected clusters from ACT is shown in Fig. 4. Again, we find evidence for a steepening of the logarithmic derivative of \( \rho(r) \) at roughly 2 Mpc, consistent with expectation from \( N \)-body simulations. We measure the ACT-selected clusters to have \( r_{sp} = 2.25^{+0.72}_{-0.26} \) \( h^{-1} \) Mpc with the steepest

The measurements of the galaxy density profiles around the SPT and ACT-selected clusters, taken together, constitute strong evidence for detection of a splashback feature around SZ-selected clusters. For both samples, the inferred logarithmic slope of the collapsed profile (\( \rho_{coll} \)) at \( r_{sp} \) is steeper by \( \sim 2\sigma \) than the minimum slope attained \( -3 \) by an NFW profile. These findings add significant weight to claims that splashback has been detected in the galaxy density profiles around massive clusters. The SZ-selected clusters are not as sensitive to many of the RM-related selection effects that could potentially mimic a splashback feature discussed in Busch & White (2017) and Chang et al. (2018).

4.2 Comparison with simulations

We now compare our measurement of the splashback feature to predictions from cosmological dark matter–only \( N \)-body simulations. Rather than attempting to populate these simulations with galaxies, we instead compare the measurements to both subhaloes and particles from the simulations. The simulated profiles of subhaloes and particles are derived from the publicly available Multidark catalogues (Riebe et al. 2013). These simulations use a 1 \( h^{-1} \)Gpc box, with 3840\(^3\) particles with a mass resolution of 1.5 \( \times 10^6 \) Mo \( h^{-1} \) and \( \Omega_m = 0.307 \) and \( h = 0.677 \). We match the SZ cluster selection of SPT and ACT to simulations by adopting a lower mass threshold such that the mean mass of our sample matches that of the observed sample. We use the MultiDark Planck 2 (MDPL2) snapshot at the redshift of \( z = 0.49 \), which is the closest snapshot to the observed mean redshift of our sample available for both particles and subhaloes. We have checked that using haloes from all snapshots between \( z = 0.25 \) and \( z = 0.7 \) does not significantly change the

\( r_{sp} \) and its uncertainty for the SPT sample is \( 2.37^{+0.48}_{-1.37} \) \( h^{-1} \) Mpc and the logarithmic slope at \( r_{sp} \) is \( -3.47^{+0.36}_{-0.30} \). The inferred logarithmic slope of \( \rho_{coll} \) at \( r_{sp} \) is \( -3.92^{+0.86}_{-0.30} \). The inferred logarithmic slope of \( \rho_{coll} \) at \( r_{sp} \) is \( -5.40^{+0.27}_{-0.58} \) significantly steeper than the steepest slope obtained by an NFW profile

location of splashback feature. We measure the splashback radius from the 3D density profile of the selected haloes.

In Fig. 3, we show the comparison of the logarithmic slope of the number density of subhaloes (cyan) and DM particles (black) in simulations to the slope of the number density profile of galaxies in SPT clusters. As described above, the halo sample identified in the simulations has been chosen to have the same mean mass as the SPT-selected clusters, 3.0\(^{+0.2}_{-0.2} \times 10^{14} \) h\(^{-1} \)M\(_{\odot}\). The subhalo curve is based on subhaloes with \( v_{peak} > 190 \) km s\(^{-1}\), which was chosen to roughly match the amplitude of the number density profile of galaxies around these clusters. The minimum of the slope for the simulation is at 2.16\(^{+0.20}_{-0.21} \) \( h^{-1} \) Mpc (subhaloes) and 2.08\(^{+0.10}_{-0.11} \) \( h^{-1} \) Mpc (particles). The observed splashback radius in the data is 2.37\(^{+0.04}_{-0.56} \) \( h^{-1} \) Mpc, which is in agreement with the simulations within 1\( \sigma \).

In Fig. 4, we show a comparison of the splashback feature measured with the ACT sample and the corresponding simulation profiles from subhaloes and particles. The haloes that are mass-matched to the ACT clusters have mean mass of \( M_{500c} = 3.3^{+0.5}_{-0.4} \times 10^{14} \) h\(^{-1} \)M\(_{\odot}\). We measure the splashback radius for the ACT clusters to be 2.22\(^{+0.10}_{-0.25} \) \( h^{-1} \) Mpc. This is consistent within 1\( \sigma \) of the splashback radius measured for mass-matched haloes in the simulation: 2.26\(^{+0.15}_{-0.25} \) \( h^{-1} \) Mpc for subhaloes and 2.13\(^{+0.12}_{-0.11} \) \( h^{-1} \) Mpc for particles.

In Figs 3 and 4, at small radii, the slope of the subhalo profile in simulations is much shallower than that of the observed galaxy profiles due to the disruption of subhaloes in the simulations. The subhaloes lose mass due to tidal interactions and pass below the resolution limit in the central regions, resulting in a flattening of the inferred slope. Dark matter particles are expected to trace the galaxies more closely in the inner regions than subhaloes, as the visible parts of galaxies are not disrupted completely by tidal stripping.

However, the observed galaxy profiles of SPT and ACT are noticeably steeper in the inner regions (radii smaller than \( \sim 0.5 \) \( h^{-1} \) Mpc) than that from simulation DM particles. While this has been previously noted by Masjedi et al. (2006) and Watson et al. (2010) for Luminous Red Galaxies, our results show that this difference also exists around massive clusters using galaxy samples down to lower mass. Models of galaxy evolution show (see e.g. fig. 10 in Budzynski et al. 2012, and associated discussion) that steepness of the radial profile of the galaxy number density is sensitive to the model assumptions about survival of the stellar component of galaxies against tidal disruption and treatment of dynamical friction. Detailed comparisons of the matter and galaxy density profiles of the kind shown here and interpretation of the differences is outside the scope of this paper, but we note that such comparisons along with the interpretation of the trends of the splashback radius discussed below, will provide useful constraints on quenching processes and their time-scales, as well as on details of dynamical processes and time-scales of galaxy disruption and merging due to tidal forces and dynamical friction.

One way to compare the measured and simulated density profiles is to examine the third derivatives of these profiles at the splashback radius. Since the splashback feature appears as a narrow minimum in the logarithmic derivative of the profile, the third derivative of the profile at splashback effectively measures the width of this

---

\(^8\) https://www.cosmosim.org/

\(^9\) We also have generated profiles of the simulated haloes with the SZ selection from the SPT/ACT by adopting the mass–observable relations in Bocquet et al. (2018) and Hilton et al. (2018) with the intrinsic and measurement scatters in the relations and applying the same SNR cuts as to the data. We checked that it negligibly affects the location and the depth of the splashback feature, compared with the uncertainty level of our data.

\(^10\) The mass uncertainty of the ACT clusters comes from the uncertainty of the weak-lensing mass calibration applied in Hilton et al. (2018) (see Section 2.2 for details). This uncertainty in mass is reflected in the error bars of the simulation surface density profiles in Fig. 4.
Table 2. 1σ ranges of the best-fitting parameters in different samples, including the model parameters (Section 3.1), splashback location \( r_{eb} \) and the minimum logarithmic slope at \( r_{eb} \). We also show the 1σ range of the logarithmic derivative of \( \rho_{coll} \). The values of mean mass (redshift) of the SPT, ACT, and RM samples are \( M_{500x} = 3.0 \times 10^{14} h^{-1} M_\odot \) (0.49), \( M_{500x} = 3.3 \times 10^{14} h^{-1} M_\odot \) (0.49), and \( M_{500x} = 3.0 \times 10^{14} h^{-1} M_\odot \) (0.46), respectively. Note that we do not show results of \( \rho_{0} \) and \( \rho_{c} \), since they do not contain much physical information determining \( r_{eb} \). ‘Red’ and ‘green’ represent the galaxy colours as defined in Section 4.5.1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( \log \alpha )</th>
<th>( \log r_{s} )</th>
<th>( \log r_{t} )</th>
<th>( \log \beta )</th>
<th>( \log y )</th>
<th>( r_{s} )</th>
<th>( f_{iso} )</th>
<th>( \ln \sigma_{R} )</th>
<th>( r_{eb} (h^{-1} \text{Mpc}) )</th>
<th>( \log \sigma_{\text{avg}(r_{eb})} )</th>
<th>( \log \sigma_{\text{med}(r_{eb})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPT</td>
<td>(-0.92+0.22 )</td>
<td>(-0.61+0.26 )</td>
<td>(0.34+0.14 )</td>
<td>(0.78+0.15 )</td>
<td>(0.60+0.17 )</td>
<td>(1.66+1.18 )</td>
<td>(1.0 )</td>
<td>(-2.00+0.10 )</td>
<td>(2.37+0.11 )</td>
<td>(-3.47+0.43 )</td>
<td>(-5.17+0.26 )</td>
</tr>
<tr>
<td>ACT</td>
<td>(-0.88+0.27 )</td>
<td>(-0.77+0.38 )</td>
<td>(0.30+0.19 )</td>
<td>(0.80+0.17 )</td>
<td>(0.60+0.17 )</td>
<td>(1.28+0.48 )</td>
<td>(0.20+0.10 )</td>
<td>(-1.19+0.23 )</td>
<td>(2.22+0.17 )</td>
<td>(-3.91+0.06 )</td>
<td>(-5.40+0.27 )</td>
</tr>
<tr>
<td>DES</td>
<td>(-1.10+0.46 )</td>
<td>(-0.67+0.20 )</td>
<td>(0.22+0.09 )</td>
<td>(0.88+0.11 )</td>
<td>(0.65+0.16 )</td>
<td>(1.69+0.19 )</td>
<td>(0.12+0.07 )</td>
<td>(-1.15+0.52 )</td>
<td>(1.88+0.12 )</td>
<td>(-3.71+0.20 )</td>
<td>(-5.52+0.61 )</td>
</tr>
<tr>
<td>SPT red</td>
<td>(-0.73+0.08 )</td>
<td>(-0.63+0.10 )</td>
<td>(0.39+0.14 )</td>
<td>(0.81+0.14 )</td>
<td>(0.60+0.16 )</td>
<td>(1.44+0.10 )</td>
<td>(1.0 )</td>
<td>(-2.68+0.90 )</td>
<td>(2.64+0.57 )</td>
<td>(-4.05+0.48 )</td>
<td>(-6.53+0.19 )</td>
</tr>
<tr>
<td>SPT green</td>
<td>(-0.66+0.26 )</td>
<td>(0.03+0.43 )</td>
<td>(0.26+0.17 )</td>
<td>(0.77+0.20 )</td>
<td>(0.58+0.18 )</td>
<td>(1.50+0.30 )</td>
<td>(1.0 )</td>
<td>(-2.68+0.42 )</td>
<td>(2.16+0.17 )</td>
<td>(-3.74+0.90 )</td>
<td>(-5.11+0.96 )</td>
</tr>
<tr>
<td>DES red</td>
<td>(-1.07+0.20 )</td>
<td>(-0.95+0.50 )</td>
<td>(0.25+0.09 )</td>
<td>(0.91+0.10 )</td>
<td>(0.70+0.15 )</td>
<td>(1.68+0.08 )</td>
<td>(0.09+0.07 )</td>
<td>(-1.14+0.22 )</td>
<td>(2.02+0.12 )</td>
<td>(-4.13+0.31 )</td>
<td>(-6.00+0.87 )</td>
</tr>
<tr>
<td>DES green</td>
<td>(-0.73+0.34 )</td>
<td>(0.18+0.03 )</td>
<td>(0.18+0.02 )</td>
<td>(0.90+0.14 )</td>
<td>(-0.64+0.19 )</td>
<td>(1.63+0.14 )</td>
<td>(0.24+0.10 )</td>
<td>(-1.17+0.20 )</td>
<td>(1.81+0.13 )</td>
<td>(-3.75+0.24 )</td>
<td>(-5.53+0.48 )</td>
</tr>
</tbody>
</table>

Figure 5. The posterior distributions of the third logarithmic derivatives of the fitted 3D density profiles evaluated at the splashback radius (red: SPT; green: ACT; blue: RM). This quantity represents the curvature at the location of splashback or in other words the width of the splashback feature. The dashed black lines represent the 1σ range for the particle profile. It is evident that the SZ selected clusters are consistent with simulations while RM clusters have a narrower splashback feature.

Figure 4. Same as Fig. 3, but using ACT-selected clusters. The uncertainties for the simulation profiles include the WL-calibration uncertainty for ACT cluster masses (see Section 2.2).
Figure 6. Comparison of the measured and model-fitted galaxy profiles around SPT (red) and DES RM (blue) clusters. In the top panel, we show the measured 2D density profiles (points with errorbars), the best-fitting model curve (solid line) and 1σ range of the fitted profile (bands) of each cluster sample in the corresponding colour. In the bottom panel, the 1σ ranges for the fitted logarithmic slope (bands), \( r_{200} \) (horizontal errorbars), and the slope at \( r_{200} \) (vertical errorbars) for each cluster sample are shown. We also show the 1σ ranges for \( r_{sp} \) and the slope at \( r_{sp} \) for ACT clusters with the green cross. The black dashed line shows \( r_{sp} \) from the simulation. The RM clusters exhibit a smaller \( r_{sp} \) by \( \sim 2\sigma \) than that of the simulation, consistent with previous studies with RM clusters.

The RM-selected clusters prefer a smaller splashback radius – \( r_{sp} = 1.88^{+0.12}_{-0.11} \) h\(^{-1}\) Mpc – compared to the SPT clusters, but this difference is not statistically significant (\( \sim 1\sigma \)); the \( r_{sp} \) of SPT clusters lies on the top of the simulation value and is \( \sim 1\sigma \) larger than that of RM. On the other hand, the splashback radius from RM is smaller than the expectation from simulations by \( \sim 2\sigma \), consistent with earlier results (More et al. 2016; Baxter et al. 2017; Chang et al. 2018). Our results thus show that the difference between the predicted and observed splashback radii with RM clusters persists at the high-mass end.

While SPT and RM clusters show \( r_{sp} \) values that are statistically consistent, there are significant differences between the galaxy surface density profiles of the two samples. For \( R \leq 0.5 \) Mpc, the RM clusters exhibit a smaller galaxy surface density and a shallower profile than the SPT clusters. This may be due to differences in the mis-centring distributions of the two samples (3.1), as the inferred 3D logarithmic slope is consistent between the RM and SPT samples.

Additionally, the minimum of the logarithmic derivative of the profile of the RM clusters is lower than that of the SPT-selected clusters near splashback. The profile shape can be further quantified by the third derivatives of the surface density profiles (second derivatives of the slope profiles) at the splashback radius. The results are shown in Fig. 5. The RM-selected clusters prefer profiles with larger third derivatives at \( r_{sp} \) (1σ range of [18.0, 60.8]) than the SPT-selected clusters ([6.1, 31.7]) for SPT and [5.3, 38.4] for ACT and the particle profile ([9.5, 11.9]) in the simulations. It indicates that at \( r_{sp} \) the slope in the logarithmic derivative of RM clusters changes much faster than that of SPT clusters and simulation particles. This measurement is consistent with Fig. 6, which shows that the RM-selected clusters have a narrow minimum in their logarithmic derivative profiles.

One possible explanation for the difference in the splashback radius between the RM and simulated clusters is orientation bias introduced in RM cluster selection (Dietrich et al. 2014). Because haloes are assigned a richness, \( \lambda \), based on the overdensity of red galaxies within an apertute, any selection of a halo sample that is based on a richness cut is likely to include haloes that have their major axis preferentially oriented towards the line of sight. The splashback radius can be different along different axes in a triaxial halo. Therefore, we may expect that if we are systematically looking down the major axis and stacking haloes based on a richness cut-off, the 2D splashback radius may shift to a smaller radius. We note that this is a different effect from what is discussed in Busch & White (2017), as in that study it is suggested that the random fluctuation of the galaxy distribution relative to the dark matter distribution, coupled with the richness selection, is the source of the splashback feature, whereas here the galaxy distribution is aligned with the dark matter, but the richness selection preferentially selects dark matter haloes that are oriented along the line of sight.

To quantify the orientation bias that may be present in our sample of clusters we use RM mocks generated using the Buzzard simulations (DeRose et al. 2019). These are a set of dark matter only, \( \Lambda \)CDM, \( N \)-body simulations that simulate the DES light cone, by painting galaxies on dark matter particles using ADDGALS (for details see Busha & Wechsler 2008; DeRose et al. 2019). For each halo associated with an RM cluster, we use the dark matter particles within \( R_{200,m} \) to calculate the reduced inertia tensor (see e.g. Osato et al. 2018), and its largest eigenvalue and the corresponding eigenvector are associated with the major axis of the halo. The cosine of the angle between this major axis and the line-of-sight direction, \( \cos (i) \), quantifies the orientation of the halo. For a sample of randomly selected haloes, \( \cos (i) \) follows a uniform distribution.

Fig. 7 shows the distribution of cosine of the angle that the major axis of a cluster makes with the line-of-sight direction as a function of the mass and richness of Buzzard haloes. The top panel of Fig. 8 shows the comparison of the distribution of \( \cos (i) \) for samples of clusters with the same mean mass but selected by applying a lower mass threshold in one case and a richness threshold in the other. As is evident from this figure, there is a significant orientation bias in the mock-RM sample (see also Zhang et al., in preparation for a detailed study of orientation bias).

The bottom panel of Fig. 8 shows the splashback radius measured for the two samples using the Buzzard haloes. The richness for these haloes have been obtained by running the RM algorithm on halo centres. While the median of \( \cos (i) \) in the richness selected sample shifts to 0.67 the splashback radius changes only by about 6 per cent. To get effects of the order of 20 per cent the median...
then select haloes to reproduce the orientation distribution of RM. Nevertheless, as in Buzzard and thus also cannot completely explain the shift in the splashback radius between RM and SZ clusters. Nevertheless, we caution that this exercise is based on simulations in which the characteristics of the galaxies may not completely match our data. This means that it is still possible that the quantitative level of this selection effect is closer to what we observe than what is shown in the simulation.

Another potential explanation for the discrepancy between the RM and simulation measurements is a bias in the cluster mass-observable relations. If, for instance, the mass–richness relationship from McClintock et al. (2019) were biased to high masses, then the true mass of the RM sample would be lower than we have inferred. Naively, this is not an impossible explanation, since the number density of our RM sample is higher than that of our SPT sample, which could be consistent with a mass bias. However, note that to explain the observed 10 per cent discrepancy in the splashback radius relative to simulations would require a roughly 30 per cent bias in the mass–richness relation, significantly larger than the 5 per cent uncertainty reported by McClintock et al. (2019).

We can further test bias in the mass–richness relation as a possible explanation for the observed splashback discrepancy by abundance matching the RM sample to the SZ sample. This approach has the advantage of being independent of the mass–observable relations of the two samples. We select RM clusters with $\lambda > \lambda_{\text{am}}$, choosing $\lambda_{\text{am}}$ such that the number density of RM clusters matches that of SPT clusters. For the abundance matched RM sample, we find that the mean mass is $M_{200m} = 6.27 \times 10^{14} M_\odot$, 18 per cent larger than the mean mass of the fiducial RM sample. Fitting the galaxy density measurement around the abundance matched sample, we find that the inferred splashback radius increases to $2.03^{+0.15}_{-0.17}$, 8 per cent higher than the fiducial RM measurement (see Fig. 6.), and $0.7\sigma$ ($0.3\sigma$) below the prediction in simulations with subhaloes (particles). While the $r_{sp}$ tension relative to simulations is therefore reduced, the mass–richness relationship from McClintock et al. (2019) would need to be in error by roughly $3.6\sigma$ for this to be the full explanation of the RM-simulation discrepancy. The distribution of third derivatives at splashback for the abundance matched sample is shown in Fig. 5. We find that the abundance matched sample also has a significantly narrower splashback feature than the simulated clusters. Consequently, even if a large bias in the mass–richness relationship were the explanation for the low $r_{sp}$ measured for RM clusters, the shape of the splashback feature for these clusters would still be discrepant with simulations.

In summary, we do not have evidence that any single factor explains the amplitude of the discrepancy between the measured $r_{sp}$ in the simulated and RM clusters. However, tests with simulations point to plausible consequences of RM selection that contribute to the difference. The simplicity of the SZ-selection function, on the other hand, makes it a more robust (albeit lower SNR so far) measurement. This type of analysis will be much more powerful with the larger SZ-selected cluster samples expected from ongoing and future surveys (Austermann et al. 2012; Merloni et al. 2012; Benson et al. 2014; Abazajian et al. 2016; Henderson et al. 2016; Ade 2019).

### 4.4 Quantitative comparison of profiles

In addition to comparing the inferred splashback radii of the different cluster samples, we can also directly compare the profile measurements for these clusters. Below, we perform comparisons between the measured and simulated profiles, and between the SZ-selected and RM cluster profiles. Again, due to the larger uncertainty in the ACT measurement relative to that of SPT, we focus on SPT clusters for the SZ-selected sample.
We use a $\chi^2$ test to evaluate consistency between the various profile measurements. Since the uncertainty on the simulated profiles is small compared to the uncertainty in the measured profiles, we ignore this source of uncertainty in comparisons to the simulated profiles. However, when comparing the measured and simulated profiles, we must account for differing normalizations of these profiles. We therefore define a $\chi^2$ via

$$
\chi^2(\alpha) = (d - \alpha s)^T C^{-1} (d - \alpha s),
$$

where $d$ represents the cluster profile measured in data, $s$ represents the measurements in simulations, $\alpha$ is a free parameter, and $C$ is the covariance matrix of the measurements. We expect the minimum $\chi^2$ obtained by varying $\alpha$ to be $\chi^2$ distributed with degrees of freedom equal to $\nu = N_R - 1$, where $N_R$ is the number of radial bins. We quantify tension between the profile measurements by reporting the probability to exceed (p.t.e.) the measured minimum $\chi^2$. Since the galaxy profile is not expected to trace the particle or subhalo profiles at very small scales, we restrict the analysis in this section to scales $R > 0.5\, h^{-1}\, \text{Mpc}$.

In the comparison of galaxy profiles around SPT clusters to the simulated particle profile we find p.t.e. = 0.004, indicating that the particle profile in the CDM simulation is significantly different from the measured galaxy profile. When comparing to the subhalo profile, we find p.t.e. = 0.2, indicating that the galaxy profile measurements around SPT clusters are consistent with the simulated subhalo profiles.

We repeat the $\chi^2$ test described above for the RM-selected clusters. Comparing to the particle profile, we find p.t.e. = $2 \times 10^{-4}$, indicating that the particle profile in simulations is not consistent with the measured galaxy profile. When using the subhalo profile (and again restricting to scales above $R > 0.5\, h^{-1}\, \text{Mpc}$), we find p.t.e. = 0.03. This low p.t.e. value indicates mild tension between the profiles of the RM clusters and the subhalo profile in simulations, unlike the case of SPT clusters.

Finally, we can also compare the SZ-selected clusters directly to the RM-selected clusters. In this case, allowing for a free normalization parameter is unnecessary, and we can compute $\chi^2$ via $\chi^2 = (d_{\text{SZ}} - d_{\text{RM}})^T C^{-1} (d_{\text{SZ}} - d_{\text{RM}})$, with $\nu = N_R$. In this comparison, we find p.t.e. = 0.6 when including only scales $R > 0.5\, h^{-1}\, \text{Mpc}$, indicating that the SPT and RM cluster profiles are statistically consistent over these scales. When including all measured scales, however, we find p.t.e. = 0.01, indicating tension. In agreement with Fig. 6, the tension between the RM and SPT cluster profiles is driven by the smallest radial bins, which may be related to different levels of mis-centring for the two samples.

4.5 Splashback as a function of galaxy colour

Clusters are associated with a high density of red and elliptical galaxies that have very little to no star formation (Oemler 1974; Dressler 1980; Dressler & Gunn 1983; Poggianti et al. 1999; Balogh, Navarro & Morris 2000). The quenching of star formation within a cluster may be related to intracluster processes like ram-pressure stripping (Gunn & Gott 1972; Abadi, Moore & Bower 1999), strangulation (Larson, Tinsley & Caldwell 1980), or galaxies may quench due to intrinsic processes related to their age (see e.g. von der Linden et al. 2010; Brodwin et al. 2013; Wetzel et al. 2013; Ehler et al. 2014; Wagner et al. 2015). In either case the fraction of red and blue galaxies should show a sharp variation at the splashback radius as it is the physical boundary that separates the region of space with galaxies on orbits (which are older and also more likely to be quenched) from those on pure infall at larger radii. This sharp transition near the edges would not be present if the one-halo term was NFW-like and continued on to the two-halo regime smoothly, and is therefore evidence for an abrupt cut-off of the virialized region at splashback (Baxter et al. 2017).

The purpose of our analysis here is two-fold. First, we seek to improve on the red/blue selection of galaxies in Baxter et al. (2017) and see whether this improvement changes the conclusion in that paper. Secondly, we seek to compare the colour-split profiles for SZ-selected clusters with that of RM-selected clusters, since the latter cluster finder specifically uses a subset of the red galaxies to find the cluster and may be susceptible to biases that depend on galaxy colours.

Furthermore, if galaxies stop forming stars during their orbits within a cluster, i.e. if quenching is mainly due to intracluster astrophysical processes, then the longer a galaxy has been inside a cluster the more likely it is to be red. So the colour of a galaxy should be indicative of how long it has been inside the cluster. Imagine a sample of blue galaxies falling into the cluster: if quenching begins on entry into the cluster and no blue galaxies survive until pericentric passage, then the density profile of the blue galaxies should not show any splashback, since none of them are able to reach the first apocentre of their orbit to form a splashback shell. Furthermore, since they are still on their first infall passage, the density profile of those blue galaxies would be consistent with a pure power law. Fig. 9 demonstrates how the slope of the 3D density profile traces discontinuities in phase space. The four panels show the phase space distribution of subhaloes that have been inside the cluster for different amounts of time. Galaxies in the infall stream do not show a splashback-like minimum, those that have completed at least one crossing show a minimum at splashback, while those that have not reached splashback but have crossed pericentre show a slope minimum at a location smaller than the splashback radius.

In this paper, we study the logarithmic slope and surface density for galaxies of different colours around massive SZ clusters, which contains information about their accretion histories.

4.5.1 Defining galaxy colours

To make galaxy colour selections, we divide galaxies in the redshift range [0.25, 0.7] into bins with width $\Delta z = 0.025$. Then in each redshift bin, we divide galaxies into three percentile ranges in $g - i$ colour. In Fig. 10, we show the result in the redshift bin [0.475, 0.500], which includes the mean redshift of the SPT cluster sample. The galaxy density contours are overplotted in colour–magnitude space. From the density contours, one can observe a bimodal distribution consisting of the red sequence and the blue cloud, as well as the green valley between them (Baldry et al. 2004; Schawinski et al. 2014). Furthermore, the red sequence approximately includes the reddest 20 per cent of the galaxies, the green valley the next 20 per cent and the blue cloud the next 60 per cent. We adopt the aforementioned threshold (20 per cent/20 per cent/60 per cent division) as our colour definition, and call them the ‘red’, the ‘green’, and the ‘blue’ galaxies, respectively. Note that the fraction of blue galaxies drops significantly inside clusters (Fig. 11), as we discuss further below.

The red/green/blue fractions also evolve moderately with redshift. For example, in the lowest redshift bin of $z = [0.250, 0.275]$, the red sequence covers $\sim 10–15$ per cent of galaxies, whereas the blue cloud includes $\sim 65–70$ per cent of them. However, we have adopted the 20 per cent–20 per cent–60 per cent separation in $g - i$ colour over the entire redshift range. We have checked that our
Figure 9. Subhaloes accreted by a cluster halo at different times, plotted in phase space. The four panels show the phase space distribution of all subhaloes accreted on to hosts with mean mass $M_{200m} = 6.17 \times 10^{14} M_\odot h^{-1}$ at times later than an ‘accretion time’, when the subhalo crossed into $3.8 h^{-1} \text{Mpc}$. Each panel gives the scale factor $a_{\text{acc}}$ corresponding to the accretion time. These are from the zoom-in simulations Rhapsody (Wu et al. 2013). The white vertical lines indicate the minimum of the slope of the 3D density profile in each of the four cases except in the lower-right panel in which there is no distinct splashback feature. The lower panels show that subhaloes that are accreted late, suggestive of blue galaxies, have not had time to splash back. The minimum in their slopes in 3D density profiles, if it exists, is not a true splashback.

4.5.2 Galaxy density profiles in different colour bins

The measured galaxy surface density profiles and their corresponding logarithmic derivatives, in different colour bins, are shown in Figs 11 and 12, respectively. In the upper panel of Fig. 11, we plot the surface density profiles of all/red/green/blue galaxies around SPT (solid lines) and RM clusters (dashed lines). In the bottom panel, we calculate the fraction of the red, green, and blue galaxies as in Baxter et al. (2017) by dividing each profile by the profile with all galaxies. It shows a sharp upturn (downturn) of the red (blue) fraction around the splashback radius, similar to the results in Baxter et al. (2017). Note that the upturn of the red fraction starts at a higher radius ($\sim 3 h^{-1} \text{Mpc}$) than $r_{\text{sp}}$. This may be attributed to the width of the splashback region, as not all galaxies turnaround exactly at the location of the minimum (Diemer 2017b; Mansfield et al. 2017). In addition, some galaxies may start quenching before they infall on to the cluster by pre-processing in the infalling galaxy groups (e.g. Zabludoff et al. 1996; Behroozi et al. 2014; Bianconi et al. 2018).

In the top panel of Fig. 12, we plot 68 per cent confidence ranges of the 3D logarithmic derivative of the fitted galaxy profiles around the SPT clusters, with all galaxies (black), green galaxies (green), and red galaxies (red), respectively. Red galaxies in SPT clusters display splashback features that are slightly deeper, consistent with Baxter et al. (2017). In the same figure, we also show 68 per cent ranges of the $r_{\text{sp}}$ (horizontal errorbars) and the corresponding logarithmic slope (vertical errorbars) around the RM clusters, with the same colour bins. The RM clusters exhibit a similar trend of the splashback feature across different galaxy colours.

In the bottom panel of Fig. 12, the 3D logarithmic derivative profiles of blue galaxies around the SPT clusters are plotted in blue. Although the data is somewhat noisy, one can see that the blue galaxy profiles are consistent with a pure power law not exhibiting any evidence of splashback feature, which may indicate the blue galaxies are still in their first orbital passage inside the clusters.

colour split also results in a reasonable separation of galaxies in other colour spaces (see the lower two panels of Fig. 10).
Figure 10. Top: Galaxy colour distribution in $g - i$ colour–magnitude space with the galaxy density contour overplotted, in the redshift bin $z = [0.475, 0.500]$ which encompasses the mean redshift of our fiducial SPT cluster sample. The ‘red sequence’ and the ‘blue cloud’ are clearly seen, as well as the ‘green valley’. Accordingly, as described in Section 4.5.1, we define the red, green, and blue galaxies so that they consist of 20 per cent, 20 per cent, and 60 per cent of the entire galaxy population, respectively. Middle, bottom: The corresponding red/green/blue galaxy distributions over $g - r$ (middle) and $r - i$ (bottom) colour–magnitude space. One can see the separation in $g - i$ colour space results in a reasonable colour selection also in other colour spaces.

Figure 11. Red, green, and blue galaxy density profiles around the SPT and RM clusters (top) and the fraction of the corresponding colour galaxies for SPT clusters with respect to all galaxies in that radial bin (bottom). The vertical line shows the location of the 3D splashback radius for SPT clusters. We further split blue galaxies into halves: the redder half (40th to 70th percentile, dashed magenta lines) and the bluer half (>70th percentile, dashed cyan lines).

These results suggest that infalling galaxies do not remain blue beyond their first pericentric passage, though perhaps not all star formation is quenched by the first apocentric passage as green galaxies do show a splashback feature close to the red galaxies. However, we defer a more detailed study of the profiles of galaxies split on colour and galaxy type to when larger SZ-selected samples are available. It would also be very interesting to have cluster/galaxy samples that extend to $z > 1$ where rapid quenching is expected (Brodwin et al. 2013; Ehler et al. 2014; Wagner et al. 2015), and to use measures of star formation beyond galaxy colour to constrain quenching time-scales.

5 DISCUSSION

We have presented measurements of galaxy profiles around SZ-selected galaxy clusters and used these measurements to characterize the splashback feature around these clusters. The SZ-selected sample has the advantage that it is likely to be closer to a mass-selected sample than optically selected cluster samples. Also, it provides an independent check on previous measurements of the splashback feature, which are all based on optically selected cluster samples.
samples. We used publicly available cluster samples from the SPT-SZ survey and the ACTPol survey for this study. These samples include 256 and 89 clusters in the DES footprint, respectively. The clusters were cross-correlated with galaxies from the DES Year 3 data set. We detect the splashback feature, inferred from a sharp decline in the galaxy density profile, with high significance for both cluster samples. The detection of the splashback feature is confirmed by the slope of the collapsed inner profile ($\rho_{\text{coll}}$) being much steeper than that from an NFW profile ($-3$), by ~2$\sigma$. When comparing to the MDPL2 N-body simulations, both the location and the amplitude (the steepest slope) of the splashback features in the two cluster samples agree with the simulations at the 1$\sigma$ level.

To connect with previous studies based on optically selected clusters, we match the mean mass and redshift distribution of clusters in the DES Y3 RM cluster sample to the SPT and ACT cluster samples and measure the location of the splashback feature in this mass-matched RM sample. We find that the location of the splashback feature is at a smaller radius than simulations, consistent with previous studies with RM clusters (More et al. 2016; Baxter et al. 2017; Chang et al. 2018). The size of this tension is too large to be easily explained by bias in the mass–richness relation. This suggests that RM clusters are likely affected by systematic effects that push the splashback radius to smaller values. We also investigate the possibility that projection effects coupled with the triaxiality of the clusters contribute to the selection effect in the RM clusters. From simple simulation tests, we find that these effects do contribute to the smaller apparent $r_{\text{sp}}$, but may not fully explain the level of discrepancy in $r_{\text{sp}}$ between RM clusters and simulations. Improved mock catalogues for RM clusters may provide further insights.

We summarize our measurements of $r_{\text{sp}}$ as well as those of previous studies in Table 3. The table makes clear that measurements based on galaxy density profiles around RM clusters consistently find lower splashback radii than found in simulations and in our measurements of SZ-selected clusters. The RM measurements reported here are in turn consistent with the measurements in earlier papers cited in the table which had a lower mean mass. So the comparison of RM versus SZ clusters with theory does not appear to be related to cluster mass (or redshift). We caution that the uncertainty on the SZ measurements precludes a more definitive statement.

Although we have focused on the location of the splashback radius in this paper, we also learn about the distribution of galaxies within massive clusters as a whole. While the location of the splashback feature is a distinctive feature that is simple to interpret physically, the overall profiles of the different samples analyzed in this paper also contain a wealth of information. For example, the galaxy profiles around the clusters do not exactly trace the particles or the subhaloes in CDM simulations; the inner profiles of the optically and SZ selected clusters are much steeper than those in the simulations (Figs 3 and 4). This may require further understanding of baryonic physics; for instance, the potential of the central galaxy may be strong enough to contract particle orbits to raise the central density. Comparison with lensing profiles in future studies will provide further insights. Furthermore, while the splashback location for the RM clusters is different from that of the SZ clusters by less than 1$\sigma$, the overall profiles from 0.2–5 $h^{-1}$ Mpc differ from each other at higher significance. We also find, in agreement with Baxter et al. (2017), that the outer profiles beyond splashback for all the samples asymptote to a slope of $-1.5$, which is consistent with infalling matter.

We also build on the approach of Baxter et al. (2017) and measure the profiles of galaxies split by colour. Red galaxies exhibit a splashback feature that is slightly deeper in the logarithmic derivative profile, while the bluest galaxies are consistent with a featureless, power-law profile that is expected for galaxies that are on the first infall and have not completed one pericentric passage. This reiterates the fact that the location of the splashback feature contains dynamical information that is otherwise difficult to obtain without velocities obtained from a redshift survey. Our results are consistent with earlier work by Oman & Hudson (2016), Adhikari et al. (2018a), and Zinger et al. (2018), who used SDSS spectroscopic data and found that blue galaxies are dominated by an infalling population. Recently Lotz et al. (2018) have also used hydrodynamical simulations to show that all galaxies stop forming stars before the first pericentric passage, consistent with blue galaxies being on the first infall. It will be interesting to model the colour dependence of the splashback radius to constrain the quenching time for galaxies and compare with models for galaxy evolution like those in Behroozi et al. (2019), Wetzel et al. (2013), and Hearin & Watson (2013). For example, Wetzel et al. (2013) suggests that quenching is delayed and then sudden, taking several
Recently, Wagner et al. (2015) for studies with distant galaxy clusters. SDSS and also Brodwin et al. (2013), Ehlert et al. (2014), and (2010) for an earlier work on star formation inside clusters with that complete quenching of star formation takes longer than one apocentric passage within the cluster [see von der Linden et al. (2010) for an earlier work on star formation inside clusters with SDSS and also Brodwin et al. (2013), Ehlert et al. (2014), and Wagner et al. (2015) for studies with distant galaxy clusters]. Further, it should be noted that the splashback radius measured from red galaxies, excluding the population of blue galaxies, may be a better indicator of the true boundary of the virialized region of the haloes.

Moreover, the number of SZ-selected clusters is expected to increase significantly with on-going and future surveys extended to higher redshift and lower mass (Austermann et al. 2012; Merloni et al. 2012; Benson et al. 2014; Abazajian et al. 2016; Henderson et al. 2016; Ade 2019). Along with weak-lensing measurements of density profiles, future cluster samples may sharpen the trends studied here, enable applications of splashback for tests of cluster physics or cosmology (Adhikari et al. 2018a), allow interesting comparisons of features in gas pressure profiles from SZ measurements with features measured in matter density profiles (Shi 2018b; Hurier, Adam & Keshet 2017), and allow for detailed comparisons with optically selected cluster samples that are essential for cluster cosmology. X-ray follow-up of these clusters will provide an additional avenue for understanding the evolutionary history of these objects and help establish the splashback feature as a robust probe of galaxy cluster physics.
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Table 3. The splashback radius $r_{200\, m}$ based on the galaxy profile and lensing profile, from previous studies as well as this paper. Note that we normalize $r_{200\, m}$ by $r_{200\, m}$ for easier comparison. We note that Umetsu & Diemer (2017) also reported a lower limit of $r_{200\, m} / 200\, m > 0.89$ based on a weak-lensing measurement of the CLASH X-ray cluster sample. We also note that Contigiani et al. (2019) report the constraints $r_{200\, m} / 200\, m = 1.34^{+0.45}_{-0.26}$ based on weak-lensing measurements around X-ray selected clusters; however, they do not report a significant detection of splashback-like steepening in the cluster density profile.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Measurement</th>
<th>Sample</th>
<th>Mean mass ($10^{14} , h^{-1} , M_{\odot}$)</th>
<th>Mean redshift</th>
<th>$r_{200, m} / 200, m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>More et al. (2016), Baxter et al. (2017)</td>
<td>Galaxy profile</td>
<td>SDSS RM</td>
<td>$M_{200, m} = 1.9$</td>
<td>0.24</td>
<td>0.85 $\pm$ 0.06</td>
</tr>
<tr>
<td>Chang et al. (2018)</td>
<td>Galaxy profile</td>
<td>DES RM</td>
<td>$M_{200, m} = 1.8$</td>
<td>0.41</td>
<td>0.82 $\pm$ 0.05</td>
</tr>
<tr>
<td>Chang et al. (2018)</td>
<td>Weak-lensing</td>
<td>DES RM</td>
<td>$M_{200, m} = 1.8$</td>
<td>0.41</td>
<td>0.97 $\pm$ 0.15</td>
</tr>
<tr>
<td>This work</td>
<td>Galaxy profile</td>
<td>DES RM</td>
<td>$M_{200, m} = 5.3$</td>
<td>0.46</td>
<td>0.97 $\pm$ 0.06</td>
</tr>
<tr>
<td>This work</td>
<td>Galaxy profile</td>
<td>SPT-SZ</td>
<td>$M_{200, m} = 5.3$</td>
<td>0.49</td>
<td>1.25 $\pm$ 0.26</td>
</tr>
<tr>
<td>This work</td>
<td>Galaxy profile</td>
<td>ACT-SZ</td>
<td>$M_{200, m} = 5.8$</td>
<td>0.49</td>
<td>1.11 $\pm$ 0.36</td>
</tr>
<tr>
<td>This work</td>
<td>Particle profile</td>
<td>MDPL2 N-body sims</td>
<td>$M_{200, m} = 5.3$</td>
<td>0.49</td>
<td>1.07 $\pm$ 0.02</td>
</tr>
</tbody>
</table>

Notes. $^a$The values quoted in the first row are from Baxter et al. (2017) as More et al. (2016) only reported results for cluster samples split on their $R_{\text{mem}}$ parameter.
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APPENDIX: PRIOR DISTRIBUTION OF THE HALO MODEL

We hereby present the distributions of the splashback radius, \( r_{sp} \), and the corresponding logarithmic slope of the density profile at \( r_{sp} \), drawn from the prior distribution of our halo model (Table 1).

Among the halo density profiles drawn from the prior distribution, we remove the ones for which the logarithmic derivative is monotonically increasing/decreasing in \( r \) (no splashback-like feature). It amounts to \(~20\%\) of the full prior distribution, which indicates our model is flexible enough to generate profiles without any splashback-like feature.

The result is shown in Fig. A1 in terms of the probability density. The \( x \)-axis represents the location of \( r_{sp} \) and the \( y \)-axis the corresponding logarithmic slope at \( r_{sp} \). One can see that the prior distribution covers the entire space fairly evenly.

Figure A1. The two-dimensional probability distribution of \( r_{sp} \) (x-axis) and the logarithmic derivative of the density profile at \( r_{sp} \) (y-axis), drawn from the prior distribution of the halo model (Table 1).
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