Asymptotic safety of quantum gravity beyond Ricci scalars
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We investigate the asymptotic safety conjecture for quantum gravity including curvature invariants beyond Ricci scalars. Our strategy is put to work for families of gravitational actions which depend on functions of the Ricci scalar, the Ricci tensor, and products thereof. Combining functional renormalization with high order polynomial approximations and full numerical integration we derive the renormalization group flow for all couplings and analyse their fixed points, scaling exponents, and the fixed point effective action as a function of the background Ricci curvature. The theory is characterized by three relevant couplings. Higher-dimensional couplings show near-Gaussian scaling with increasing canonical mass dimension. We find that Ricci tensor invariants stabilize the UV fixed point and lead to a rapid convergence of polynomial approximations. We apply our results to models for cosmology and establish that the gravitational fixed point admits inflationary solutions. We also compare findings with those from $f(R)$-type theories in the same approximation and pin-point the key new effects due to Ricci tensor interactions. Implications for the asymptotic safety conjecture of gravity are indicated.
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I. INTRODUCTION

It is widely acknowledged that for quantum field theories to be fundamental and predictive up to highest energies, their short-distance behavior should be controlled by an ultraviolet (UV) fixed point under the renormalization group [1,2]. In particle physics, it is known since long that ultraviolet fixed points can be free, such as in asymptotic freedom of non-abelian gauge theories [3,4]. Ultraviolet fixed points can also be interacting, such as in asymptotic safety [5]. In the absence of gravity, general theorems for asymptotic safety [6] and proofs of existence in four dimensional theories are available, covering simple [7,8], semisimple [9], supersymmetric gauge theories [10], and standard model extensions [11]. It has also been speculated that a quantum theory for gravity with matter may exist with the help of an interacting UV fixed point [12–18].

In gravity, and much unlike in non-Abelian gauge theories, proofs or theorems for asymptotic safety are presently not at hand. This is largely due to the dimensional nature of Newton’s coupling whose canonical mass dimension must be compensated by large anomalous dimensions and strong quantum effects. Still, at strong coupling, the asymptotic safety conjecture can be tested systematically with the help of a bootstrap search strategy [19]. By now, an extensive body of evidence for asymptotic safety has grown over the years using the renormalization group within increasingly sophisticated approximations [19–82]. Invariably, the fluctuations of the metric field are found to be strong, strong enough for gravity to become antiscreening [12–14]. Canonical power counting continues to be a “good” ordering principle [5,19]: canonically relevant couplings remain relevant at interacting fixed points, canonically irrelevant couplings remain irrelevant, and the spectrum becomes near-Gaussian with increasing mass dimension [19,57]. It would then seem that asymptotically safe gravity becomes “as Gaussian as it gets.”

Much of the above picture has been established for $f(R)$ quantum gravity and high-order polynomial approximations thereof. In this work, we extend investigations of the asymptotic safety conjecture towards actions beyond Ricci scalars. We use the method of functional renormalization to derive renormalization group flow equation for gravity including at strong coupling. Our primary goal is to generalize the successful flow equations for $f(R)$ type approximations to much more general classes of actions involving Ricci and Riemann tensor invariants, or products and combinations thereof. A main challenge for such a program is that explicit flow equations for general actions of the form $f(R, R_{\mu\nu}, R_{\mu\nu\rho\sigma}, \ldots)$ are not available. The main
new idea is the observation that for certain subsets of actions, flow equations can nevertheless be derived and analyzed. For want of example, we consider the UV fixed point of quantum gravity based on actions of the form

\[ f(R, R_{\mu \nu}) = F(R_{\mu \nu} R^{\mu \nu}) + R \cdot Z(R_{\mu \nu} R^{\mu \nu}). \]  

(1.1)

where \( F \) and \( Z \) are unspecified functions, ultimately determined by the UV fixed point itself. For small curvature, the action reduces to the standard Einstein-Hilbert action. For large curvature, higher order terms modify the action and the dynamics of the theory. The virtue of actions of the form (1.1) is that, when Taylor-expanded in curvature invariants, only a single term arises per canonical mass dimension. In other words, evaluating the renormalization group equations on spaces with constant curvature is sufficient to find the running for all polynomial couplings of the theory, as well as the non-perturbative renormalization group flow of the functions \( F \) and \( Z \). By and large, these ideas are similar to what had been done previously for \( f(R) \) type actions. Generalizing those for actions involving more general curvature invariants will enable us to investigate the impact on the gravitational UV fixed point of curvature invariants beyond Ricci scalars. Unlike \( f(R) \) theories, our approximations also incorporate the full kinematics of fourth order gravity alongside higher order curvature invariants. As a first application of our results, we investigate the availability of scaling solutions for cosmology such as inflation, and compare findings with \( f(R) \)-type theories within the exact form. To this end we write the action as

\[ \Gamma_k[\phi, \bar{g}_{\mu \nu}] = \bar{\Gamma}_k[\mu \nu] + \Gamma_k[\phi, \bar{g}_{\mu \nu}] \quad (2.2) \]

where \( \bar{\Gamma}_k[\mu \nu] \) only depends on the metric fluctuation \( h_{\mu \nu} \) through the full dynamical metric \( g_{\mu \nu} = \bar{g}_{\mu \nu} + h_{\mu \nu} \) and we demand that \( \bar{\Gamma}_k[0, \bar{g}_{\mu \nu}] = 0 \). Our first simplification will be to specify that \( \bar{\Gamma}_k[\phi, \bar{g}_{\mu \nu}] \) is given by the sum of terms in the bare action \( S \) which arise from the functional measure namely the gauge fixing action \( S_{\text{gf}} \), the ghost action \( S_{\phi} \) and the auxiliary field action \( S_{\text{aux}} \) arising from field redefinitions. Since these terms come from the bare action we will neglect their \( k \) dependence and therefore they only appear explicitly in the right hand side of the flow equation as part of the hessian operator \( \Gamma_k^{(2)} \). The left-hand side of the flow equation will therefore only contain the beta functions of couplings arising from the action \( \bar{\Gamma}_k[\mu \nu] \) which is a diffeomorphism functional of the metric tensor \( g_{\mu \nu} \). It then suffices to evaluate the flow equation at vanishing field \( \phi = 0 \) in order to obtain the beta functions for the couplings inside \( \bar{\Gamma}_k[\mu \nu] \). This approximation is known as the single field or background field approximation. In general, we may introduce an ansatz for \( \bar{\Gamma}_k[\mu \nu] \) by writing it as

\[ \bar{\Gamma}_k[\mu \nu] = \sum_{n, i} \bar{\gamma}_{n, i} \int d^4 x \mathcal{O}_{n, i}[\mu \nu]. \quad (2.3) \]
Here, $O_{n,i}$ are invariants of mass dimension $2n$ built out of the metric field and derivatives thereof, with $i$ differentiating terms of the same dimensionality, and $\lambda_{n,i}$ the corresponding couplings.

As a second approximation, we choose to evaluate the flow equation (2.1) on a spherical background with metric $\bar{g}_{\mu\nu}$ obeying the relations

$$\bar{R}_{\mu\nu} = \frac{\bar{R}}{d}\bar{g}_{\mu\nu}, \quad \bar{R}_{\mu\nu\rho\sigma} = \frac{\bar{R}}{(d-1)}(\bar{g}_{\mu\rho}\bar{g}_{\nu\sigma} - \bar{g}_{\mu\sigma}\bar{g}_{\nu\rho}),$$

(2.4)

where $\bar{R}$, $\bar{R}_{\mu\nu}$ and $\bar{R}_{\mu\nu\rho\sigma}$ are the Ricci scalar, Ricci curvature, and Riemann curvature tensors respectively. This choice then limits our ability to distinguish curvature invariants with the same canonical mass dimension. In order to obtain limits our ability to distinguish curvature invariants and Riemann curvature tensors respectively. This choice then limits our ability to distinguish curvature invariants with mass dimension four, which are linear combinations of the three independent quadratic curvature invariants with mass dimension four, which are the squares of the scalar curvature $R$, the Ricci tensor $\text{Ric}$ and the Riemann tensor $\text{Riem}$. We also require that $\bar{X}$, when evaluated on spheres with constant scalar curvature $r$, gives $\bar{X}_{\text{spheres}} = r^2/4$. This normalization condition implies that only two of the three parameters $a$, $b$ and $c$ are independent.

The family of theories described by (2.7) contain the scale-dependent cosmological constant $\Lambda$ and Newton’s coupling $G_k$ as the leading order coefficients

$$F_k(0) = \frac{\Lambda_k}{8\pi}, \quad Z_k(0) = \frac{1}{16\pi G_k},$$

(2.9)

of the Taylor expansion in $\bar{X}$. In addition, the model contains all polynomial couplings proportional to the invariants $\bar{X}^n$ and $R \cdot \bar{X}^m$. The $f(R)$ models (2.6) correspond to the choice

$$(a, b, c) = (1, 0, 0).$$

(2.10)

Here, instead, we are interested in the class of models with

$$(a, b, c) = (0, 1, 0).$$

(2.11)

Unlike (2.10), the model with (2.11) retains Ricci curvature invariants, which are more sensitive to the dynamics of the graviton. The first few leading terms of the effective action read [85]

$$\hat{\Gamma}_k = \int d^d x \sqrt{g}(\lambda_0 + \lambda_1 R + \lambda_2 R_{\mu\nu} R_{\mu\nu} + \lambda_3 (R_{\mu\nu} R_{\mu\nu}) + \lambda_4 (R_{\mu\nu} R_{\mu\nu}) R_{\alpha\beta} + \cdots).$$

(2.12)

The action involves new curvature invariants which have not been studied previously within non-perturbative RG for gravity. We stress that our choice (2.11) is ad hoc inasmuch as (2.10). The main purpose of this study is to establish whether or not the additional dynamics of the metric field is going to affect the UV behavior in any significant manner.

Our main point is that (2.6) is only one out of many possible choices: flows for the running of couplings can be found for any set of $O_n$ with unequal canonical mass dimensions. In this light, we put forward a strategy to derive RG flows for much more gravitational actions by replacing (2.6) with

$$\hat{\Gamma}_k[g_{\mu\nu}] = \int d^4 x \sqrt{g} [F_k(\bar{X}) + R \cdot Z_k(\bar{X})],$$

(2.7)

where $F_k$ and $Z_k$ are functions of

$$\bar{X} = aR^2 + b \text{Ric}^2 + c \text{Riem}^2,$$

(2.8)

with $a$, $b$, $c$ free parameters. By construction, (2.8) is a linear combination of the three independent quadratic curvature invariants with mass dimension four, which are the squares of the scalar curvature $R$, the Ricci tensor $\text{Ric}$ and the Riemann tensor $\text{Riem}$. We also require that $\bar{X}$, when

B. Field decompositions

In order to calculate the trace we will adopt heat kernel methods. To do so we first bring the second variation into a form where it is a function of Laplacians and scalar curvature only. For this reason we use the transverse traceless decomposition of the original field $h_{\mu\nu}$ [87]
\[ h_{\mu \nu} = g_{\mu \nu} + \tilde{\nabla}_\mu \xi_\nu + \tilde{\nabla}_\nu \xi_\mu + \tilde{\nabla}_\mu \tilde{\nabla}_\nu \sigma - \frac{1}{d} \tilde{\nabla}_\mu \tilde{\nabla}_\nu \tilde{\nabla}^2 \sigma + \frac{1}{d} \tilde{\nabla}_\mu h, \]

(2.13)

which was first introduced in the context of the functional renormalization group in [86]. The various new fields are subject to the constraints,

\[ \tilde{g}^{\mu \nu} h^T_{\mu \nu} = 0, \quad \tilde{\nabla}^{\mu} h^T_{\mu \nu} = 0, \quad \tilde{\nabla}^{\mu} \xi_\mu = 0, \quad h = \tilde{g}_{\mu \nu} h^\mu. \]

(2.14)

Here \( h = \tilde{g}^{\mu \nu} h^T_{\mu \nu} \) is the trace of the fluctuation, \( h^T_{\mu \nu} \) denotes the transverse-traceless part of \( h_{\mu \nu} \), \( \tilde{\nabla}^{\mu} \xi_\mu \) is a transverse vector field that together with the scalar \( \sigma \) gives the longitudinal-traceless part of \( h_{\mu \nu} \) according to (2.13). Such a decomposition is advantageous because it leads to partial diagonalization of the propagator on a spherical background (except between \( h \) and \( \sigma \)) and therefore it becomes a simple task to invert it.

Note that after decomposing our original field \( h_{\mu \nu} \) into its transverse traceless decomposition it does not receive any contributions from the modes of the \( \sigma \) field that obey the conformal Killing equation

\[ \tilde{\nabla}_\mu \tilde{\nabla}_\nu \sigma + \tilde{\nabla}_\nu \tilde{\nabla}_\mu \sigma = \frac{2}{d} \tilde{\nabla}_\mu \tilde{\nabla}^2 \sigma \]

(2.15)

and similarly from the modes of the \( \tilde{\xi}^{\mu \nu} \) field that obey the Killing equation

\[ \tilde{\nabla}_\mu \tilde{\xi}_\nu + \tilde{\nabla}_\nu \tilde{\xi}_\mu = 0. \]

(2.16)

These modes, when evaluated on the sphere, correspond to the lowest two modes of \( \sigma \) and the lowest mode of \( \tilde{\xi}^{\mu \nu} \) respectively and therefore they should be excluded from the trace evaluation. For details of the heat kernel coefficients of the constrained fields as well as for the exclusion of lowest modes see Appendix B.

C. Gauge fixing and ghosts

Because of the diffeomorphism invariance of the metric field the effective action has to be supplemented with a gauge fixing term so that only the physical modes of the field are taken into account. It is convenient to choose a gauge fixing term of the form

\[ S_{gf} = \frac{1}{2\alpha} \int d^d x \sqrt{g} g^{\mu \nu} F_\mu F_\nu \]

(2.17)

with the gauge fixing condition \( F_\mu = 0 \). Here we will choose \( F_\mu \) to be given by

\[ F_\mu = \sqrt{2\kappa \left( \tilde{\nabla}_\mu h_{\mu \nu} - \frac{1 + \delta}{d} \tilde{\nabla}_\mu h \right)}, \]

(2.18)

with \( \kappa = (32\pi G_N)^{-1/2} \) and \( h = h^{\mu \nu}\bar{g}_{\mu \nu} \) being the trace of the fluctuation. The gauge fixing condition that was originally used in [20] corresponds to \( \delta = \frac{d}{4} - 1 \). Here and from now on bared geometrical quantities, such as \( \tilde{\nabla} \) above, mean that they are constructed by the background metric \( \bar{g}_{\mu \nu} \). Then, by substituting \( F_\mu \) into the gauge fixing action we get

\[ S_{gf} = \frac{k^2}{\alpha} \int d^d x \sqrt{g} \left[ \tilde{\nabla}_\rho h^{\rho \mu} \tilde{\nabla}_\lambda h^{\lambda}_\mu - \left( \frac{1 + \delta}{d} \right)^2 \frac{1}{\alpha} \tilde{\nabla}_\rho h^{\rho \mu} \tilde{\nabla}_\lambda h^{\lambda}_\mu \right]. \]

(2.19)

For the above gauge fixing, the corresponding ghost action is

\[ S_{gh} = -\sqrt{2} \int d^d x \sqrt{g} \tilde{C}^{\mu \nu} M_{\mu \nu} C^\nu, \]

(2.20)

with the Faddeev-Popov operator given by

\[ M_{\mu \nu} = \tilde{\nabla}_\rho g_{\mu \rho} \tilde{\nabla}_\tau + \tilde{\nabla}_\rho \tilde{g}_{\mu \rho} \tilde{\nabla}_\tau - 2\frac{1 + \delta}{d} \tilde{\nabla}_\rho \tilde{g}^{\rho \sigma} \tilde{g}_{\mu \rho} \tilde{\nabla}_\sigma. \]

(2.21)

As with the metric fluctuations, it is convenient to decompose the ghost fields into transverse (\( C^T_\mu \) and \( \tilde{C}^T_\mu \)) and longitudinal (\( \eta \) and \( \tilde{\eta} \)) parts

\[ C_\mu = C^T_\mu + \tilde{\nabla} \eta, \quad \tilde{C}_\mu = \tilde{C}^T_\mu + \tilde{\nabla} \tilde{\eta}. \]

(2.22)

In this decomposition, the modes that are unphysical and must be excluded from the trace evaluation are the constant modes of \( \eta \) and \( \tilde{\eta} \) corresponding to lowest modes of the Laplacian. In addition, it has also been argued that the lowest mode of \( C^T_\mu \) and \( \tilde{C}^T_\mu \) and the second lowest modes of \( \eta \) and \( \tilde{\eta} \) should be removed to ensure an exact cancellation with the fluctuations of the field \( \xi \) and \( \sigma \) from the gauge fixing term (see below) in the gauge \( \delta = 0 \), [30–32]. Here, we point out an independent motivation for leaving out these additional modes by noting that they correspond to zero modes of the ghost operator. As such, if retained, these modes would lead to a vanishing Faddeev-Popov determinant, which is why we will leave them out in this paper. We come back to this aspect in Sec. IV B. More technical details about this construction can be found in Appendix B.

The gauge fixing action (2.19) is already quadratic in the fields. Now we can substitute the metric decomposition (2.13) into (2.19) to express \( S_{gf} \) in terms of the metric components as
\[ S_{gf} = \frac{\kappa^2}{\alpha} \int d^d x \sqrt{g} \left\{ \xi_\nu \left[ \Box^2 + 2 \tilde{R} \Box + \tilde{R}^2 \right] \xi^\nu - \sigma \left[ \frac{(d-1)}{d} \Box^2 + 2 \tilde{R} \frac{d}{d^2} (d-1) \Box^2 + \tilde{R}^2 \right] \sigma + \frac{2}{d^2} h[(d-1)\delta \Box^2 + \delta \tilde{R} \Box \sigma - \delta^2 \frac{d}{d^2} h \Box h) \right\}. \]  

(2.23)

It follows that the contributions to the Hessians coming from the gauge fixing action take the form

\[ (S_{gf}^{(2)})^{\xi \xi} = \frac{\kappa^2}{\alpha} \left( \Box^2 + 2 \frac{\tilde{R}}{d^2} \Box + \tilde{R}^2 \right) \]  

(2.24)

\[ (S_{gf}^{(2)})^{\sigma \sigma} = \frac{\kappa^2}{\alpha} \left( -\frac{\delta^2}{d^2} \Box \right) \]  

(2.25)

\[ (S_{gf}^{(2)})^{hh} = \frac{\kappa^2}{\alpha} \left( \delta \frac{2}{d^2} (d-1) \Box^2 + \delta \frac{2}{d^2} R \Box \right) \]  

(2.26)

\[ (S_{gf}^{(2)})^{h \sigma} = \frac{\kappa^2}{\alpha} \left( \delta \frac{2}{d^2} (d-1) \Box^2 + \delta \frac{2}{d^2} R \Box \right) \]  

(2.27)

where we have dropped the bars for notational simplicity, since after computing the Hessians we set \( g_{\mu \nu} = \tilde{g}_{\mu \nu} \) and therefore it remains only one metric field. However, it should be kept in mind that all the geometric quantities are constructed with the background metric.

After substituting the ghost decomposition (2.22) into the ghost action (2.20) we have

\[ S_{gh} = -\sqrt{2} \int d^d x \sqrt{\tilde{g}} \left\{ C^\mu T M_{\mu \nu} C^T + \tilde{C}^\mu T M_{\mu \nu} \tilde{\nabla}^\nu \eta + \tilde{\nabla}^\mu \tilde{\eta} M_{\mu \nu} C^T + \tilde{\nabla}^\mu \tilde{\eta} M_{\mu \nu} \tilde{\nabla}^\nu \eta \right\}. \]  

(2.28)

Now we substitute the Faddeev-Popov operator (2.21) into the above equation and we perform the second variation in order to get for the Hessians of each ghost component field

\[ (S_{gh}^{(2)})^{CT} = -\sqrt{2} \Box - \sqrt{2} \frac{R}{d} \]  

(2.29)

\[ (S_{gh}^{(2)})^{\eta \eta} = \frac{2 \sqrt{2}}{d} \left[(d-\delta-1) \Box^2 + \frac{2 \sqrt{2}}{d^2} R \Box \right] \]  

(2.30)

where again we have dropped the bars after setting \( g_{\mu \nu} = \tilde{g}_{\mu \nu} \).

**D. Auxiliary fields**

The metric decomposition (2.13) is merely a coordinate transformation and as such it induces the Jacobian of the transformation \( J_{gr} \). Here we are going to determine this quantity and we will follow the Faddeev-Popov trick so that we transform the contributions from the determinants into contributions from auxiliary fields. We begin by writing the following relation between the original field \( h_{\mu \nu} \) and the components of the transverse traceless decomposition

\[ h_{\mu \nu} h^{\mu \nu} = h_{T \mu} h_{T \nu} + \frac{1}{d} h h - 2 \xi_\nu \left[ \Box + \frac{R}{d} \right] \xi^\nu + \sigma \left[ \frac{(d-1)}{d} \Box^2 + \frac{\tilde{R}}{d^2} \Box \right] \sigma, \]  

(2.31)

which is valid when integrated over \( \int d^d x \sqrt{\tilde{g}} \). Then, at the level of the path integral the Jacobian of the field transformation takes the form

\[ J_{gr} = \left( \det M_{(0)} \right)^{1/2} \left( \det M_{(1T)} \right)^{1/2} \]  

(2.32)

with the operators \( M_{(0)} \) and \( M_{(1T)} \) coming from the contributions of the scalar \( \sigma \) and the transverse vector \( \xi^\mu \) respectively and having the form

\[ M_{(0)} = \left( \frac{d-1}{d} \right) \Box^2 + \frac{R}{d} \Box, \]  

(2.33)

\[ M_{(1T)} = \Box + \frac{R}{d}. \]  

(2.34)

The terms containing the transverse-traceless field \( h_{T \mu} \) and the trace field \( h \) do not contribute to the transformation Jacobian since they do not involve operators and under the path integral they are simple Gaussian integrals contributing only a constant. Now, we would like to express these determinants as new contributions to the action in terms of auxiliary fields. For this reason, we follow the Faddeev-Popov trick and write them as Gaussian integrals. We start with the determinant of the scalar field

\[ \left( \det M_{(0)} \right)^{1/2} = \frac{\det M_{(0)}}{\left( \det M_{(0)} \right)^{1/2}} = \int \mathcal{D} \lambda \mathcal{D} \bar{\lambda} \mathcal{D} \omega \left\{ \exp \left[ -\int d^d x \sqrt{\tilde{g}} (\bar{\lambda} M_{(0)} \lambda + \omega M_{(0)} \omega) \right] \right\} \]  

(2.35)

where \( \lambda \) and \( \bar{\lambda} \) are complex Grassmann fields coming from the denominator of the above expression and \( \omega \) is a real field coming from the numerator. Thus the action for the scalar auxiliary fields reads \( S_{aux}^{(0)} = \int d^d x \sqrt{\tilde{g}} M_{(0)} \lambda + \frac{\lambda}{2} M_{(0)} \omega \) and the Hessians for \( \lambda, \lambda \) and \( \omega \) are given, after dropping the bars, by
\[
\left( S_{\text{aux}}^{(2)} \right)^{(2 \lambda) \ominus} = \left( S_{\text{aux}}^{(2)} \right)^{(a)} = \left( \frac{d-1}{d} \right)^2 + \frac{R}{d}. \tag{2.36}
\]

Similarly for the determinant \( \det M_{(1T)} \) can be written in terms of a path integral with the auxiliary action \( S_{\text{aux}}^{(1)} = \int d^d x \sqrt{\bar{g}} \left\{ \bar{c}_T^\mu M_{(1T)} c^\mu + \zeta_\mu^T M_{(1T)} \bar{c}_T^\mu \right\} \) coming from the contribution of the transverse vector

\[
\left( \det M_{(1T)} \right)^{1/2} = \frac{\det M_{(1T)}}{\left( \det M_{(1T)} \right)^{1/2}} = \int D\zeta^T D\zeta^T D\bar{c}_T^\mu \exp \left\{ - \int d^d x \sqrt{\bar{g}} \left\{ \bar{c}_T^\mu M_{(1T)} c^\mu + \zeta_\mu^T M_{(1T)} \bar{c}_T^\mu \right\} \right\}. \tag{2.37}
\]

with \( c_T^\mu \) and \( \bar{c}_T^\mu \) being complex Grassmann transverse vector fields coming from the denominator of the above expression and \( \zeta_\mu^T \) a real transverse vector field coming from the numerator. The corresponding Hessians, after dropping the bars, are

\[
\left( S_{\text{aux}}^{(2)} \right)^{(2 \lambda) \ominus} = \left( S_{\text{aux}}^{(2)} \right)^{(a)} = \left( \frac{d-1}{d} \right)^2 + \frac{R}{d}. \tag{2.38}
\]

In the same way that the metric decomposition (2.13) induces the Jacobian of the transformation we get contributions \( J_{gh} \) from the decomposition of the ghost fields (2.22). Now, the original ghost fields \( C_\mu \) and \( \bar{C}_\nu \) obey the following identity with the components \( C_T^\mu, \bar{C}_T^\mu, \eta \) and \( \bar{\eta} \)

\[
\int d^d x \sqrt{\bar{g}} C_\mu C^\nu = \int d^d x \sqrt{\bar{g}} (\bar{C}_\mu^T C^\mu - \bar{\eta} \bar{\eta} \eta). \tag{2.39}
\]

The fields \( C_\mu \) and \( \bar{C}_\nu \) do not involve differential operators and thus they contribute only a constant. Now, at the level of the path integral the Jacobian of the transformation comes only from the scalars \( \eta \) and \( \bar{\eta} \) and after performing the Gaussian integral it can be written as

\[
J_{gh} = (\det [\bar{\Box}])^{-1}. \tag{2.40}
\]

As before we rewrite this expression in terms of the contribution to the action of auxiliary fields, so that it takes the form

\[
J_{gh} = \int D\bar{s} Ds \exp \left\{ - \int d^d x \sqrt{\bar{g}} \bar{s} \right\} . \tag{2.41}
\]

where now the fields \( \bar{s} \) and \( s \) are complex conjugate scalars with the corresponding auxiliary field action \( S_{\text{aux(gh)}} = - \int d^d x \sqrt{\bar{g}} \bar{s} \bar{\Box} s \). The Hessian for this auxiliary field, after dropping the bars, is given by

\[
\left( S_{\text{aux}}^{(2)} \right)^{(2 \lambda) \ominus} = \left( S_{\text{aux}}^{(2)} \right)^{(a)} = -\bar{\Box}. \tag{2.42}
\]

Since we exclude the two lowest modes of the ghosts \( \bar{\eta} \) and \( \eta \) we must also remove these modes from the spectrum of \( \bar{s} \) and \( s \). This completes the introduction of the basic degrees of freedom (d.o.f.) and auxiliary fields.

### E. Gravitational path integral

We now turn to the introduction of a Wilsonian momentum cutoff and a path integral formulation of the theory. After gauge fixing and employing the field decompositions we can collect all propagating fields into a “superfield” \( \varphi \) with components

\[
\varphi_i = \{ h_{\mu \nu}, \zeta_\mu, \sigma, C_\mu, \bar{C}_\mu, \eta, \bar{\eta} \}, \tag{2.43}
\]

where we indicate the origin of each field. We also recall that \( C_\mu, \bar{C}_\mu, \eta, \bar{\eta} \) and \( \lambda \) and \( \bar{\lambda} \) are Grassmann fields. In the conventions put forward here, the (gravitational) partition function can then be written as a functional integral over the set of fields (2.43),

\[
Z_k[J] = \int D\varphi \exp \left\{ -S[\varphi] - \Delta S_k[\varphi] \right\}

- \int d^d x \sqrt{\bar{g}} \varphi_i(x) J_i(x) \tag{2.44}
\]

with \( J \) denoting external currents and the fields (2.43) the integration variables. The term \( S \) in (2.44) denotes the fundamental action for all fields of the theory. The term \( \Delta S_k \) introduces a cutoff at momentum scale \( k \), in the sense of Wilson. Its task is to regularize the path integral (2.44) and to suppress the propagation of momentum modes with momenta \( q \) larger than the RG scale \( k \). Technically, this is achieved by taking \( \Delta S_k \) to be quadratic in the fluctuation fields,

\[
\Delta S_k[\varphi] = \frac{1}{2} \int d^d x \sqrt{\bar{g}} \varphi_i(x) R_{ij} \varphi_j(x). \tag{2.45}
\]

The cutoff functions \( R_{ij} \), which take the role of momentum-dependent mass terms, are at our disposal. We demand that \( \Delta S_k \to 0 \) for \( k \to 0 \), to ensure that the partition function reduces to that of the full physical theory in the limit where the momentum cutoff is removed. In the UV limit \( k \to \infty \), we also require \( \Delta S_k \) to grow large to ensure that fluctuations are switched off. Coming back to our settings in the context of gravity, we have that
The auxiliary field action denotes the sum $S_{aux} = S_{aux}(0) + S_{aux}(1) + S_{aux(gh)}$, which, together with the gauge fixing $S_{gf}$ and ghost action $S_{gh}$, has been defined in the previous subsection. In turn, the gravitational action $S_{grav}$ has been kept arbitrary for now. It will be specified in Sec. IV for the purposes of the present paper. Similarly, the cutoff action (2.45) takes the form

$$
\Delta S_k[\varphi; \bar{g}] = \int d^dx \sqrt{g} \left( \frac{1}{2} h_{\mu \nu} R^{\mu \nu}_{\text{grav}}[\bar{g}] h_{\mu \nu} + \frac{1}{2} \xi \partial \Gamma^{\mu \nu}_{\text{cut}}(\bar{g}) \xi_{\mu \nu} + \frac{1}{2} h R_{hh}[\bar{g}] h + \frac{1}{2} \sigma R_{\text{grav}}[\bar{g}] \sigma \right) 
+ \int d^dx \sqrt{g} \left( \Delta \Gamma^{\mu \nu}_{\text{cut}}(\bar{g}) \xi_{\mu \nu} + \tilde{\lambda} R_{\text{grav}}[\bar{g}] \lambda + \frac{1}{2} \omega R_{\text{grav}}[\bar{g}] \omega \right) + \int d^dx \sqrt{g} \left( \tilde{\epsilon}^T \Gamma^{\mu \nu}_{\text{cut}} \tilde{\epsilon}_\mu \tilde{\epsilon}_\nu + \frac{1}{2} \tilde{e}^{T} R^{\mu \nu}_{\text{grav}} \tilde{e}^T \tilde{e} + \frac{1}{2} \tilde{e}^{T} R^{\mu \nu}_{\text{grav}} \tilde{e}^T \tilde{e} + \tilde{s} R_{\text{grav}}[\bar{g}] \tilde{s} \right). 
$$

(2.47)

Notice that the momentum cutoff is “diagonal” in field space, (2.43). Off-diagonal terms are not required and have been omitted for simplicity. Further considerations, including our rationale for the explicit choice of cutoff and profile functions, are laid out in Secs. II F and III B below.

With the help of the partition function $Z_k[J]$ in (2.44), the gravitational effective action $\Gamma_k$ follows via a Legendre transformation $\Gamma_k[\phi] = \sup_J \{-\langle -1 Z_k[J] + \phi \cdot J \rangle + \Delta S_k[\varphi; \bar{g}] \}$ [17,88], where $\phi = \langle \varphi \rangle_J$ stands for the expectation value of the quantum field in the presence of the source $J$.\(^1\) The renormalization group scale-dependence of $\Gamma_k$, (2.1), is then obtained from the exact flow of the partition function $\partial_t Z_k = -\langle \partial_t \Delta S_k \rangle_J$ by standard manipulations [20,83,84]. With the above ingredients at hand, and following textbook procedures, we are led to a path integral representation for the scale-dependent gravitational effective action

$$
e^{-\Gamma_k[\phi, \bar{g}]} = \int D\varphi \exp \left( -S[\varphi; \bar{g}] - \Delta S_k[\varphi - \phi; \bar{g}] \right) 
+ \int d^dx \sqrt{g} \sum_i \frac{\delta \Gamma_k[\phi, \bar{g}]}{\delta \phi_i(x)} \left( \phi_i(x) - \phi_i(x) \right). 
$$

(2.48)

Notice that in (2.48), the cutoff term (2.45) is now evaluated around the shifted fields $\varphi \rightarrow \varphi - \phi$. Technically, the representation (2.48) takes the form of an integro-differential equation for the quantum effective action of gravity. Moreover, it is compatible with the flow equation (2.1). Below, we will primarily be concerned with identifying gravitational effective actions which display interacting UV fixed points $\Gamma_*, \mu$, and, as such, qualify as fundamental candidates for a quantum theory of gravity [17].

\(^1\) In a slight abuse of notation we will use the same symbols $(h_{\mu \nu}, \xi, \ldots)$ to denote the components of $\phi$ and $\varphi$.

F. Wilsonian momentum cutoff

The last ingredient of the flow equation (2.1) consists in the choice of the regulator term $R_k$. In general, for each component field, the second variation of the effective action $\frac{1}{\sqrt{g}} \delta^2 \Gamma_k / \delta \phi_i \delta \phi_i$, which we will often denote as $\Gamma_k^{(2)} \phi_i \phi_i$, will be a function of some differential operator $\Delta$. The regularized inverse propagator is then given by

$$
(\Gamma_k^{(2)} \phi_i \phi_i) + R_k^{\phi_i \phi_i}. 
$$

(2.49)

The general prescription we are going to adapt is that the Wilsonian regulator term $R_k^{\phi_i \phi_i}$ for the inverse propagator (2.49) should be chosen in such a manner that it leads to the replacement

$$
\Delta \rightarrow \Delta + R_k(\Delta) 
$$

(2.50)

for all component fields (for explicit examples, see Sec. III B). Here, $R_k(\Delta)$ denotes the profile function of the Wilsonian momentum cutoff. Hence, at this stage we are still left with some freedom for choosing the cutoff scheme by taking different definitions for the differential operators $\Delta$, and different choices for the profile function $R_k$. For the former, one may write the differential operator as

$$
\Delta = -\nabla^2 + E 
$$

(2.51)

where $\nabla^2$ represents the covariant derivative for both diffeomorphism invariance and all other possible gauge symmetries, and $E$ denotes a linear map acting on the field. Following the classification in [32] a type I cutoff is defined as $E = 0$ such that the Wilsonian regulator will only depend on $-\nabla^2$ and not on any endomorphism $E$. Type II regulators include a non-vanishing endomorphism $E$ which is independent of the RG scale $k$. Finally, type III
regulators are those where the endomorphisms $E$ additionally depend on the RG momentum scale.

To proceed we also have to make a choice for the profile function. For our calculation we are going to choose an optimized cutoff [89–92]

$$R_k(Z) = (k^2 - Z)\theta(k^2 - Z)$$

(2.52)

where $Z$ denotes a suitably chosen differential operator in real space. Most of the time we will be using $Z = \Delta$ (type I cutoff). In momentum space, $Z$ is taken to be momentum squared $q^2$. A key feature of the optimized cutoff is that it vanishes identically for momenta larger than the RG cutoff scale $q^2 > k^2$. For smaller momenta, it acts like a momentum-dependent mass term. Its scale derivative equally vanishes for momenta larger than the cutoff scale, and is given by

$$\partial_t R_k(Z) = 2k^2\theta(k^2 - Z) - (\partial_t Z)\theta(k^2 - Z).$$

(2.53)

The second term is absent provided that $Z$ carries no scale-dependence of its own, that is for type I and type II momentum cutoffs. It has been shown that this regulator leads to particularly good stability and convergence properties of the functional flows [89,91]. It also provides algebraic simplifications for the flows which will become of great importance when we will be concerned with gravity. Another key benefit of the optimized cutoff in gravity is that the heat kernel expansions truncates at a finite order, allowing for closed expressions for the flow equations (see Sec. III). For a more detailed analysis of the optimized regulator benefits see [93,94]. Since its introduction, the regulator (2.52) has been very popular in the context of quantum gravity and it was used in the previous studies of $f(R)$ gravity [30,31], too.

III. TRACE COMPUTATION ALGORITHM

In this section we give a general algorithm for computing functional traces of a general operators which can be written as a Taylor series in terms of $-\Box = -\nabla^\mu \nabla_\mu$ up to a maximal power $p$,

$$\left(\Gamma^{(2)}_k\right)_{\phi,\phi} = \sum_{m=0}^{p} \mathcal{A}^{\phi,\phi}_m (\Box)^m.$$  

(3.1)

The coefficient functions $\mathcal{A}^{\phi,\phi}_m$ no longer contain derivative operators. The value of $p$ can take any integer value $1 \leq p \leq \infty$. The case $p = \infty$ can arise if we consider, for example, terms in the action of the form $\int d^4x \sqrt{g} R C^{\Box} / M^2 R$ for some mass scale $M$. Here we shall consider type I regulators explicitly however the results are easily generalized to the case of type II and III regulators. In particular for a more general regulator one replaces $-\Box \rightarrow \Delta = -\Box + E$ which in turn leads to different values for the coefficients $A^\phi_n$.

A. Heat kernels

For the computation of the functional trace in (2.1) we use the heat kernel techniques [95,96] which we will recall in this section. The RHS of the flow equation (2.1) consists of the functional trace (i.e. the sum over all indices and the integration over all momenta) over the quantity $(\Gamma^{(2)}_k + R_k)^{-1}\partial_t R_k$. In general, the functional trace of a functional $W(\Delta)$ of an operator $\Delta$ is given by the sum

$$\text{Tr} W(\Delta) = \sum_n W(\lambda_n),$$

(3.2)

where $\lambda_i$ are the eigenvalues of the operator. By introducing the Laplace antitransform $W(\Delta) = \int_0^\infty dt e^{-t\Delta} \tilde{W}(t)$ we can write (3.2) as

$$\text{Tr} W(\Delta) = \int_0^\infty dt \tilde{W}(t) \text{Tr} e^{-t\Delta}$$

(3.3)

where $K(t) = e^{-t\Delta}$ is the heat kernel of the operator $\Delta$. In Eq. (3.3) the subscript $s$ denotes the spin of the field which the operator $\Delta$ acts on and takes the values 0 for scalars, 1 for vectors and 2 for second rank tensors. The trace of the heat kernel has a well known early time $(t \rightarrow 0)$ asymptotic expansion given by [95]

$$\text{Tr}_s e^{-t\Delta} = \frac{1}{(4\pi)^{d/2}} \int d^dx \sqrt{g} (\text{tr}_s b_0(\Delta) t^{d/2} + \text{tr}_s b_1(\Delta) t^{d/2+1} + \cdots + \text{tr}_s b_d(\Delta) t + \cdots).$$

(3.4)

The coefficients $b_s$ are called the heat kernel coefficients and are sums of curvature invariants and their derivatives. The traces of the coefficients that we will need here evaluated on the spherical background are given in Appendix B. Now we define $B_n = \int d^dx \sqrt{g} \text{tr}_s b_n(\Delta)$ and $Q_n[W] = \int_0^\infty dt r^{n-1} \tilde{W}(t)$, so that we can write Eq. (3.3) in the form

$$\text{Tr} W(\Delta) = \frac{1}{(4\pi)^{d/2}} \sum_{n=0}^{\infty} Q_{d-n}[W] B_{2n}(\Delta).$$

(3.5)

Now the functional trace is expressed as the early time expansion for the heat kernel of the operator $\Delta$ instead of the spectral sum (3.2). This becomes apparent when we make use of the Mellin transform and we express the functional $Q_n[W]$ in terms of the original function $W(z)$. Then for every $n > 0$

$$Q_n[W] = \frac{1}{\Gamma(n)} \int_0^\infty dzz^{n-1}W(z)$$

(3.6)

and similarly for $Q_{-n}$ with $n \geq 0 \in \mathbb{Z}$.
In the following, we develop a general algorithm for computing these functionals just with the knowledge of the second variation. It will then become clear that the usage of the optimized cutoff (2.52) truncates the series and we end up with a closed expression for the flow equation which is one of the great benefits of the optimized cutoff. Therefore with a finite number of heat kernel coefficients we can derive the full flow. That the series truncates beyond some order becomes apparent from the last formula. As we will see later, with the optimized cutoff, W will be a polynomial function of z with the highest power determined by the number of derivative operators in the second variation of the action.

As will become clear later, there are some cases where we have to exclude certain modes from the trace computation due to constraints that some fields obey. Here we are going to state the general mechanism of how this is taken into account. More details about the specific exclusions that we are going to use can be found in Appendix B. Since the trace of an operator valued function is going to use can be found in Appendix B. Since the trace of an operator valued function is arbitrary smooth functional W(□) can be represented as its spectral sum, the general rule for omitting the missing modes from the trace of an operator valued function is

\[ \text{Tr}'[W(-\nabla^2)] = \text{Tr}[W(-\nabla^2)] - \sum_{l=1}^{m} D_l(d,s) W(\Lambda_l(d,s)) \]  

where the m primes on the LHS indicate the first m modes to be subtracted, l labels the eigenvalues \( \Lambda_l(d,s) \) in the spectrum of the operator \(-\nabla^2\), \( D_l(d,s) \) gives the multiplicity of each eigenvalue, d is the spacetime dimension and s = 0, 1, 2 for scalars, vectors and tensor respectively. For the operator \(-\nabla^2\) acting on scalars, transverse vectors and transverse-traceless symmetric tensors \( D_l(d,s) \) and \( \Lambda_l(d,s) \) are given in Table VIII of Appendix B.

In what follows we present an algorithm for computing the trace having as input the general form of the second variation. We then determine that the form of the regulator term should have, we move on by implementing the variation. We then determine the form that the regulator takes having as input the general form of the second variation. It will then become clear that the usage of the optimized cutoff reads

\[ G_{\phi_1\phi_2} = (\Gamma^{(2)}_{k})^{\phi_1\phi_2} + \mathcal{R}_{k}^{\phi_1\phi_2} \]  

(3.9)

to denote the \( \phi_1\phi_2 \)-component of the inverse regularized propagator. We will drop the \( \phi_1\phi_2 \) indices when it is clear from the context. The coefficients \( \mathcal{A}_m \) depend on the momentum scale \( k \) through the couplings of the theory. For our purposes it is enough to determine the regulator for type I cutoff. However, the process described here has a straightforward generalization to the other types of cutoffs described in [32]. For type I cutoffs we define the Wilsonian regulator (see Sec. II F) by demanding that the addition of the regulator term \( \mathcal{R}_{k}^{\phi_1\phi_2} \) to the inverse propagator of the corresponding field leads to the replacement of the operator \(-\Box\) by \(-\Box + R_k(-\Box)\), where \( R_k(-\Box) \) is a suitably chosen profile function characterizing the Wilsonian momentum cutoff for the field modes. Using (3.9) together with (3.1) and the requirement on the regulator, the inverse regularized propagator takes the form

\[ G = \sum_{m=0}^{l} \mathcal{A}_m (-\Box + R_k)^m \]  

(3.10)

Solving (3.10) with (3.9) for \( \mathcal{R}_k \), we find

\[ \mathcal{R}_k = \sum_{m=1}^{l} \mathcal{A}_m [(-\Box + R_k)^m - (-\Box)^m]. \]  

(3.11)

It is readily confirmed that \( R_k \to 0 \) entails \( \mathcal{R}_k \to 0 \), as it must, alongside \( \mathcal{R}_k \to \infty \) for \( R_k \to \infty \). Now that we have an explicit form for the regulator term we can proceed to determine its scale derivative, which is an essential component of the flow equation (2.1). For type I cutoff the operator \(-\Box\) does not contain any couplings and thus it does not carry any RG scale-dependence. Therefore the \( \partial_i \) derivative of the regulator reads

\[ \partial_i \mathcal{R}_k = C_1 \partial_i R_k + C_2 \]  

(3.12)

where

\[ C_1 = \sum_{m=1}^{l} m \mathcal{A}_m (-\Box + R_k)^{m-1} \]  

(3.13)

\[ C_2 = \sum_{m=1}^{l} (\partial_i \mathcal{A}_m) [(-\Box + R_k)^m - (-\Box)^m]. \]  

(3.14)

In this paper, we will use one and the same shape function \( R_k \) for all fields. This choice can be omitted in more general settings.

### B. Wilsonian momentum cutoff

We will now discuss the specifics of the regulator term \( \mathcal{R}_k^{\phi_1\phi_2} \), which needs to be added to (3.1). For convenience, we introduce the shorthand notation

\[ Q_{\pm n}[W] = (-1)^n \frac{d^n W(z)}{dz^n} \bigg|_{z=0}. \]  

(3.7)

### C. Diagonal pieces

Now we have all the ingredients that we need in order to evaluate the trace of the flow equation. For this purpose we
split the RG flow into two parts according to (3.12). Using (3.13), (3.14) the equation for the diagonal part reads

$$\frac{1}{2} \text{Tr}(G^{-1} \partial_j R_k) = \frac{1}{2} \text{Tr}(G^{-1} C_1 \partial_j R_k) + \frac{1}{2} \text{Tr}(G^{-1} C_2)$$

(3.15)

where $G$ is defined in (3.10) in terms of the coefficients $A_m$ and the profile function $R_k$. With the optimized cutoff (2.52) and its scale derivative (2.53) we can evaluate the functionals (3.6) and (3.7) for the above expressions. We note that for a type III cutoff there will be an extra term in (2.53) proportional to $\partial_j E$. One observes that both the above integrals in (3.15) will have as a common factor the step function $\theta(k^2 - z)$ and therefore we can change the integral limits from $\int_0^\infty$ to $\int_0^1$ and replace the step functions by 1 everywhere. After substituting $-\Box = z$, we then have for the coefficients $C_1$, $C_2$ and $G$ in (3.15) the following results,

$$C_1 = \sum_{m=1}^p m A_m k^{2m-2}$$

$$C_2(z) = \sum_{m=1}^p (\partial_j A_m) (k^{2m} - z^m)$$

$$G = \sum_{m=0}^p A_m k^{2m}.$$  

(3.16)

Both $G$ and $C_1$ have become independent of $z$ for the optimized cutoff. Now we turn our attention to the evaluation of the integrals $Q_n[W]$ for positive $n$, (3.6). The integrand $W(z)$ in (3.6) can be split in two parts according to (3.15). Defining $W_1 = (C_1 \partial_j R_k)/(2G)$ and $W_2 = C_2/(2G)$ we evaluate the corresponding integrals $I_n = Q_n[W_1]$ separately. Also these two integrals contain step functions which are treated as above. Then we have

$$I_n^1 = \frac{k^{2n}}{\Gamma(n)} \frac{1}{n} \sum_{m=1}^p m A_m k^{2m}$$

$$I_n^2 = \frac{1}{2} \frac{k^{2n}}{\Gamma(n)} \frac{1}{n} \sum_{m=0}^p \sum_{n=0}^p A_m k^{2m}.$$  

(3.17)

(3.18)

By summing the two contributions (3.17) and (3.18) we get an expression for the coefficients $Q_n$ of the heat kernel expansion for positive $n$,

$$Q_n = I_n^1 + I_n^2, \quad (n > 0).$$  

(3.19)

For negative integer $n$, the $z$-dependence of $W(z)$ in the $Q$-functionals (3.7) comes only from the $\partial_j R_k^{\phi_1 \phi_2}$ term. It is then enough to compute the derivative of this term. In the previous sections we have disregarded the explicit form of the $\theta(k^2 - z)$-functions, whose effect, as overall factors, amounts to a change of integration limits. Here, we use the properties of the step function as introduced above, and additionally exploit its idempotence, and that its derivative $d\theta(k^2 - z)/dz = -\delta(k^2 - z)$ will not contribute at $z = 0$ and $k^2 \neq 0$. Altogether, we find

$$\frac{d^n \partial_j R_k^{\phi_1 \phi_2}}{dz^n} = -\sum_{m=0}^p m A_m k^{2m}.$$  

(3.20)

After evaluating this expression at $z = 0$, the only term that survives is the one with $m = n$. Therefore, we conclude that the coefficients $Q_n$ are given by

$$Q_n = \frac{1}{2} \frac{(-1)^{n+1} \Gamma(n+1)}{\sum_{m=0}^p A_m k^{2m}}.$$  

(3.21)

The results (3.19) and (3.21) will be needed for the subsequent derivation of the RG flows of couplings.

D. Nondiagonal pieces

When there are off-diagonal components in the second variation (3.1), the inversion of (3.1) and (3.9) become more difficult. For the case where a mixing arises between two field components $\phi_1$ and $\phi_2$, the inverse of the corresponding submatrix $G_{\phi_1 \phi_2}$ involving the fields $\phi_1$ and $\phi_2$ is given by

$$(G_{\phi_1 \phi_2})^{-1} = \frac{1}{\text{Det}(G_{\phi_1 \phi_2})} \begin{pmatrix} G_{\phi_1 \phi_2} & -G_{\phi_2 \phi_1} \\ -G_{\phi_2 \phi_1} & G_{\phi_1 \phi_2} \end{pmatrix}. \quad (3.22)$$

Performing the matrix multiplication in the field space $\phi_1$ and $\phi_2$, the trace takes the form

$$\frac{1}{2} \text{Tr}(G_{\phi_1 \phi_2})^{-1} \partial_j R_k^{\phi_1 \phi_2} = \frac{1}{2} \frac{\text{Tr} M}{\text{Det}(G_{\phi_1 \phi_2})},$$

(3.23)

where

$$M = G_{\phi_1 \phi_2} \partial_j R_k^{\phi_1 \phi_1} - G_{\phi_1 \phi_1} \partial_j R_k^{\phi_1 \phi_2} - G_{\phi_2 \phi_1} \partial_j R_k^{\phi_2 \phi_1} + G_{\phi_2 \phi_2} \partial_j R_k^{\phi_2 \phi_2}.$$  

(3.24)

The expressions for $G_{\phi_1 \phi_2}$ (3.10), for the regulator (3.11) and the coefficients of the expansion (3.12) remain the same as given previously, except that we restore the indices $\phi_1, \phi_2$, in all explicit expressions involving the momentum cutoff. For the remaining step we assume that the second variation $G_{\phi_1 \phi_2}$ is symmetric. Adopting the optimized momentum cutoff (2.52), $G$ becomes $z$-independent and no longer contributes to integration over $z$, see (3.16). The only remaining $z$-integration is the one over $\partial_j R_k$, which is known from the
previous section. Putting everything together, we find that the coefficients $Q_n$ for the nondiagonal piece for positive and negative index are given by

$$Q_n = \frac{1}{2\Gamma(n)} \left[ G_{\phi_{i} \phi_{j}} T_{\phi_{i} \phi_{j}} - 2G_{\phi_{i} \phi_{j}} T_{\phi_{i} \phi_{j}} + G_{\phi_{i} \phi_{j}} T_{\phi_{i} \phi_{j}} \right],$$

$$Q_{-n} = (-1)^{n+1} \frac{n!}{2} \left[ G_{\phi_{i} \phi_{j}} K_{\phi_{i} \phi_{j}} - 2G_{\phi_{i} \phi_{j}} K_{\phi_{i} \phi_{j}} + G_{\phi_{i} \phi_{j}} K_{\phi_{i} \phi_{j}} \right],$$

for $n > 0$ and $n \geq 0$, respectively. Here, we have used the expressions

$$T_{\phi_{i} \phi_{j}} = \frac{k^2}{n} \left[ 2 \sum_{m=1}^{\infty} m A_{m}^{A_{m}^{\phi_{i} \phi_{j}}} k^{2m} + \sum_{m=1}^{\infty} m \left( \partial_{i} A_{m}^{\phi_{i} \phi_{j}} \right) k^{2m} \right],$$

$$K_{\phi_{i} \phi_{j}} = \partial_{i} A_{m}^{\phi_{i} \phi_{j}}$$

and $G_{\phi_{i} \phi_{j}}$ is given as in (3.16).

**E. Excluded modes**

As explained in Sec. III we often encounter the trace of a function where some eigenmodes of the operator $-\Box$ have to be excluded. For example, we saw in Sec. II B that after performing the decomposition of the fluctuation $h_{\mu\nu}$ into its components through the transverse traceless decomposition, the lowest mode of $\xi^i$ and the two lowest modes of $\sigma$ have to be excluded. In order to incorporate this fact into the evaluation of the traces we make use of (3.8). For our calculation we will need the form of $\text{Tr}_{(0)}$, $\text{Tr}_{(0)}^{''}$ and $\text{Tr}_{(1T)}^{''}$. We start with the case where the lowest mode of a scalar has to be excluded. According to Table VIII in Appendix B, for the lowest mode of a scalar field we have

$$\text{Tr}_{(0)}^{''} [W(-\Box)] = \text{Tr}_{(0)} [W(-\Box)] - W(0).$$

The part $W(0)$ of the above equation which has to be excluded from the scalar trace is simply evaluated by setting $z = 0$ in the expression for $W(z)$. Then we denote the lowest excluded mode of a scalar as $X^{'}_{(0)}$ and we have

$$X^{'}_{(0)} = W(0) = \frac{\sum_{m=0}^{p} \partial_{i} A_{m}^{k^{2m}} + \sum_{m=0}^{p} m A_{m}^{k^{2m}}}{\sum_{m=0}^{p} A_{m}^{k^{2m}}} + \frac{\sum_{m=0}^{p} m A_{m}^{k^{2m}}}{\sum_{m=0}^{p} A_{m}^{k^{2m}}}.$$  

For the exclusion of the two lowest modes of a scalar field we have according to Table VIII

$$\text{Tr}_{(0)}^{''} [W(-\Box)] = \text{Tr}_{(0)} [W(-\Box)] - W(0) - (d + 1)W \left( \frac{1}{d - 1} R \right).$$  

In general, the result will involve theta functions coming from the choice of the profile function and more precisely from (2.52) to (2.53). For the specific expression under consideration the theta functions are of the form $\theta(k^2 - \pi^2)$. Since in the following we are going to focus on an expansion in small $\pi^2$ we can evaluate these theta functions in the approximation $\frac{k^2}{\pi^2} \ll 1$ in order to get for the exclusion of the two lowest scalar modes

$$X^{''}_{(0)} = X^{'}_{(0)} + \frac{1}{2} \sum_{m=1}^{p} A_{m}^{2m} \left[ \sum_{m=1}^{p} m A_{m}^{k^{2m}} + \sum_{m=1}^{p} \partial_{i} A_{m}^{k^{2m}} \right] \left( k^{2m} - \frac{R_{m}}{(d - 1)^m} \right).$$

Finally we have to determine the exclusion for the lowest mode of a transverse vector. Again, by reading off the multiplicities and the eigenvalues from Table VIII, we find

$$\text{Tr}_{(1T)}^{''} [W(-\Box)] = \text{Tr}_{(1T)} [W(-\Box)] - \frac{2}{d} \sum_{m=1}^{p} m A_{m}^{k^{2m}}$$

As before we evaluate the theta functions coming from the profile function for the approximation $\frac{k^2}{\pi^2} \ll 1$ and we have for the lowest exclusion mode of the vector

$$X^{''}_{(1T)} = \frac{d}{2} \sum_{m=1}^{p} \frac{1}{2} \sum_{m=1}^{p} m A_{m}^{2m} \left[ \sum_{m=1}^{p} m A_{m}^{k^{2m}} + \sum_{m=1}^{p} \partial_{i} A_{m}^{k^{2m}} \right] \left( k^{2m} - \frac{R_{m}}{d^m} \right).$$

This completes the collection of the technical tools that we need to calculate the renormalization group flow for certain general classes of gravitational actions projected on the sphere. In the next section we will apply this formalism for a concrete model of quantum gravity involving Ricci tensor invariants.

**IV. RICCI TENSOR EXPANSION**

In this section, we derive RG flows for theories of gravity whose actions depend on certain Ricci tensor invariants, generalizing the $f(R)$ type actions towards more complicated curvature invariants. This will give us new information on gravitational renormalization group flows complementary to existing results in the $f(R)$-approximation. A new qualitative feature is that now the propagator of the tensor
modes will also contain higher-derivative contributions in contrast to the \( f(R) \)-approximation.

### A. Hessian

Here we are going to use the methods developed in the previous section to derive the Hessians for all the fields that contribute to our ansatz. As explained in Sec. II A the effective average action takes the form

\[
\Gamma_k[g, \bar{g}, c, \bar{c}] = \tilde{\Gamma}_k[g] + S_{g}^{\mu}[h_{\mu\nu}]; \bar{g}] + S_{gh}[h_{\mu\nu}, C_{\mu}, \bar{C}_{\bar{\mu}}]; \bar{g}] + S_{\text{aux}}.
\]  

(4.1)

with \( S_{g}^{\mu}[h_{\mu\nu}]; \bar{g}] \), \( S_{gh}[h_{\mu\nu}, C_{\mu}, \bar{C}_{\bar{\mu}}]; \bar{g}] \) and \( S_{\text{aux}} \) taking the forms specified in Sec. II. Consequently, in our approximation, the Hessians for the ghost and auxiliary fields are equal to the ones obtained from the “bare” action and given by (2.29), (2.30), (2.36), (2.38) and (2.42), meaning that \( \Gamma^{(2)}_k[\phi, \bar{\phi}] = \tilde{\Gamma}^{(2)}_k[\phi, \bar{\phi}] \) for these fields. The missing element is the contribution from the gauge fixing part, the ghost part and the auxiliary fields.

To proceed we expand the gravitational action \( \tilde{\Gamma}_k[g] \) as

\[
\tilde{\Gamma}_k[\bar{g} + \bar{h}; \bar{g}] = \tilde{\Gamma}_k[\bar{g}; \bar{g}] + O(h) + \int d^4 x \sqrt{g} \left( \frac{1}{2} R_{k}^\mu \bar{Z}^\mu \right) + O(h^2).
\]  

(4.3)

to extract the part quadratic in \( h_{\mu\nu} \), which takes the form

\[
\tilde{\Gamma}_k^{\text{quad}}[\bar{g} + \bar{h}; \bar{g}] = \tilde{\Gamma}_k[\bar{g}; \bar{g}] + O(h) + \int d^4 x \sqrt{g} \left( \frac{1}{2} R_{k}^\mu \bar{Z}^\mu \right) + O(h^2).
\]  

(4.4)

where all the geometric quantities of the above equation are constructed from the background metric with \( \delta g_{\mu\nu} = h_{\mu\nu} \). From now on we drop the bar notation since we identify the metric with the background. Moreover it is understood from now on that \( F_k \rightarrow F_k(R_{\mu\nu} R^{\mu\nu}) \) as well as \( Z_k \rightarrow Z_k(R_{\mu\nu} R^{\mu\nu}) \) and that the primes denote derivatives with respect to the argument. Using the expressions in Appendix A we find that the quadratic part takes the form

\[
\tilde{\Gamma}_k^{\text{quad}} = \int d^4 x \sqrt{g} \left\{ \frac{1}{2} (F_k' + R Z_k') \nabla^4 + \left[ \frac{d - 3 R}{d - 1} d (F_k' + R Z_k') + \frac{1}{2} Z_k' \right] \nabla^2 + \frac{2 d - 3 R}{d - 1} \frac{3 R^2}{d^2} (F_k' + R Z_k') - \frac{1}{2} F_k \right\} h_{\mu\nu} \\
+ \frac{R}{d} \left[ \frac{1}{d} (F_k' + R Z_k') + \frac{R}{d} F_k' + Z_k' + \frac{R^2}{d} Z_k'' \right] \nabla^4 \\
+ \left[ \frac{d - 5}{2 (d - 1)} \frac{R}{d} (F_k' + R Z_k') \nabla^2 + 8 R \frac{R}{d} \frac{F_k' + R Z_k'}{d} + \frac{R^2}{d} Z_k'' \right] \frac{1}{2} Z_k \right\} \nabla^2 \\
- \frac{2 (d - 2)^2 R^2}{(d - 1)^2} (F_k' + R Z_k') + \frac{4 R}{d} \frac{F_k' + R Z_k'}{d} + \frac{R^2}{d} Z_k'' + \frac{1}{4} (F_k' + R Z_k') - \frac{d - 2 R}{d - 1} Z_k \right\} h \\
+ \left( \nabla \eta^i \nabla h_{\mu\nu} \right) \left\{ -(F_k' + R Z_k') - 8 R \frac{R}{d} \frac{F_k' + R Z_k'}{d} + \frac{R^2}{d} Z_k'' \right\} \nabla^2 + \frac{2 R}{d} (F_k' + R Z_k') \\
- 8 R \frac{R}{d} \frac{R}{d} (F_k' + R Z_k') + \frac{2 R}{d} (F_k' + R Z_k') Z_k \right\} h + \frac{1}{4} \left( \nabla \eta^i h_{\mu\nu} \right) \left\{ (F_k' + R Z_k') \nabla^2 + \frac{3 R}{d} (F_k' + R Z_k') \right\} \nabla^i h_{\mu\nu} \\
+ \left( \nabla \eta^i \right) \left( F_k' + R Z_k' + \frac{4 R}{d} \frac{F_k' + R Z_k'}{d} + \frac{R^2}{d} Z_k'' \right) \nabla^i h_{\mu\nu} \right\} \nabla^i h_{\mu\nu} \right\} \nabla^i h_{\mu\nu}.
\]  

(4.5)

We then use the metric field decomposition as defined in Sec. II B to find the Hessians in terms of each component field. These are given in Appendix A. In Table I we summarize the contribution from each individual component field after adding the contributions from the gauge fixing part, the ghost part and the auxiliary fields.
TABLE I. Summary of second variations of the gravitational action, suitably decomposed into independent component fields.

<table>
<thead>
<tr>
<th>Fields $\phi_i, \phi_j$</th>
<th>Matrix element $(I_k^{(2)})(\phi_i,\phi_j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h^T_{\mu\nu} h^T_{\mu\nu}$</td>
<td>$(\frac{1}{2} \square^2 + \frac{(d-3)(R - \bar{R})}{d - 1} \square + \frac{2(d^2-3d+3)R^2}{d(d-1)})(F'_k + RZ'_k)^2 - \frac{1}{2} (F_k + RZ_k)^2 + \frac{d^2-2}{d(d-1)} R Z_k \square$</td>
</tr>
<tr>
<td>$\xi_{\mu} \xi_{\nu}$</td>
<td>$\frac{1}{2} (\square + \frac{R}{d-1}) R (F'_k + RZ'_k) + F_k + RZ_k - \frac{3}{d} R Z_k \square + \frac{5}{2}$</td>
</tr>
<tr>
<td>$\sigma \sigma$</td>
<td>$\frac{d-1}{2d} (\frac{2(d-4)R}{d-1} \square + \frac{2(d-3)R}{d^2} (F'_k + RZ'_k) - (F_k + RZ_k)\square) + \frac{8(d-1)R}{d^2} \square (\square + \frac{R}{d-1}) \square + \frac{3}{2d} (\square + \frac{R}{d-1}) \square Z_k - \frac{d}{d-1} \square ^2 - \frac{(d-1)^2 R}{2d^2} \square - \frac{2(d^2-3d+3)}{d^2} R (F'_k + RZ'_k)$</td>
</tr>
<tr>
<td>$h h$</td>
<td>$\frac{4(d-1)R}{d^2} \square (\square + \frac{R}{d-1}) \square (F'_k + RZ'_k) + \frac{d-2}{d} (F_k + RZ_k) \square - \frac{2(d-1)(d-2)}{2d} \square Z_k$</td>
</tr>
<tr>
<td>$h \sigma$</td>
<td>$\frac{d-1}{2d^2} (\square - \frac{2(d-4)R}{d} (F'_k + RZ'_k) - \frac{8(d-1)R}{d^2} \square (\square + \frac{R}{d-1}) \square Z_k + \frac{d^2-2}{d^2} Z_k \square + \frac{3}{2d} Z_k \square)$</td>
</tr>
</tbody>
</table>

B. Gravitational flow equation

Having evaluated the second variation for our ansatz we are ready to compute the flow equation using the machinery developed in Sec. III. We need to introduce dimensionless variables for the two functions that make up the effective average action. Note that after taking the second variation and before computing the trace we evaluate all the expressions on the spherical background metric. Thus the arguments of the functions $F_k$ and $Z_k$ become $\frac{R^2}{d}$ and we will mostly drop the arguments. Then we define

$$f \left( \frac{R^2}{d} \right) = \frac{1}{16\pi} k^{-d} F_k \left( \frac{R^2}{d} \right)$$

$$z \left( \frac{R^2}{d} \right) = \frac{1}{16\pi} k^{-d+2} Z_k \left( \frac{R^2}{d} \right).$$

Here, and in order to avoid a proliferation of symbols, we denote the dimensionful Ricci scalar as $\bar{R}$, and the dimensionless Ricci scalar curvature as $R$, with

$$R = \frac{\bar{R}}{k^2}.$$ 

Hence, from now on, $R$ denotes the Ricci scalar in units of the RG scale $k$. For the RG scale derivatives of the functions $F_k$ and $Z_k$ we have

$$\partial_i F_k^{(n)} = 16\pi k^{d-4n} \left( (d-4n)f^{(n)} - 4 \frac{R^2}{d} f^{(n+1)} + \partial_i f^{(n)} \right)$$

(4.9)

$$\partial_i Z_k^{(n)} = 16\pi k^{d-4n-2} \left( (d-4n-2)z^{(n)} - 4 \frac{R^2}{d} z^{(n+1)} + \partial_i z^{(n)} \right).$$

(4.10)

For the dimensionless functions $f$ and $z$ the arguments become $\frac{R^2}{d}$. Moreover, the notation $f^{(n)}$ denotes the $n$th derivative of $f$ with respect to its argument. Gathering together all the above we can compute the LHS of the flow equation for the effective average action given by (4.1). Then we have

$$\partial_i \bar{\Gamma}_k = \frac{24\pi}{R^2} [4f + 2Rz - R^2 (f' + Rz') + \partial_i f + R \partial_i z].$$

(4.11)

The RHS of the equation is given by the sum of the traces for the individual components after using the algorithm described in Sec. III and subtracting the excluded modes, as indicated. Then, in terms of the components we find

$$\partial_i \bar{\Gamma}_k^{(0)} = \frac{1}{2} \text{Tr}_{(2T)} \left[ \frac{\partial_i \bar{R}_k^{hh}}{\bar{R}_k^{hh}} + \frac{1}{2} \text{Tr}_{(1T)} \left[ \frac{\partial_i \bar{R}_k^{\sigma\sigma}}{\bar{R}_k^{\sigma\sigma}} \right] + \frac{1}{2} \text{Tr}_{(0)} \left[ \frac{\partial_i \bar{R}_k^{\sigma_\lambda\lambda}}{\bar{R}_k^{\sigma_\lambda\lambda}} \right] + \frac{1}{2} \text{Tr}_{(0)} \left[ \frac{\partial_i \bar{R}_k^{\text{\bar{c}}\text{\bar{c}}\text{c}\text{c}}}{} \right] \right]$$

(4.12)
where the Hessians for each field component are given in Tables I and II. The primes at the traces denote the number of lowest modes to be excluded as described in Sec. III and the traces are to be computed using the algorithm for the Q-functional and the relevant $b_n$ coefficients listed in Appendix B. Moreover, the auxiliary fields have inherited the primes from the fields from which they originate. We note that the prescription to additionally leave out the lowest two modes from the ghosts as detailed in Sec. II C has lead to an additional prime on each of the last three traces in the last line of (4.12).

In order to simplify the computation of the traces we fix the gauge and focus on a specific spacetime dimension $d = 4$. For the gauge parameters, we choose

$$\alpha \to 0 \quad \delta = 0.$$  \hspace{1cm} (4.13)

This choice of gauge results in three simplifications of the flow equation. First, since we take the Landau gauge limit $\alpha \to 0$ the gauge fixing terms diverge. This entails that the Landau gauge is a fixed point under the renormalization group flow [97]. Second, since terms proportional to $\frac{1}{\alpha}$ are also included in the regulator, only the terms proportional to $\frac{1}{\alpha}$ survive in the limit $\alpha \to 0$. As a result the non-diagonal term $\sigma h$ vanishes since it has no dependence on $\alpha$ (for $\delta = 0$) while the denominator which involves the components $hh$ and $\sigma \sigma$ becomes very large. Finally, the limit (4.13) entails that the physical and the gauge d.o.f. totally decouple. The gravitational d.o.f. are encoded in $h^T h$ and $hh$, while the gauge d.o.f. are contained in $\xi^\mu$ and $\sigma$. Together with several cancellations which occur in the gauge (4.13) the flow equation (4.12) simplifies substantially and takes the final form

$$\partial_i \Gamma[y, \bar{y}] = \frac{1}{2} \text{Tr}(2\Gamma(R)) \left[ \partial_i \mathcal{R}^{h'h'}_{R} \right] \left[ \frac{\partial_i \mathcal{R}^{hh}_{R}}{\Gamma^{(2)}_{hh} + \mathcal{R}^{hh}_{R}} \right] + \frac{1}{2} \text{Tr}(0) \left[ \partial_i \mathcal{R}^{hh}_{R} \right] \left[ \frac{\partial_i \mathcal{R}^{hh}_{R}}{\Gamma^{(2)}_{hh} + \mathcal{R}^{hh}_{R}} \right] - \frac{1}{2} \text{Tr'}(0) \left[ \partial_i \mathcal{R}^{h'}_{R} \right] \left[ \frac{\partial_i \mathcal{R}^{hh}_{R}}{\Gamma^{(2)}_{hh} + \mathcal{R}^{hh}_{R}} \right] - \frac{1}{2} \text{Tr'}(1\Gamma) \left[ \frac{\partial_i \mathcal{R}^{h'}_{R} \partial_i \mathcal{R}^{hh}_{R}}{\Gamma^{(2)}_{hh} + \mathcal{R}^{hh}_{R}} \right].$$  \hspace{1cm} (4.14)

After performing the trace computation on the RHS of (4.14) and combining with the corresponding LHS given in (4.11), we obtain the explicit flow for the two functions $f$ and $z$ introduced in (4.6) and (4.7) as

$$\partial_i f + 4f - R^2 f' + R(\partial_i z + 2z - R^2 z') = I[f, z](R).$$  \hspace{1cm} (4.15)

Here, the expression on the RHS encodes the contributions from fluctuations and it splits in several parts as

<table>
<thead>
<tr>
<th>Fields $\phi_i \phi_j$</th>
<th>Matrix element $(\Gamma^{(2)}<em>{k})</em>{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$-\sqrt{2}(\partial + \frac{\partial}{\partial t})$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
<tr>
<td>$\mathcal{C}_i^T C^T \mu$</td>
<td>$\frac{2}{\sqrt{2}}(d - \delta - 1)(\partial + \frac{\partial}{\partial t})^2$</td>
</tr>
</tbody>
</table>

All terms appearing in (4.16) arise due to quantum fluctuations, and are summarized explicitly in Appendix C. Here, we only point out the following features. Firstly, at a fixed point, all terms proportional to the functions $I_i$ with $i \neq 0$ no longer contribute, because they are proportional to the flows of $f$ and $z$, which both vanish. Therefore, fixed points are solely determined through the function $I_0[f, z]$. Secondly, we observe that all terms in (4.16) are of homogeneity degree zero in $f$ and $z$, meaning that

$$I[a \cdot f, a \cdot z] = I[f, z]$$  \hspace{1cm} (4.17)

for any $a \neq 0$. For this reason, the RHS becomes negligible in the limit $1/f \to 0$ and $1/z \to 0$, corresponding to the classical limit where quantum fluctuations are absent. Third, the scaling exponents of the theory are sensitive to small deviations from the fixed point. To determine the scaling exponents, we also need to know the functions $I_i$, $i = 1, \ldots, 5$, in addition to the fixed point solution itself. The fixed point and the scaling exponents are determined in Secs. V and VI, respectively.

**V. INTERACTING FIXED POINTS**

In this section, we turn to a detailed analysis of fixed points of the gravitational flow (4.15) and (4.16) for gravitational actions of the form (4.1), (4.2), particularly in view of the asymptotic safety conjecture. Interacting ultraviolet fixed points of the gravitational effective action $\Gamma_{\text{grav}}$ allow for a fundamental definition of quantum gravity, (2.46). We discuss the classical and quantum fixed points, using polynomial expansions and numerical integration techniques.
A. Classical fixed points

We begin by discussing the classical fixed points in the absence of fluctuations, following [57]. In particular, the RG flow (4.15) simplifies and becomes

$$\partial_t f + 4f - R^2 f' + R(\partial_t z + 2z - R^2 z') = 0$$

(5.1)

Most notably, we observe that while the functions $f$ and $z$ mix on the quantum level, the mixing is absent in the classical limit. Consequently, the RG flow (5.1) can be solved analytically by introducing the new function

$$\tilde{f}(R) = f(R^2/4) + R \cdot z(R^2/4),$$

(5.2)

in terms of which (5.1) becomes

$$(\partial_t + 4 - 2R \partial_R)\tilde{f} = 0.$$  

(5.3)

Alternatively, we can write down a flow for the inverse,

$$(\partial_t - 4 - 2R \partial_R)(\tilde{f}^{-1}) = 0.$$  

(5.4)

Solutions and fixed points of (5.3) and of (5.4) have been analysed in [57]. There, it has been shown that theories described by (5.3) develop a Gaussian fixed point $\tilde{f}_* = 0$ and an infinite Gaussian fixed point $1/\tilde{f}_* = 0$. The most general solution of (5.3) is given by

$$\tilde{f}(R, t) = R^2 \cdot H(R e^{2t}).$$

(5.5)

for arbitrary function $H(x)$ which is solely determined by the boundary conditions at some reference energy scale $t = 0$.

B. Quantum fixed points

Next we turn our attention to quantum fixed points in the presence of fluctuations. At an interacting fixed point of the theory we observe $\partial_t f = 0 = \partial_t z$ and the RG flow reduces to

$$4f_s + 2R z_s - R^2 (f_s' + R z_s') - I_0[f_s, z_s](R) = 0.$$  

(5.6)

We then proceed to expand (5.6) in powers of the dimensionless curvature $R$. To this end we approximate the functions $f$ and $z$ polynomially as

$$f(X) = \sum_{n=0}^{m_1} \lambda_{2n} X^n$$

(5.7)

and

$$z(X) = \sum_{n=0}^{m_2} \lambda_{2n+1} X^n.$$  

(5.8)

where the couplings $\lambda_n$ are dimensionless. We recall that the argument $X$ of the functions $f = f(X)$ and $z = z(X)$ is given by $X = R^2/4$. It arises from evaluating the square of the Ricci tensor $R_{\mu\nu}R^{\mu\nu}$ on spheres with constant scalar curvature $R = k^2$, all in units of the RG scale $k$. The overall normalization of the functions $f$ and $z$ is chosen such that the couplings $\lambda_0$ and $\lambda_1$ relate to the dimensionless Newton coupling $y = G k^2$ and the dimensionless cosmological constant $\lambda = \Lambda/k^2$ as

$$\lambda = -\lambda_0/(2\lambda_1)$$

(5.9)

$$y = -1/\lambda_1.$$  

(5.10)

Classically, in four dimensions, the couplings $\lambda_0$ and $\lambda_1$ are relevant, $\lambda_2$ is marginal, and the couplings $\lambda_n$ for $n \geq 3$ are irrelevant. Their $\beta$-functions

$$\beta_n(\lambda_i) = \partial_\lambda \lambda_n.$$  

(5.11)

for all couplings are obtained by suitable projection from our basic RG flow (4.15) by solving the linear system of equations

$$\beta_n = U_n + V_{nm} \beta_m.$$  

(5.12)

The functions $U_n$ and $V_{nm}$ are known expressions of the couplings, defined implicitly via (4.15). Below, we consider polynomial approximations of the action by retaining invariants with an increasing canonical mass dimensions. At approximation order $N$, we retain $N \geq 2$ independent curvature-invariants corresponding to the upper summation limits $m_1 = [(N-1)/2]$ and $m_2 = [(N-2)/2]$ in (5.7) and (5.8), together with $N = 2 + m_1 + m_2$.

C. Fixed point data

We solve the fixed point condition $\beta_i = 0$ using (5.12) to identify fixed point candidates at each order of the
approximation from $N = 2$ to $N = 21$ [85,98]. The analogous problem in $f(R)$ type theories of gravity allowed for an exact recursive solution of all fixed point couplings in terms of the two lowest ones [19,57].

More generally, exact recursive solutions are possible provided that the RG flows $\beta_i$ depend only linearly on the coupling $\lambda_n$ with the highest index $n$. In the present case, this is not the case as the dependence on the highest coupling comes out quadratic. This new feature arises owing to the fluctuations of the Ricci tensor as opposed to those of the Ricci scalar. For this reason, we adopt a different strategy to solve for fixed points. We begin with the fixed point in the Einstein-Hilbert approximation ($N = 2$), where a unique interacting fixed point is found by solving $\beta_0 = 0 = \beta_1$ for $(\lambda^+_0, \lambda^+_1)$. As boundary conditions, we impose $\beta_i = 0$ and $\lambda_i = 0$ for all $i > 1$. Provided a fixed point is found, we then increase the approximation order and use the previously-found values $(\lambda^+_0, \lambda^+_1)$ as starting values to search for interacting fixed points in the couplings $(\lambda^+_n, \lambda^+_1, \lambda^+_2)$ in its vicinity. This is repeated from $N = 2$ up to $N = 21$. We find that the procedure converges rapidly. At each and every order, we observe a UV fixed point in accordance with the asymptotic safety conjecture. Starting from order $N = 3$ we also find spurious fixed points which either disappear in the next order or show inconsistencies in the number of relevant eigenvalues. These spurious fixed points are discarded.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$10^2 \times \lambda_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.262694</td>
<td>−1.01608</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.232891</td>
<td>−0.681762</td>
<td>0.230963</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.3190549</td>
<td>−0.8405815</td>
<td>0.1866115</td>
<td>−0.5842019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.3247020</td>
<td>−0.8312001</td>
<td>0.1912809</td>
<td>−0.6271953</td>
<td>−0.2189009</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.325324</td>
<td>−0.830164</td>
<td>0.19186</td>
<td>−0.631297</td>
<td>−0.245865</td>
<td>−3.52258</td>
</tr>
<tr>
<td>7</td>
<td>0.3250134</td>
<td>−0.8306768</td>
<td>0.1915745</td>
<td>−0.6292062</td>
<td>−0.2295505</td>
<td>−0.4578745</td>
</tr>
<tr>
<td>8</td>
<td>0.3250091</td>
<td>−0.8306836</td>
<td>0.1915709</td>
<td>−0.6291752</td>
<td>−0.2292068</td>
<td>−0.3635126</td>
</tr>
<tr>
<td>9</td>
<td>0.3250101</td>
<td>−0.8306819</td>
<td>0.1915719</td>
<td>−0.6291810</td>
<td>−0.2292164</td>
<td>−0.3544319</td>
</tr>
<tr>
<td>10</td>
<td>0.3250066</td>
<td>−0.8306878</td>
<td>0.1915686</td>
<td>−0.6291580</td>
<td>−0.2290678</td>
<td>−0.3360279</td>
</tr>
<tr>
<td>11</td>
<td>0.3250068</td>
<td>−0.8306875</td>
<td>0.1915687</td>
<td>−0.6291590</td>
<td>−0.2290763</td>
<td>−0.339264</td>
</tr>
<tr>
<td>12</td>
<td>0.3250068</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291589</td>
<td>−0.2290738</td>
<td>−0.339824</td>
</tr>
<tr>
<td>13</td>
<td>0.3250067</td>
<td>−0.8306877</td>
<td>0.1915686</td>
<td>−0.6291584</td>
<td>−0.2290714</td>
<td>−0.3368553</td>
</tr>
<tr>
<td>14</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290729</td>
<td>−0.3371316</td>
</tr>
<tr>
<td>15</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290726</td>
<td>−0.3370663</td>
</tr>
<tr>
<td>16</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290726</td>
<td>−0.3370645</td>
</tr>
<tr>
<td>17</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290727</td>
<td>−0.3370778</td>
</tr>
<tr>
<td>18</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290727</td>
<td>−0.3370774</td>
</tr>
<tr>
<td>19</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290727</td>
<td>−0.3370799</td>
</tr>
<tr>
<td>20</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290727</td>
<td>−0.3370791</td>
</tr>
<tr>
<td>21</td>
<td>0.3250067</td>
<td>−0.8306876</td>
<td>0.1915687</td>
<td>−0.6291586</td>
<td>−0.2290727</td>
<td>−0.3370791</td>
</tr>
</tbody>
</table>

TABLE III. Summary of the fixed point couplings $\lambda_n(N)$ for $n = 0, \ldots, 11$ and for selected approximation orders $N$. Overall, we observe a fast convergence. Of all couplings, only $\lambda_8(N)$ (italic) starts off with the wrong sign at first appearance ($N = 9$).
In Fig. 1, we plot the decadic logarithm of the fixed point condition in field space, \((5.6)\), for all approximation orders \(N\). With increasing \(N\), we observe that the accuracy of the fixed point solution and the domain of validity increases for all scalar curvatures within the radius of convergence \(R_c\). The latter can be estimated from Fig. 1 as the absolute value of the scalar curvature beyond which the accuracy in the fixed point solution starts decreasing with increasing \(N\). We find

\[ R_b \approx 2.006. \tag{5.13} \]

The estimate (5.13) agrees with the location of the first singularity along the real axis of the fixed point equation, discussed in (5.22) below. As such, our findings indicate that the polynomial approximation exhausts the maximum radius of convergence set by a pole in the real field axis of the RG flow itself. Poles could have arisen in the complex field plane \([68, 99–103]\), but they do not in the case at hand.

Our numerical results for the fixed points are shown in Tables III and IV, and in Fig. 2. From the data in Table III we notice that the convergence of the first few couplings is fast. Also, all couplings arise with the correct sign already at their first appearance, except \(\lambda_8\), see Table III. At order \(N = 3\), the inclusion of the dimensionless coupling \(\lambda_2\) proportional to \(R_{\mu\nu} R^{\mu\nu}\) is expected to have a strong effect. It does lead to a significant shift on the couplings \(\lambda_0\) and \(\lambda_1\), with \(\lambda_1\) changing by about 25%. From approximation order \(N = 4\) onwards, however, the inclusion of higher dimensional operators rapidly stabilizes the fixed point values. We estimate the asymptotic values of the first few couplings by taking the average over the four best approximation orders to find

\[
\begin{align*}
\langle \lambda_0 \rangle &= 0.3250067185 \pm 2 \times 10^{-10} \\
\langle \lambda_1 \rangle &= -0.8306876250 \pm 3 \times 10^{-10} \\
\langle \lambda_2 \rangle &= 0.1915686687 \pm 2 \times 10^{-10} \\
\langle \lambda_3 \rangle &= -0.629156052 \pm 9 \times 10^{-10} \\
\langle \lambda_4 \rangle &= -0.229072717 \pm 6 \times 10^{-9} \\
\langle \lambda_5 \rangle &= -0.00337078 \pm 2 \times 10^{-8} \\
\langle \lambda_6 \rangle &= 0.11247802 \pm 8 \times 10^{-8} \\
\langle \lambda_7 \rangle &= 0.0061012 \pm 2 \times 10^{-7}.
\end{align*}
\tag{5.14}
\]

In Fig. 1, we observe that the accuracy of the displayed digits, the values no longer vary between approximation orders \(N = 14\) and \(N = 21\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>(\lambda_0)</th>
<th>(g_0)</th>
<th>(g_0 \cdot \lambda_0)</th>
<th>(\theta_1)</th>
<th>(\theta_2)</th>
<th>(\theta_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.129268</td>
<td>0.984172</td>
<td>0.127222</td>
<td>2.38241</td>
<td>1.62684</td>
<td>21.233</td>
</tr>
<tr>
<td>3</td>
<td>0.170801</td>
<td>1.46679</td>
<td>0.250528</td>
<td>2.45042</td>
<td>1.1075</td>
<td>-8.27329</td>
</tr>
<tr>
<td>4</td>
<td>0.18978224</td>
<td>1.189653</td>
<td>0.2257749</td>
<td>2.41473</td>
<td>0.99548</td>
<td>-5.31158</td>
</tr>
<tr>
<td>5</td>
<td>0.19532118</td>
<td>1.203080</td>
<td>0.2349870</td>
<td>2.40791</td>
<td>0.97504</td>
<td>-5.05665</td>
</tr>
<tr>
<td>6</td>
<td>0.19594</td>
<td>1.20458</td>
<td>0.2354978</td>
<td>2.40904</td>
<td>0.98111</td>
<td>-5.00970</td>
</tr>
<tr>
<td>7</td>
<td>0.19563165</td>
<td>1.203838</td>
<td>0.2355087</td>
<td>2.40904</td>
<td>0.98103</td>
<td>-5.00244</td>
</tr>
<tr>
<td>8</td>
<td>0.19562851</td>
<td>1.203830</td>
<td>0.2355035</td>
<td>2.40903</td>
<td>0.98118</td>
<td>-5.00295</td>
</tr>
<tr>
<td>9</td>
<td>0.19562502</td>
<td>1.203822</td>
<td>0.2354976</td>
<td>2.40903</td>
<td>0.98117</td>
<td>-5.00273</td>
</tr>
<tr>
<td>10</td>
<td>0.19562516</td>
<td>1.203822</td>
<td>0.2354979</td>
<td>2.40903</td>
<td>0.98117</td>
<td>-5.00278</td>
</tr>
<tr>
<td>11</td>
<td>0.19562515</td>
<td>1.203822</td>
<td>0.2354979</td>
<td>2.40903</td>
<td>0.98117</td>
<td>-5.00281</td>
</tr>
<tr>
<td>12</td>
<td>0.19562509</td>
<td>1.203822</td>
<td>0.2354978</td>
<td>2.40903</td>
<td>0.98117</td>
<td>-5.00280</td>
</tr>
<tr>
<td>13</td>
<td>0.19562511</td>
<td>1.203822</td>
<td>0.2354978</td>
<td>2.40903</td>
<td>0.98117</td>
<td>-5.00280</td>
</tr>
<tr>
<td>21</td>
<td>0.19562511</td>
<td>1.203822</td>
<td>0.2354978</td>
<td>2.40903</td>
<td>0.98117</td>
<td>-5.00280</td>
</tr>
</tbody>
</table>

\[ \frac{\lambda_m(N)}{\lambda_m(N_{max})} + m \]

FIG. 2. Shown are the first 19 fixed point couplings \(\lambda_m\) \((m = 0, \ldots, 18\) from bottom to top) with increasing approximation order \(N\), normalized to their value at the highest order in the approximation \(N_{max} = 21\). The shift by \(m\) is added for better display (see text). We observe a fast convergence with approximation order.
The fixed point coordinate. Also, the to the square of the Ricci scalar leads to a strong impact on accuracy in the couplings increases by roughly a decimal place for every N \to N + 2.

A brief remark on accuracy and error estimates is in order. The error estimates in (5.14) refer to the accuracy with which the relevant fixed point equations have been solved. In principle, results at low polynomial orders cannot be taken for granted due to the nonperturbative nature of the graviton \[19\]. However, the high numerical accuracy and the fast convergence make sure that the fixed point is a reliable approximation of the full, nonperturbative, fixed point of (4.15), (4.16). On the other hand, our error estimate in (5.14) does not account for proper systematic errors. For strategies to estimate the latter using functional renormalization we refer to \[94\].

D. Universal coupling ratios

Fixed point couplings are nonuniversal. Still, some universal quantities of interest are given by specific products of couplings which remain invariant under global rescalings of the metric field

\[ g_{\mu\nu} \to \ell^4 g_{\mu\nu}. \]  

Under (5.15), the couplings scale as

\[ \lambda_n \to \ell^{4-2n} \lambda_n. \]  

Note that the classically dimensionless coupling \( \lambda_2 \) remains invariant under the rescaling (5.15). All other couplings scale nontrivially. Consequently, various products of couplings can be formed which stay invariant under (5.15). Such invariants may serve as a measure for the relative strength of the gravitational interactions \[104\]. For couplings including up to \( \lambda_3RR_{\mu\nu}R^{\mu\nu} \) we may construct three independent invariants with values

\[
\begin{align*}
\langle \lambda_0/\lambda_2^2 \rangle &= 0.4709956080 \pm 5 \times 10^{-10} \\
\langle \lambda_0/\lambda_3^2 \rangle &= 0.1286508384 \pm 4 \times 10^{-10} \\
\langle \lambda_1/\lambda_3 \rangle &= 0.5226342675 \pm 6 \times 10^{-10}.
\end{align*}
\]  

Table IV show the convergence of couplings, universal coupling ratios, and the leading scaling exponents. We postpone a detailed discussion of universality until Sec. VI.

E. Beyond polynomial expansions

In order to go beyond the polynomial approximations we can integrate the fixed point condition numerically. In a first step, we consider even and odd parts of the fixed point condition in \( R \) (5.6), leading to

\[
\begin{align*}
(4f - R^2 f') &= I_0[f, z](R) + I_0[f, z](-R) \\
R(2z - R^2 z') &= I_0[f, z](R) - I_0[f, z](-R)
\end{align*}
\]  

These two equations can then be taken as differential equations for the functions \( f(x) \) and \( z(x) \) which depend on \( R \) through the variable \( x = \frac{R}{2} \). Taking the initial conditions from our polynomial solutions we can solve these two equations to give \( f \) and \( z \). Since the equations depend on up to the third derivatives of these functions we must give three initial conditions for both \( f \) and \( z \). Resolving them for the highest derivatives, the coupled differential equations take the form

\[
\begin{align*}
\frac{df''}{dR} &= H_f[f, z; R] \\
\frac{dz''}{dR} &= H_z[f, z; R]
\end{align*}
\]  

where the functions \( H_f \) and \( H_z \) depend on \( f \) and \( z \) up to including their second derivatives (the explicit expressions are rather lengthy and not given here). From the structure of the fixed point equation (C3) we observe that both \( f'' \) and \( z'' \) are proportional to the polynomial (C23), which vanishes at

\[ R_0 = 0 \quad R_p = 2.00648 \quad R_n = -9.99855. \]
Consequently, at the points (5.22), the third derivatives $f'''$ and $z'''$ in (5.20), (5.21) are ill-defined. For the numerical integration, we therefore will have to chose initial conditions away from (5.22). Initial conditions are provided through the polynomial fixed point in its domain of validity. This limits the integration of the fixed point equations (5.18), (5.19) to the regime $0 < x < 1.00649$. We fix initial conditions at a sufficiently small value for $x$, say $x = 1/100$. We have checked that results do not depend on this choice. In Fig. 4 we plot the function $f + Rz$ as a function of $R$ and compare it to the polynomial approximations from orders $N = 3$ to $N = 19$. We observe that the polynomial solutions are in good agreement with the numerical solution all the way to $R = \pm 2.00648$. The existence of the formal singularity at $R_p = 2.00648$ and the fact that our polynomial approximation agrees with the numerical solution up to this point indicates that the radius of convergence for the polynomial approximation is maximal: there are no other convergence-limiting singularities in the complex plane of scalar Ricci curvature with $|R_{\text{sing}}| < R_p$.

VI. UNIVERSALITY AND SCALING EXPONENTS

In this section, we turn to the computation of universal scaling exponents $\{\theta_n\}$ characterizing the UV fixed point.

A. Scaling exponents

Unlike fixed point values which are nonuniversal, scaling exponents are universal and, in principle, measurable in an experiment. They are deduced as the eigenvalues of the stability matrix at the fixed point $M_{ij} = \partial \beta_i / (\partial \lambda_j)$, which in turn is obtained from (5.12). At each order $N$ in the approximation we retain $N$ operators in the effective action. We therefore find a set of $N$ eigenvalues

$$\{\theta_n(N), n = 0, \ldots, N - 1\},$$

which we order according to the magnitude of their real parts, $\Re \theta_n \leq \Re \theta_{n+1}$. Negative (positive) eigenvalues correspond to relevant (irrelevant) operators in the UV. It is expected that a UV fixed point displays, at best, a finite number of relevant operators in order to ensure predictivity of the theory.

At each order of the approximation from $N = 2$ to $N = 21$ we find that there are always three UV attractive directions, corresponding to three negative eigenvalues, exactly as was the case for the $f(R)$ approximation up to order $N = 35$ [19,57]. Some scaling exponents are complex conjugate pairs. It is then convenient to denote their real and imaginary parts of the eigenvalues (6.1) as $\theta' = -\Re \theta$ and $\theta'' = \pm \Im \theta$. Specifically, the three leading relevant exponents $\{\theta_0, \theta_1, \theta_2\}$ are a complex conjugate pair together with a real eigenvalue, which we write as $\theta_0 = -\theta_0' + i\theta_0''$, $\theta_1 = -\theta_0' - i\theta_0''$ and $\theta_2 = -\theta_2'$. All irrelevant eigenvalues $\theta_n$ for $n \geq 3$ settle as complex conjugate pairs, which we write pairwise as $\theta_n = -\theta_n' + i\theta_n''$ and $\theta_{n+1} = -\theta_n' - i\theta_n''$ ($n \geq 3$ and odd). Using these conventions, in Fig. 5 we show the real part of the eigenvalues $\theta_n$ as functions of the polynomial approximation order. In Fig. 6, we show the fast convergence of $\{\theta_0, \theta_2, \theta_3, \theta_5, \ldots, \theta_{15}\}$, again as functions of the polynomial approximation order.

The same pattern was observed in $f(R)$-type theories of gravity where the factor $\text{(C23)}$ appears in front of $f''(R)$.
The values of the critical exponents can be found in Table IV. It is noteworthy that the values are quite stable from order to order, except for the first occurrence of the perturbatively marginal coupling $\lambda_2$ with eigenvalue $\theta_2$ at order $N = 3$. The reason for this has been given in [57]: the invariant $\int \sqrt{g} R_{\mu \nu} R^{\mu \nu}$ is classically marginal meaning that the RG flow for the corresponding coupling does not have a term linear in the coupling. Consequently, higher order interactions are needed to help the classically marginal coupling to develop a fixed point of its own. In other words, the operators with irrelevant scaling dimension are necessary to help the relevant and marginal invariants to develop stable fixed points. This structural pattern is generic for fixed points of quantum fields theories within polynomial or vertex expansions.

We estimate the asymptotic values of scaling exponents by taking an average over the best four approximation orders. We find

$$\langle \theta'_0 \rangle = 2.409028030 \pm 5 \times 10^{-9}$$
$$\langle \theta'_2 \rangle = 0.98117249 \pm 1 \times 10^{-8}$$
$$\langle \theta'_4 \rangle = -5.0028024 \pm 2 \times 10^{-7}$$
$$\langle \theta'_6 \rangle = -9.921004 \pm 2 \times 10^{-6}$$

(6.2)

as real parts of the first few exponents. Except for the eigenvalue $\theta_2$, all others relate to complex conjugate pairs and appear with the degeneracy two. For the corresponding imaginary parts, we have

$$\langle \theta''_0 \rangle = 2.297772857 \pm 5 \times 10^{-9}$$
$$\langle \theta''_2 \rangle = 0$$
$$\langle \theta''_4 \rangle = 3.8264682 \pm 2 \times 10^{-7}$$
$$\langle \theta''_6 \rangle = 3.870582 \pm 2 \times 10^{-6}.$$  

(6.3)

These encouraging results indicate that the number of negative eigenvalues is not affected by the inclusion of more complicated tensor structures.

### B. Degeneracy

We briefly comment on the complex eigenvalues. Complex conjugate pairs of eigenvalues are a consequence of interactions and indicate a degeneracy amongst the scaling of eigenoperators. Technically, they arise due to large off-diagonal entries in the stability matrix. The degeneracy indicates in that two linearly independent eigenperturbations decay with the exact same power law (associated to the real part of the eigenvalue), the sole difference being a relative phase (associated to the imaginary part of the eigenvalue) [57]. If complex conjugate exponents persist in the full physical theory, it would be important to fully understand the dynamical origin. However, the degeneracy may very well be an artifact of our inability to retain all gravitational couplings. If so, we expect that the degeneracy is lifted, or becoming less pronounced, provided additional gravitational couplings are retained in the effective action beyond those studied here. In the present case, we find that imaginary parts (if they arise) are small. In particular, we find that the ratio of real to imaginary part $\text{Im}\theta_n/\text{Re}\theta_n$ and the angles

$$\phi_n = \arctan \frac{\text{Im}\theta_n}{\text{Re}\theta_n}.  \quad (6.4)$$

if nonzero, becomes increasingly small with increasing $n$. Our results for the angles (6.4) are shown in Fig. 7. In view of the discussion given above, small imaginary parts imply that the degeneracy amongst pairs of eigenperturbations is mild, and increasingly milder for increasingly higher order

![FIG. 6. The rate of convergence of the real part of universal eigenvalues $\theta'_m$ ($m = 0, 2, 3, 5, \ldots, 13$) with increasing approximation order $N$ toward their best values at $N_{\text{max}} = 21$ (see main text).](image)

![FIG. 7. Tomography of the angles $\phi_n$ defined in (6.4), as functions of the approximation order $N$. The non-trivial angles $\phi_n$ are connected by lines ($n = 0, 3, 5, 7, 9, 11, 13, 15$ from right to left, respectively). With increasing $N$, we observe a rapid convergence. With increasing $n$, we observe that the imaginary parts are increasingly small compared to the real parts.](image)
invariants. We conclude that our findings are consistent with the picture given above.

C. Gap

We now turn to the gap in the eigenvalue spectrum, following [57]. Here, our results establish three relevant eigendirections corresponding primarily to the cosmological constant $\int \sqrt{g}$, the Ricci scalar $\int \sqrt{g}R$ and the square of the Ricci tensor $\int \sqrt{g}R_{\mu\nu}R^{\mu\nu}$. The smallest negative eigenvalue is of the order $\approx -1$. In turn, the most relevant of the irrelevant eigendirections, primarily induced by the invariant $\int \sqrt{g}R_{\mu\nu}R^{\mu\nu}$, has the eigenvalue $\approx -5.00$. Classically, its Gaussian eigenvalue reads $-2$. The large numerical value means that fluctuations have made the operator less relevant. Denoting the difference between the smallest relevant eigenvalue and the smallest irrelevant eigenvalue (or their real parts if complex) as the “gap” $\Delta$, we then find from (6.2) that the gap in the eigenvalue spectrum is given by

$$\Delta = \theta_2' - \theta_3' \approx 5.98.$$  \hspace{1cm} (6.5)

Notice that the gap is roughly of the same size as the first irrelevant eigenvalue. Furthermore, the gap is only slightly larger than the gap $\Delta \approx 5.5$ observed in the $f(R)$ approximation [19,57]. This comparison seems to suggest that the invariant $\int \sqrt{g}R_{\mu\nu}R^{\mu\nu}$ is a less relevant operator than $\int \sqrt{g}R$.

VII. BOOTSTRAP AND NEAR-GAUSIANITY

In this section, we apply the bootstrap test for asymptotic safety [19] and investigate the large order behavior of scaling exponents.

A. Bootstrap hypothesis

A key challenge in the reliable determination of asymptotically safe UV fixed points consists in the fact that the set of relevant, marginal, and irrelevant operators at the fixed point are not known beforehand. This implies that the set of universal eigenvalues

$$\{\theta_n\}$$  \hspace{1cm} (7.1)

go beyond the relevancy of invariants at an interacting fixed point to be governed by the invariant’s canonical mass dimension.

The motivation for this hypothesis is that all known interacting fixed points in quantum field theory share this property. The value of a working hypothesis consists in the fact that it can be tested and falsified, systematically, within given approximations. If successful, it establishes the existence of (asymptotically safe) fixed points under the hypothesis that canonical power counting is applicable.

at the interacting fixed point is not known beforehand. This is in stark contrast to theories with asymptotic freedom, where the set of positive, vanishing, or negative eigenvalues is known a priori to coincide with the Gaussian exponents. Furthermore, fixed point searches in interacting theories generically require approximations, and even if stable fixed points are established, one still has to ascertain that invariants neglected thus far are not spoiling the result. In contrast, in asymptotically free theories the finite set of relevant and marginal operators is known beforehand allowing for systematic approximations.

For this reason, in [19], a bootstrap strategy has been put forward to help circumnavigate the lack of a priori information about interacting fixed points, applicable for UV and IR fixed points alike. As our working hypothesis we will assume that canonical power counting continues to be a good guiding principle at an interacting fixed point, or, in other words, we assume that

$$D_n(N) = \theta_{N-n}(N),$$  \hspace{1cm} (7.3)

The quantities $D_n$ displayed there are defined as follows,
and the scaling exponents \( \vartheta_n \) refer to (6.1). The meaning of (7.3) is that \( D_n(N) \) gives the \( n \)th largest eigenvalue at approximation order \( N \). In Fig. 8, the line \( D_1 \) as a function of the approximation order \( N \) thus shows how the largest eigenvalue increases with increasing approximation order provided \( N \) has become sufficiently large. Similarly, we observe that all lines \( D_i \) grow with increasing approximation order. This result establishes very clearly that the addition of higher order invariants \( N \rightarrow N + 1 \) systematically adds a new eigenvalue to the spectrum which is larger, and thus less relevant, than those already present. We conclude that the asymptotically safe fixed point detected here is fully consistent with our working hypothesis.

**C. Large order behavior**

In [19,57] it has been observed for \( f(R) \) type theories of gravity that higher order powers in the Ricci scalar lead to scaling exponents which become increasingly Gaussian. The result as such is quite intriguing, suggesting that the quantum dynamics of gravity makes the theory “as Gaussian as it gets”: the scaling of a few invariants with a low mass dimension receives strong corrections with scaling exponents deviating strongly from classical values. On the other hand, the scaling of invariants with large canonical mass dimension receive only very mild corrections leading to near-Gaussian exponents. Exact Gaussian scaling is clearly not achievable owing to the perturbative nonrenormalizability of the theory. Here, we want to check whether this picture persists in case the higher order interactions are substantially different from those investigated in [19,57].

To that end, we display the entire eigenvalue spectrum (6.1) for all approximation orders in Fig. 9. The color coding (from blue to red) indicates growing approximation order \( N \). We make two observations. First, three negative eigenvalues are neatly visible for all approximation orders. They differ by order unity from their classical values. Second, with increasing \( n \), we observe that the eigenvalues approach Gaussian values from above. Both of these features agree with the picture detected in \( f(R) \) type approximations [19,57]. The near-Gaussian behavior thus appears to be a feature of quantum gravity rather than a feature of or limitation to specific technical approximations.

**D. Origin of near-Gaussianity**

In Fig. 10, we further investigate the origin for the near-Gaussian behavior. Shown are the scaling exponents \( \bar{\vartheta}_m \), which, for each approximation order \( N \), correspond to the largest eigenvalue within the set of eigenvalues (6.1) or its real part if complex,

\[
\bar{\vartheta}_m = \text{Re} \vartheta_m(N) = \vartheta_m(N) - i \varphi_m(N). \tag{7.4}
\]

We also indicate if the largest exponent is real (full dot) or a complex conjugate pair (crossed dot). We observe that with increasing \( m \) (or \( N \)) the largest eigenvalue rapidly approaches Gaussian values. This pattern is qualitatively similar to the pattern observed for \( f(R) \) type approximations [57]. As opposed to the \( f(R) \) models, the imaginary part of high order exponents comes out smaller. For this reason, the approach to near Gaussianity is largely insensitive to whether the largest exponent has a small imaginary component, or not.

In Fig. 11 we investigate the rate at which near-Gaussian behavior is achieved in the scaling exponents. Shown is a semilogarithmic plot for the relative shift of the eigenvalues away from Gaussian values, introducing

\[
\nu_m(N) = 1 - \frac{\text{Re} \vartheta_m(N)}{\vartheta_m(N)}.
\]

FIG. 9. The universal scaling exponents \( \vartheta_n(N) \) (real parts if complex) are shown for all approximation orders \( N \), in comparison with classical exponents (straight line). We observe three relevant eigenvalues. All other eigenvalues are increasingly irrelevant, approaching Gaussian values from above.

FIG. 10. Origin of near-Gaussian scaling exponents. Shown are the scaling exponents \( \bar{\vartheta}_m \), which, for each approximation order \( N \), are given by the largest eigenvalue \( \vartheta_m(N) \) (full dot) or its real part if complex (crossed dot). We observe that with increasing \( m \) (or \( N \)) the largest eigenvalue approach Gaussian values.
The color-coding of the data shows the trend that \(|v_n(N)|\) decreases with increasing \(N\). Based on the data up to \(1/N_{\text{max}} \approx 0.05\), we conclude that (7.5) resides in the 10–20% range,

\[
|v_n(N)| < 0.005 - 2, \quad (7.6)
\]
decreasing with increasing \(n\). In addition, we estimate the asymptotic behavior of (7.5) by taking the average values for each \(n\) over all approximation orders \(N\). These are indicated in Fig. 11 by the dashed black line to guide the eye. The mean values show a much smoother dependence on \(n\), slowly decaying with increasing \(n\). Their envelope is fitted by a simple exponential,

\[
\bar{v}_n \approx v \cdot \exp \left(-\frac{n}{n_\epsilon}\right). \quad (7.7)
\]

All mean values from \(n > 5\) onwards, and most entries from the high-order data sets, are below the envelope. Quantitatively, we have

\[
v \approx 1.69, \quad n_\epsilon \approx 6.53. \quad (7.8)
\]

The significance of (7.7) with (7.8) is as follows. The parameter \(v\) is a measure for the mean relative variation in (7.5) at low \(n\), and the parameter \(n_\epsilon\) states at which order the relative variation becomes reduced by a factor of \(\epsilon\). With \(N_{\text{max}}/n_\epsilon \approx 3\), the reduction at \(N_{\text{max}}\) is by a factor of 20, consistent with (7.6). The important piece of information here is that the data shows a consistent and fast asymptotic decay towards near-Gaussian values. Extrapolation of (7.7), (7.8) predicts that

\[
v_n(N) \to 0 \quad (7.9)
\]

for sufficiently large \(n\), and \(1/N \to 0\). We also note that the approach towards near-Gaussianity is much faster than in \(f(R)\) type theories. In the later case, \(v \approx 0.22\) and \(n_\epsilon \approx 46.7\) has been found [57]. We may conclude that the dynamics of Ricci tensor fluctuations strengthens the near-Gaussian behavior of higher order invariants.

As a last comment, we stress that near-Gaussian eigenvalues are not mandatory for the asymptotic safety conjecture to apply [19,57]. In fact, even more substantial modifications of eigenvalues up to

\[
v_n(N) < 1 \quad (7.10)
\]
at large orders with intrinsically non-Gaussian corrections would still be compatible with the asymptotic safety conjecture. In this light, the quantum modifications of the high-order eigenvalues at the fixed point of our model are moderate.

VIII. FROM ASYMPTOTIC SAFETY TO COSMOLOGY

Cosmology, thanks to the wealth of data available from observation [105–107], offers an important territory to test the asymptotic safety scenario for gravity. Provided that asymptotic safety is realized in nature, it is conceivable that the characteristic quantum gravitational modifications have impacted during the very early universe, including its phase of inflationary expansion and the phase of late time acceleration. A number of studies have explored these possibilities by exploiting characteristics of an asymptotically safe fixed point using renormalization group improvements of the effective action or of the gravitational equations of motion including those of Friedmann-Robertson-Walker universes [48,108–126].

In this section, we apply our findings to models of cosmology. Our main interest relates to the availability of cosmological scaling solutions such as inflation in the very early universe, or possibly accelerated late time expansion.

A. Stationarity of the quantum effective action

Given the fast convergence of the polynomial fixed point solution, we now ask the question whether the UV fixed point solves the equation of motion. Since we have evaluated the flow equation on the sphere, solutions to the equation of motion correspond to (Euclidean) de Sitter spaces which give a stationary point of the action. Specifically, varying the action (4.2) with respect to the metric and evaluating it on a sphere we obtain

\[
\delta \Gamma = \frac{k^4}{16\pi} \int d^4x \sqrt{g} E(R) g^{\mu\nu} \delta g_{\mu\nu} \quad (8.1)
\]

with
\[
E(R) = \frac{1}{2} \left( \frac{R^2}{4} \right) - \frac{R}{4} f' \left( \frac{R^2}{4} \right) + \frac{1}{4} R f'' \left( \frac{R^2}{4} \right) - \frac{R}{8} f' \left( \frac{R^2}{4} \right).
\]

(8.2)

The requirement of stationarity, meaning that \(\delta \Gamma / \delta g_{\mu \nu}\) vanishes, entails the “equation of motion”

\[
E(R) = 0.
\]

(8.3)

Alternatively one obtains the very same condition by first evaluating the entire action on a sphere with constant Ricci curvature, and then searching for stationary points of the “potential” \(\Gamma(R)\). This leads to

\[
\Gamma(R) = \frac{24 \pi}{R^2} \left[ f \left( \frac{R^2}{4} \right) + R \cdot z \left( \frac{R^2}{4} \right) \right]
\]

(8.4)

where the prefactor \(\frac{24 \pi}{R^2}\) originates from the volume of the four-sphere. Requiring stationarity of the potential (8.4), \(\partial \Gamma(R)/\partial R = 0\) with \(R \neq 0\) then leads to (8.2) with (8.3). Its solutions \(R_{\text{AdS}}\) identify stationary points for both (Euclidean) de Sitter and anti-de Sitter corresponding to positive and negative \(R_{\text{AdS}}\) respectively. The set of solutions with positive \(R_{\text{AdS}}\) are of relevance for cosmological scenarios with inflation and determine the Hubble parameter [68].

B. De Sitter and anti–de Sitter solutions

For the polynomial fixed point solutions, the de Sitter conditions are polynomial as well and can possess several roots as we increase the order \(N\). We can look for solutions of (8.3) at each order \(N\) of the fixed point solution by plotting \(\Gamma_s(R)\) and looking for stationary points. Overall, we observe several real solutions, with

\[
R_- < 0 < R_+ < R_{++}.
\]

(8.5)

The positive real solutions \(R_+\) and \(R_{++}\) correspond to a minimum and a maximum of \(\Gamma_s\), and the additional negative root \(R_-\) to a minimum. In Table V we list numerical values for the first negative root \(R_-\) and the two smallest positive roots \(R_+\) and \(R_{++}\). At orders \(N = 2\) and \(N = 3\) in the polynomial approximation there exists only one positive root, \(R_+\), proportional to the cosmological constant, because the \(R^2\) coupling does not contribute to the equation of motion. At order \(N = 5\) there is no real negative solution, while at order \(N = 6\) only the negative real root is present. At order \(N = 4\) and from order \(N = 7\) onwards, all three real stationary points (8.5) are present. Overall, a fast convergence is observed with increasing order of the polynomial approximation.

The occasional absence of solutions at low orders in Table V can be linked to the fact that the couplings have not fully converged to their final values, see Table III. In fact, if we substitute the more accurate \(N_{\text{max}} = 21\) fixed point values into the expression (8.2) and then solve (8.3) at approximation order \(N\), we find the roots (8.5) for all \(N\), except for the root \(R_-\) which remains absent at \(N = 5\).

In Fig. 12 we demonstrate that the full numerical solution shares the same stationary points of the

![FIG. 12. Shown is the equation of motion (8.2) including the (anti)-de Sitter solutions, corresponding to zeros of (8.3). The three solutions \(R_- < 0 < R_+ < R_{++}\), indicated with arrows, correspond to two de-Sitter solutions at positive \(R\) and an anti-de Sitter solutions at negative \(R\). For numerical values, see Table V.](image-url)
polynomial approximation by plotting the equation (8.3). Both the positive $R$ solutions are found in the numerical solution. Notice that the AdS solution is beyond $R = -2.00648$ which is outside of the domain of our numerical solution.

We have also searched for solutions of (8.3) in the complex field plane, see Fig. 13. At each and every order in the polynomial expansion a large number of complex roots are found. Concretely, once $N > 3$, the equation of motion (8.3) has $N - 1$ roots in the complex plane. All of these solutions are shown in Fig. 13 for all approximations $N \leq N_{\text{max}}$. We also indicate the radius of convergence set by the singularity, $R_c$. The radius $R_c$ is estimated from the polynomial expansion of (8.3) using the same techniques as in [68]; the band between $R_c$ and $R_s$ thus serves as an error bar.

We emphasize that most of the roots are unphysical in that they arise outside the domain of validity where $|R| > R_c$. Moreover, all stable and reliable solutions are on the real axis (highlighted by arrows in Fig. 13). Most importantly, both positive roots are firmly within the domain of validity, while the stable negative root resides at the boundary.

For $f(R)$-type theories within the same set-up, stable solutions in the complex field plane where found, close to the real axis [68].

**IX. COMPARISON**

We are now in a position to evaluate the impact of Ricci tensor invariants in the effective action. Our results are based on the effective action

\[ \hat{\Gamma}_k[g] = \int d^d x \sqrt{g} f_k(R, R_{\mu\nu} R^{\mu\nu}) \quad (9.1) \]

where $f_k(R, R_{\mu\nu} R^{\mu\nu}) \equiv F_k(R_{\mu\nu} R^{\mu\nu}) + R Z_k(R_{\mu\nu} R^{\mu\nu})$, see (1.1), (4.2). Findings are compared with closely related studies of quantum gravity for an $f(R)$-type action of the form

\[ \hat{\Gamma}_k[g] = \int d^d x \sqrt{g} f_k(R), \quad (9.2) \]

see [19,57,68]. The main point is that the exact same regularization schemes and momentum cutoffs have been used in either case. Therefore, qualitative and quantitative differences can now unambiguously be associated to the dynamical differences in the setup (9.1) vs (9.2), that is, the presence (or absence) of Ricci tensors in the effective action. Our results are summarized in Table VI. A few comments are in order:

(a) UV critical surface and scaling. On the basis of either of (9.1) and (9.2), the UV critical surface is three-dimensional, and the UV fixed point satisfies the bootstrap test. Canonical mass dimension continues to offer a “good” ordering principle [57]: classically relevant couplings receive strong quantum correction and remain relevant at an interacting UV fixed point. Classically irrelevant couplings remain irrelevant, and, moreover, their scaling exponents become increasingly near-Gaussian with increasing canonical mass dimension. The main difference relates to the rate with which exponents approach near-Gaussian values, which is found to be substantially larger as soon as Ricci tensor invariants are retained. Finally, the classically marginal couplings, corresponding to the invariants $\sqrt{g} R^2$ and $\sqrt{g} R_{\mu\nu} R^{\mu\nu}$ respectively, both become relevant in the quantum theory with scaling exponents of order unity.

(b) Speed of convergence. Within polynomial expansions of either of (9.1) and (9.2), couplings at the fixed point and universal scaling exponents show numerical convergence. Quantitatively, for $f(R)$ gravity with (9.2) the rate of convergence is slow, owing to an eighth-fold periodicity pattern hidden underneath the fixed point equation [19,57]. It has also been shown that the slow rate of convergence is ultimately related to the presence of a near-by pole in the complex field plane [68]. Poles in the complex field plane are regular encounters in non-perturbative fixed points [99–103]. Including Ricci tensor invariants, (9.1), we have observed a substantially faster convergence both for the fixed point couplings as well as for the scaling exponents, see Figs. 3, 5, and 6, and Table IV. We conclude that Ricci tensor...
fluctuations have had an impact on the singularity structure of the UV fixed point solution.

(c) Radius of convergence. The renormalization group flow for either of (9.1) and (9.2) displays a technical pole at $R_p \approx 2.00648 \cdots$, see (5.22). However, the polynomial radius of convergence for $f(R)$ gravity with (9.2) was found to be much smaller \cite{68}, $R_c \approx 0.82 \cdots 0.91$. On the other hand, evaluating the flow for the Ricci tensor action (9.1) on spheres with constant curvature, we found that the radius of convergence is maximal, $R_c = R_p \approx 2.00648$, and much larger than for $f(R)$ gravity in an otherwise identical setup. The fact that the maximal range in $R$ is exhausted indicates that the fixed point effective action for (9.1) does not display convergence-limiting singularities in the complex field plane within $|R| < R_p$.

We conclude that Ricci tensor interactions stabilize the theory.

(d) Existence of de Sitter solutions. In either case, the fixed point effective actions in the UV, when evaluated on spaces with constant scalar curvature, are functions of the Ricci scalar, $\Gamma = \Gamma(R)$. For comparison, we have plotted the equations of motion for either of these in Fig. 14. Results from (9.1) are shown with a full line, and those from (9.2) with a dashed one. Qualitatively, both equations of motion display the same overall features including an AdS-type zero for negative $R$. For positive $R$, the Ricci tensor contributions push the equation of motion below the zero axis, thereby generating two de Sitter solutions $R_{\text{DS}} > 0$. Hence, despite the fact that Ricci tensors only offer mild quantitative corrections, these do lead to an important qualitative change: no de Sitter solutions have been found with (9.2) for small Ricci or moderate curvatures.

(e) Higher derivative operators. We add a few comments highlighting structural differences between UV fixed points derived from either (9.1) or (9.2). Differences between the corresponding flow equations (4.15), (4.16) become evident within a polynomial approximation up to some highest order $N$. Most notably, projecting the flow onto the highest-order coupling and demanding for a fixed point leads in the $f(R)$ case to a linear equation for the highest order coupling. Unlike $f(R)$ theories, which contain a scalar d.o.f. in addition to the polarization of the graviton, the inclusion of terms such as $R_{\mu\nu} R^{\mu\nu}$ leads to a fourth order inverse propagator for the graviton. Consequently, as soon as Ricci or Riemann tensor interactions are present, the corresponding equation becomes quadratic. The reason for the latter is that the contribution from the transverse traceless part $h_{T}^{\mu\nu}$ contains the highest-order coupling itself. Ultimately, the appearance of the highest-order coupling in the contribution of $h_{T}^{\mu\nu}$ comes from the fact that its second variation contains a fourth-order differential operator $\Box^2$, a term which is absent in the $f(R)$ case. For further aspects of asymptotic safety in fourth order gravity models, see \cite{33,34,37,70,80}.

(f) Recursive structure. In the $f(R)$ case, it is straightforward to set up an iterative recursive fixed point solution for all polynomial couplings, as done in \cite{19,57}. In principle, the same philosophy could be used here as well, except that roots arise at the leading order (see Sec. V C). The proliferation of nested roots, after iteration, makes a computer-algebraic solution of the recursive relations cumbersome. We have then limited ourselves to approximations up to the 21st order \cite{85,98}. Although the approximation order is much lower than the 35 orders achieved in the corresponding $f(R)$ study \cite{19,57}, this is more than compensated by the substantially enhanced rate of convergence, see points (a), (b), (c).

In conclusion, we have established that the dynamics of the Ricci tensor has a strong impact onto fixed point solutions. Most noticeably, the UV fixed point is stabilized and convergence is faster. Moreover, de Sitter solutions now arise very naturally within the domain of validity. Clearly, $f(R)$ models for quantum gravity and the model put forward here are both "ad hoc" inasmuch as a full quantum theory of gravity is expected to contain additional invariants not accounted for here. It is encouraging that the broad features are not affected by these choices. For future work, it will be interesting to extend these investigations for actions involving functions of Riemann and Ricci tensor invariants, and to explore the extend to which the UV fixed point depends on it.
We have put forward a systematic study of the asymptotic safety conjecture for gravity using actions beyond Ricci scalars. The main novelty is that our models are sensitive to the dynamics of more complicated tensor invariants, while still benefitting from the simplicity of the \( f(R) \) models for gravity. We have illustrated our approach for actions of the form (4.1), (4.2) involving functions of the squared Ricci tensor \( R_{\mu \nu} \). The results are quite promising: the theory displays a stable interacting UV fixed point which, in high-order polynomial approximations, shows fast convergence with the order of approximation (Table III). The radius of convergence comes out maximal (Table VI), and much larger than the one found in theories with Ricci scalars. The theory has three relevant parameters related to the cosmological constant, the Ricci scalar and the square of the Ricci tensor. Higher order invariants become increasingly irrelevant, and scaling exponents converge very fast (Table IV), much faster than in theories with Ricci scalars only. It is also found that the theory becomes near-Gaussian with increasing mass dimension of curvature invariants (Figs. 8, 9). Clearly, higher order curvature invariants stabilize the fixed point, and the theory becomes “as Gaussian as it gets” [19,57]. Our findings seem to confirm once more that quantum scale invariance of gravity can be tested self-consistently by means of a bootstrap, despite of the fact that no small parameter has been identified. Also, the expansion in curvature invariants according to canonical mass dimension is viable. On the other hand, we find that the precise nature of higher order curvature invariants might not be centrally important for a fixed point to arise.

We also investigated implications of our model for quantum cosmology and the existence of inflationary solutions in the early universe. Most notably, we find that the UV fixed point of quantum gravity admits stable de Sitter solutions (Table V). Here, the Ricci tensor fluctuations play a decisive role: without them, such as in the \( f(R) \) approximation [68], de Sitter solutions do not arise (Fig. 14). We conclude that the existence of de Sitter solutions is strongly sensitive to the dynamics of metric fluctuations in the deep UV.

Our setup can be developed in several directions. It is straightforward to extend it towards more general theories and to explore the impact of Riemann or Weyl tensor invariants, also using general Einstein spaces for the projection. In the same spirit, the role of matter fields on the gravitational fixed point can be explored [81,98,127]. Further directions for improvement include alternative routes for the projection [69], ideas from the resummed \( e \)-expansion [74], and the role of the background field [88,128]. It would be particularly interesting to clarify how findings persist in settings that distinguish between background and fluctuation fields (see [78,82] for recent progress), or which are manifestly background independent (see [129] for related advances in gauge theories). Ultimately, the bootstrap search strategy can be used with either of these to test, or even falsify, the asymptotic safety conjecture for gravity. These topics are left for future work.
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### APPENDIX A: VARIATIONS OF INVARIANTS

The first and second variations for various terms appearing in (4.4) evaluated on the sphere can be read off from Table VII.
APPENDIX B: HEAT KERNEL FORMULAS

In this Appendix we summarize some technicalities of the heat kernel expansion. We examine how these are affected when we consider constrained fields. For a full overview of the heat kernel methods we refer to [95,96]. Some of the information found here has also been discussed in [24,31,32].

1. Constrained fields

First, we need to know how the trace evaluation is modified due to the fact that we decompose our original fields. For example, any vector field $V^\mu$ can be decomposed in its transverse and longitudinal part as

$$V^\mu = V^{T\mu} + \nabla^\mu \eta$$

with $\nabla \cdot V^{T\mu} = 0$. Similarly, any symmetric tensor $h_{\mu\nu}$ is decomposed according to

$$h_{\mu\nu} = h_{\mu\nu}^{T} + \nabla_{\mu} \xi_{\nu} + \nabla_{\nu} \xi_{\mu} + \nabla_{\mu} \nabla_{\nu} \sigma - \frac{1}{d} g_{\mu\nu} \nabla^{2} \sigma + \frac{1}{d} g_{\mu\nu} h$$

subject to the constraints

$$g^{\mu\nu} h_{\mu\nu}^{T} = 0, \quad \nabla^{\mu} h_{\mu}^{T} = 0, \quad \nabla^{\mu} \xi_{\mu} = 0, \quad h = g_{\mu\nu} h^{\mu\nu}$$

so that $h_{\mu\nu}^{T}$ is the transverse-traceless part of $h_{\mu\nu}$, $\xi_{\mu}$ is a transverse vector, $\sigma$ is a scalar and $h$ is the trace part of $h_{\mu\nu}$. From now on we use the notation $(2T)$ for a transverse-traceless symmetric tensor, $(1T)$ for a transverse vector.

In order to see how this affects the calculation, we need to know how the coefficients $b_n$ are modified when the operator is restricted to act on $(2T)$ tensors or on $(1T)$ vectors which can be related to the spectrum of the unconstrained fields. We start with the transverse vectors and we note that the spectrum of every vector can be expressed as the union of the spectrum of a $(1T)$ vector and of the longitudinal mode $\nabla_{\mu} \eta$. The spectrum of $\nabla_{\mu} \eta$ can be related to that of the scalar field $\eta$ through commutation of covariant derivatives

$$- \nabla^{2} \nabla_{\mu} \eta = - \nabla_{\mu} \left( \nabla^{2} + \frac{R}{d} \right) \eta.$$  

We note however that for a constant scalar $\eta$, the vector $V^\mu$ receives no contribution from the longitudinal mode. So we have to subtract from the scalar trace the constant mode. Thus we write for the trace of a transverse vector

$$\text{Tr}_{(1)} [e^{\nabla^{2}}] = \text{Tr}_{(1T)} [e^{\nabla^{2}}] + \text{Tr}_{(0)} [e^{(\nabla^{2} + \frac{R}{d})}] - e^{\frac{d}{2}}.$$  

where the last term corresponds to the zero mode of the scalar field. Thus we can relate the spectrum of the transverse vector to that of the unconstrained vector.

Now we turn our attention to the constraints of the transverse traceless tensors. For the symmetric tensors we use the commutation relations

$$- \nabla_{\mu} \nabla_{\nu} \xi_{\nu} + \nabla_{\nu} \xi_{\mu} = \nabla_{\mu} \left( - \nabla^{2} - \frac{d+1}{d(d-1)} R \right) \xi_{\nu}$$

$$+ \nabla_{\nu} \left( - \nabla^{2} - \frac{d+1}{d(d-1)} R \right) \xi_{\mu}.$$  

and

<table>
<thead>
<tr>
<th>TABLE VII. Summary of the first and second variations appearing in (4.4), evaluated on the sphere.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta(\sqrt{g})$</td>
</tr>
<tr>
<td>$\delta(R)$</td>
</tr>
<tr>
<td>$\delta(R_{\mu\nu} R^{\mu\nu})$</td>
</tr>
<tr>
<td>$\delta^{(2)}(\sqrt{g})$</td>
</tr>
</tbody>
</table>
| $\delta^{(2)}(R)$ | $h_{\mu\nu} \left[ \frac{1}{2} \nabla^{2} + \frac{d-2}{d(d-1)} R \right] h^{\mu\nu}$
| | $+ h \left( \frac{1}{2} \nabla^{2} + \frac{d-2}{d(d-1)} \right) h$
| | $+ (\nabla_{\mu} h^{\mu\nu}) (\nabla^{\mu} h_{\mu\nu})$ |
| $\delta^{(2)}(R_{\mu\nu} R^{\mu\nu})$ | $h_{\mu\nu} \left[ \frac{1}{2} \nabla^{2} + \frac{d-2}{d(d-1)} \right] \nabla^{2} h^{\mu\nu}$
| | $+ h \left( \frac{1}{2} \nabla^{2} + \frac{d-2}{d(d-1)} \right) \nabla^{2} h$
| | $+ (\nabla_{\mu} \nabla_{\nu} h^{\mu\nu}) (\nabla^{\mu} h^{\nu\mu}) + (\nabla_{\mu} \nabla_{\nu} h^{\mu\nu})^{2}$ |
\[ -\nabla^2 \left( \nabla_\mu \nabla_\nu - \frac{1}{d} g_{\mu\nu} \nabla^2 \right) \sigma = \left( \nabla_\mu \nabla_\nu - \frac{1}{d} g_{\mu\nu} \right) \left( -\nabla^2 - \frac{2}{d-1} R \right) \sigma. \] (B7)

As in the case of the transverse vector there are modes that do not contribute to the trace. These modes are (i) the \( \frac{d(d+1)}{2} \) Killing vectors for which \( \nabla_\mu \bar{\xi}_\nu + \nabla_\nu \bar{\xi}_\mu = 0 \) so that they do not contribute to \( h_{\mu\nu} \); (ii) a constant scalar \( \sigma \) as in the case of vectors and (iii) the \( d+1 \) scalars which correspond to the second lowest eigenvalue of \( -\nabla^2 - \frac{2}{d-1} R \). Thus we have for the trace of a symmetric tensor

\[ \text{Tr}[e^{\nabla^2}] = \text{Tr}_{(2T)}[e^{\nabla^2}] + \text{Tr}_{(1T)}[e^{\nabla^2}] + \frac{d(d+1)}{2} R^{(1)} e^{\frac{1}{2} \nabla^2} - (d+1) e^{\frac{1}{2} \nabla^2}R - \frac{d(d+1)}{2} e^{\frac{1}{2} \nabla^2}R. \] (B8)

Again we can relate the spectrum of the constrained transverse traceless tensor to that of rank-2 tensors, vectors, and scalars.

In order to clarify how the contributions from the exponents play a role in our calculation we expand the exponential in powers of \( R \) such as \( \sum_{m=0}^{\infty} c_m R^m \). Taking into account that the volume of the sphere goes like \( V \sim R^{d/2} \) and that the heat kernel coefficients go like \( b_n \sim R^{n/2} \) we find that

\[ \int d^dx \sqrt{g} b_n \sim R^{n/2}. \] (B9)

Since ultimately we are interested in comparing powers of \( R \), the exponentials contribute when \( 2m = n - d \), and the coefficients \( b_n \) receive contributions only when \( n \geq d \). Another way to see where the excluded modes enter is from the expansion \( e^{-t_2} = 1 - t_2 + \frac{1}{2} t_2^2 + \ldots \). In order for the parameter \( t \) to be included in \( Q[l\hat{W}] = \int_0^\infty dt \text{tr}^{-i\hat{W}(t)} \) we see directly from (3.5) that the corresponding power \( m \) of the expansion \( \sum_{m=0}^{\infty} c_m R^m \) is such that \( 2m = n - d \).

2. Heat-kernel coefficients

Here we summarize the trace of the heat kernel coefficients \( \text{Tr} b_n = b_n \), for the fields that we will be interested in after taking into account their constraints. We write 0 for the scalars, 1 for the vectors and 2 for the tensors. For the scalars we have

\[ b_0 |_{l=0} = 1 \] (B10)

\[ b_2 |_{l=0} = \frac{1}{6} R \] (B11)

\[ b_4 |_{l=0} = \frac{(5d^2 - 7d + 6)R^2}{360(d-1)d} \] (B12)

\[ b_6 |_{l=0} = \frac{(35d^4 - 112d^3 + 187d^2 - 110d + 96)R^3}{45360(d-1)^2d^2} \] (B13)

For the transverse vector fields we have

\[ b_0 |_{l=1} = d - 1 \] (B15)

\[ b_2 |_{l=1} = \frac{R(6d_s d + (d-3)(d+2))}{6d} \] (B16)

\[ b_4 |_{l=1} = \frac{R^2(360d_s^2 + 720d_s d + 5d^4 - 12d^3 - 47d^2 - 186d + 180)}{360(d-1)^2d^2} \] (B17)

\[ \begin{array}{cccc}
\text{Fields} & \text{Eigenvalue } \Lambda_j(d, s) & \text{Degeneracy } D_j(d, s) \\
T_{\mu\nu}^{\text{in}} \text{ with } l \geq 2 & \frac{l(l+1)+2}{d(d-1)} & \frac{2(d+1)(d-2)(l+1)(2l+1)(2l+3)(2l+4)}{d(d-1)(l+1)l(l+2)(l+3)}! \times \frac{1}{d(d-1)} \\
T_{\mu\nu}^{\text{in}} \text{ with } l \geq 1 & \frac{l(l+1)}{d(d-1)} & \frac{l(l+1)(2l+1)(2l+3)}{d(d-1)(l+1)!} \\
T_{\mu\nu}^{\text{in}} \text{ with } l \geq 0 & \frac{l(l+1)}{d(d-1)} & \frac{(2l+1)!}{d(d-1)!} \\
\end{array} \]
Finally for the transverse traceless tensor fields we have

\[ b_0|_2 = \frac{1}{2} (d - 2)(d + 1) \]  
\[ b_2|_2 = \frac{(d + 1)(d + 2) R(3\delta_{2,4} + d - 5)}{12(d - 1)} \]  
\[ b_4|_2 = \frac{(d + 1) R^2 (1440\delta_{2,4} + 3240\delta_{4,2} + 5d^4 - 22d^3 - 83d^2 - 392d - 228)}{720(d - 1)^2 d} \]  
\[ b_6|_2 = R^3 \left( \frac{3\delta_{2,4} + 5\delta_{4,2}}{36} \right) + \frac{(d + 1)(35d^6 - 217d^5 - 667d^4 - 7951d^3 - 13564d^2 - 10084d - 28032)}{90720(d - 1)^3 d^2} \]  
\[ b_8|_2 = R^4 \left( \frac{\delta_{2,4} + 5\delta_{4,2}}{2} + \frac{675\delta_{8,4}}{175} + \frac{1}{4!} \right) + \frac{1}{4!} \frac{(-2945774d^4 - 5191124d^3 - 10359960d^2 - 7018560d - 1814400)}{453600(d - 1)^4 d^4} R^4. \]

Finally, in Table VIII we summarize the eigenvalues \( \Lambda_i \) of the Laplace operator \( -\nabla^2 \) on scalars, transverse vectors and transverse-traceless symmetric tensors and their multiplicities \( D_i \).

### APPENDIX C: GRAVITATIONAL RENORMALIZATION GROUP EQUATIONS

In this Appendix we summarize our formula for the exact functional RG flow given in (4.15), (4.16). Concretely, the RG flow reads

\[ \partial_t f + 4f - R^2 f' + R(\partial_z z + 2z - \nabla^2 z') = I[f, z](R) \]  
(C1)

where the LHS are the terms originating from the classical scaling dimensions of the functions \( f \) and \( z \). The RHS encodes the contributions from fluctuations. It splits into several parts as

\[ I[f, z](R) = I_0[f, z](R) + \partial_z I_1[f, z](R) + \partial_z f I_2[f, z](R) + \partial_z z I_3[f, z](R) + \partial_z z'' I_4[f, z](R) + \partial_z z'' z'' I_5[f, z](R). \]  
(C2)

The flow terms appearing in (C2) arise through the Wilsonian momentum cutoff \( \partial_t R_k \), which we have chosen to depend on the background field. All the terms \( I_0[f, z], \ldots, I_5[f, z] \) arise from tracing over the fluctuations of the metric field for which we have adopted the transverse traceless decomposition. The term \( I_0[f, z] \) also receives \( f \) and \( z \)-independent contributions from the ghosts and from the Jacobians originating from the split of the metric fluctuations into tensor, vector and scalar parts. To indicate the origin of the various contributions in the expressions below, we use superscripts T, V, and S to refer to the transverse traceless tensorial, vectorial, and scalar origin respectively. Then we have for the various components \( I_i[f, z](R) \)
\[ I_0[f, z] = c \left( \frac{P^V_c}{D^V_c} + \frac{P^S_c}{D^S_c} + \frac{P^{T,0}_0 z + P^{T,1}_0 f' + P^{T,2}_0 (f'' + R z'')}{D^T} + \frac{P^{S,0}_0 z + P^{S,1}_0 f' + P^{S,2}_0 (f'' + R z'')}{D^S} \right) \]  

\[ I_1[f, z] = c \left( \frac{P^V_1}{D^V} + \frac{P^S_1}{D^S} \right) \]  

\[ I_2[f, z] = c \left( \frac{P^V_2}{D^V} + \frac{P^S_2}{D^S} \right) \]  

\[ I_3[f, z] = c \left( \frac{P^V_3}{D^V} + \frac{P^S_3}{D^S} \right) \]  

\[ I_4[f, z] = c \frac{P^V_4}{D^V} \]  

\[ I_5[f, z] = c \frac{P^S_5}{D^S}. \]  

The numerical coefficient \( c = 1/(24\pi) \) arises due to the volume element and our convention to factor out 16\pi from the definition of \( f \) and \( z \). The various denominators and polynomials appearing in the above expressions are given by

\[ D^T[f, z] = 36f + (24R + 36)z - (7R^2 - 6R + 36)(f' + R z') \]  

\[ D^S[f, z] = 8f + 12z + (-2R^2 - 8R + 24)f' + (2R^3 - 32R^2 + 60R)z' + R^2(R - 3)^2(f'' + R z'') \]  

\[ D^V_c = 4 - R \]  

\[ D^S_c = 3 - R \]  

\[ P^V_c = \frac{607}{15} R^2 - 24R - 144 \]  

\[ P^S_c = \frac{511}{30} R^2 - 12R - 36 \]  

\[ P^{T,0}_0 = \frac{311}{63} R^3 - 4R^2 - 1080R + 2880 \]  

\[ P^{T,1}_0 = -\frac{R^3}{3} - 116R^2 + 1800R - 4320 \]  

\[ P^{V,1}_0 = \frac{311}{126} R^3 - R^2 - 180R + 360 \]  

\[ P^{V,2}_0 = \frac{37}{126} R^3 + \frac{29}{15} R^2 + 12R + 24 \]  

\[ P^{V,3}_0 = \frac{127}{1512} R^4 - \frac{58}{45} R^3 - \frac{62}{15} R^2 + 16R + 72 \]  

\[ P^{V,4}_0 = \frac{731}{1512} R^5 - \frac{R^6}{6} - 29R^2 + 300R - 540 \]  

\[ P^{S,0}_0 = \frac{181}{3360} R^8 + \frac{29}{30} R^7 + \frac{91}{20} R^6 - 27R^4 \]  

\[ P^{S,1}_0 = \frac{111}{2268} R^5 - \frac{29}{9} R^4 + \frac{170}{3} R^3 + 4R^2 + 1080R \]  

\[ P^{S,2}_0 = \frac{1333}{4536} R^6 - \frac{29}{9} R^5 + \frac{62}{15} R^4 - 16R^3 + 36R^2 \]  

\[ P^{S,3}_0 = \frac{27991}{45360} R^7 + \frac{406}{45} R^6 + \frac{943}{30} R^5 - 16R^4 - 126R^3 \]  

\[ P^{S,4}_0 = \frac{181}{3360} R^8 + \frac{29}{30} R^7 + \frac{91}{20} R^6 - 27R^4 \]  

\[ P^{V}_1 = \frac{311}{126} R^3 - R^2 - 180R + 360 \]  

\[ P^{S}_1 = \frac{37}{378} R^3 + \frac{29}{15} R^2 + 12R + 24 \]  

\[ P^{T}_2 = \frac{731}{1512} R^4 - \frac{R^5}{6} - 29R^2 + 300R - 540 \]  

\[ P^{V}_2 = \frac{127}{1620} R^4 - \frac{58}{45} R^3 - \frac{62}{15} R^2 + 16R + 72 \]  

\[ P^{V}_3 = \frac{731}{1512} R^5 - \frac{R^6}{6} - 29R^2 + 300R - 540 \]  

\[ P^{V}_4 = \frac{1333}{4536} R^6 - \frac{232}{45} R^5 - \frac{67}{3} R^4 + 16R^2 + 180R \]  

\[ P^{S}_3 = \frac{181}{3360} R^6 - \frac{29}{30} R^5 + \frac{91}{20} R^4 + 27R^2 \]  

\[ P^{S}_4 = \frac{181}{3360} R^7 - \frac{29}{30} R^6 + \frac{91}{20} R^5 + 27R^3 \]  

\[ P^{V}_5 = \frac{1333}{4536} R^6 - \frac{232}{45} R^5 - \frac{67}{3} R^4 + 16R^2 + 180R \]  

\[ P^{S}_5 = \frac{181}{3360} R^7 - \frac{29}{30} R^6 + \frac{91}{20} R^5 + 27R^3 \]
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