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Abstract : The ATLAS inner detector comprises three di erent sub-detectors: the pixel detector,
the silicon strip tracker, and the transition-radiation drift-tube tracker. The InseBdbdger, a new
innermost pixel layer, was installed during the shutdown period in 2014, together with modi cations
to the layout of the cables and support structures of the existing pixel detector. The material in the
inner detector is studied with several methods, using a low-luminosty 13TeV pp collision

sample corresponding to arou@dnb ! collected in 2015 with the ATLAS experiment at the
LHC. In this paper, the material within the innermost barrel region is studied using reconstructed
hadronic interaction and photon conversion vertices. For the forward rapidity region, the material
is probed by a measurement of the e ciency with which single tracks reconstructed from pixel
detector hits alone can be extended with hits on the track in the strip layers. The results of these
studies have been taken into account in an improved description of the material in the ATLAS inner
detector simulation, resulting in a reduction in the uncertainties associated with the charged-particle
reconstruction e ciency determined from simulation.
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1 Introduction

Data recorded by tracking detectors are used to reconstruct the trajectories of charged particles and
determine their momenta. The location of particle interactions with the material of the detector can
be identi ed by reconstructing interaction vertices. Obtaining an accurate description of this mate-
rial is essential to understand the performance of the detector. For the ATLAS detector [1], nuclear
interactions ofprimary particleswith the material are the largest sourcesetondary particled
hence the uncertainty in the track reconstruction e ciency is directly coupled to the accuracy of
knowing the amount and type of material [2, 3]. For electromagnetic calorimeters, the knowledge
of the material situated between the collision point and the calorimeter is essential to calibrate the
energy of reconstructed electrons, unconverted and converted photons [4]. The precision of track
reconstruction parameters is also sensitive to the amount of material of the tracking detector. The
precise knowledge of it is important for the performance of the reconstruction of the high-level
objects based on track reconstruction like identi cationbefiadrons -tagging). Furthermore,
searches for new physics performed by reconstructing the decay vertex of long-lived particles
require a precise description of the material to de ne ducial decay volumes with minimal back-
ground [5]. The accuracy of the description of the material structure is thus an essential foundation
for physics analysis with the ATLAS detector. In fact, it plays a central role together with other key
ingredients required for particle reconstruction, e.g. the magnetic eld description, understanding of
the processes occurring inside semiconductor sensors or gases, and the alignment of the components.

The description of the material including the geometrical layout and atomic composition,
hereafter referred to as tgeometry models based on engineering design drawings of the detector,
together with supporting measurements of the masses, dimensions and compositions of detector
components. During construction of the ATLAS inner detector (ID) [1], detailed measurements of
the mass of detector components were undertaken, and the corresponding masses in the geometry
model were adapted to agree with the measurement as accurately as possible [1]. The amount of
material in the Run 2as-built ID [1] is generally known to an accuracy of about 4 5%. However,
obtaining a satisfactory geometry model is challenging because of the complexity of the detector
design and the need to thoroughly validate the description.

Severalin situ methods using collision data have been developed to estimate the amount of
material within the tracking detectors of high-energy physics experiments [2, 6, 7]. Reconstructing

1in this paperprimary particlesrefer to particles which are promptly produced in fiygcollision, whilesecondary
particlesrefer to those which are produced in the decays of primary particles or through their interaction with material.
2Run 1 refers to the period of data-taking in 2008 2012, while Run 2 refers to the period since 2015.



photon conversion vertices is a traditional method to measure the material of tracking detectors [8],
taking advantage of precise theoretical understanding of electromagnetic interaction processes. The
reconstruction of hadronic interaction vertices instead of photon conversions is a complementary
approach[9, 10] itis sensitive to the material through nuclear interactions, and o ers much better
resolution in the radial position of the vertex compared to the case of photon conversion. However,
the description of hadronic interactions is complex and only phenomenologically modelled in the
simulation. Another complementary approach which is applicable to the all tracking acceptance is
to measure the nuclear interaction rate of charged hadrons through hadronic interactions, referred
to as thetrack-extension e ciencymethod. The precision of each measurement varies depending
on the detector region. All of these approaches are used together to measure a large part of the
inner detector's volume and cross-check individual measurements. Using the hadronic interaction
approach, ATLAS has performed measurements of the inner detector's material in Run 1 of the
LHC[9, 10]. The measurements were performed by comparing observables sensitive to the material
in data and Monte Carlo (MC) simulation.
The ATLAS inner detector system is immersed i2 & axial magnetic eld, and provides
measurements for charged-patrticle trajectory reconstruction with full coveragénitthe range
j ] < 2:5.3 1t consists of a silicon pixel detector (pixel), a silicon micro-strip detector (SCT) and a
transition-radiation straw-tube tracker (TRT). During the LHC shutdown period in 2013 2014, be-
tween Run 1 and Run 2, the inner detector was upgraded with the installation of a new pixel-detector
layer together with a new, thinner beam pipe, referred to as the inseBabier (IBL) [11]. In
addition, the pixel detector was extracted and renovated. This involved replacement of pixel service
panels (cables, cooling pipes and support structures) located in the forwegubn of the pixel de-
tector. These changes motivated the material re-evaluation and creation of a new ID geometry model.
The characteristics of a material in terms of interaction with high-energy particles are quanti ed
by the radiation lengthXy, and nuclear interaction length;. In this paper, the unit ofnm is
used to quantify these propertiésThe radiation length¥, is the mean path length over which a
high-energy E  2mg) electron loses all butee of its energy due to bremsstrahlung. Similarly,
| is the mean path length to reduce the ux of relativistic primary hadrons to a frattienThe
amount of material associated with electromagnetic interactions along a particular trafedsory
represented by a dimensionless numNQ?/f frequently referred to as theumber of radiation
lengthsin the literature5 This is calculated as a line integral:
1

WCVia_ 1 .
NXo - ds Xols® !
C

where Xg'sP is the local radiation length of the material at the posit®along the trajectory
C. Similarly, the amount of material associated with nuclear interactions is represented by a

3ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the-axis along the beam pipe. Theaxis points from the IP to the centre of the LHC ring, and ykexis
points upwards. Cylindrical coordinatés © are used in the transverse plandjeing the azimuthal angle around the
z-axis. The pﬁeudorapidity is de ned in terms of the polar anghs = Intart «2°. Angular distance is measured in
unitsof R 1 0241 02

4There is another common convention of usipgn? in the literature [12].

5The bracket »C%zindicates that the value is de ned with respect to the traject@ryut this can be omitted if the
speci ed trajectory is clear.



. . 1,
dimensionless number denoted mi‘f/f‘

This paper presents studies of the ATLAS Run 2 ID material using hadronic interactions, photon
conversions and the track-extension e ciency measurement. An additional study of the transverse
impact parameter resolution of tracks is also presented. The paper is organised as follows. Section 2
provides an overview of the ATLAS detector and further details of the inner detector. Data and
MC simulation samples together with the various geometry model versions used in this paper are
introduced in section 3. The methodology of the measurements presented in this paper is described
in section 4. Event reconstruction and data selection are presented in section 5. A qualitative
overview of the comparison of data to MC simulation is discussed in section 6. Analysis methods
and systematic uncertainties of each of the individual measurements are described in section 7. The
results of the measurements are presented and discussed in section 8. Finally, conclusions of this
work are presented in section 9.

2 ATLAS detector

The ATLAS detector at the LHC [1] covers nearly the entire solid angle around the collision point.

It consists of an inner detector (ID) surrounded by a thin superconducting solenoid, electromagnetic
and hadronic calorimeters and a muon spectrometer incorporating three large superconducting
toroidal magnet systems. Only the inner detector and trigger system are used for the measurements
presented in this paper.

The pixel detector (including the IBL) spans the radial region (measured from the interaction
point) of 33 150 mm, while the SCT and TRT detectors span the radial regions 299 560 mm and
563 1066 mm, respectively. The ID is designed such that its material content has a minimal e ect
on the particles traversing its volume. Figure 1 shows the layout of the ID in Run 2.

The innermost pixel layer, the IBL, consists of 14 staves which cover the rggien3:03with
over 12 million silicon pixels with a typical size 80 m?r- © 250 m?z°each[11]. The addition
of the IBL improves the track reconstruction performance; for example, both the transverse and lon-
gitudinal impact parameter resolution improve by more than 40% in the best case of tracks with trans-
verse momentumpg) around0:5 GeV [13]. Here, the transverse impact paramedgrjs de ned
as the shortest distance between a track and the beam line in the transverse plane. The longitudinal
impact parametegy, is de ned as the distance inbetween the primary vertex and the point on the
track used to evaluatly. The average amount of material introduced by the IBL staves corresponds
to approximatelyNy, = 1:5%, for particles produced perpendicular to the beam line, originating
fromr = 0. The IBL staves are placed between the inner positioning tube (IR &9:0 mmand
the inner support tube (IST) at= 4225 mm The IPT and IST are made from carbon bre and resin.

The thickness of the IPT varies from 0.325 mnjzi< 311mm, to 0.455 mm at the outermost edge.

To minimise the distance of the IBL from the beam line, a new, thinner beam pipe was installed.
The new beam pipe mainly consists of a 0.8-mme-thick beryllium pipe with an inner radius of 23.5
mm and an outer radius ranging from 24.3 njap € 30mm) to 28.2 mmijzj > 311mm), wrapped
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Figure 1. Ther-z cross-section view of the layout of a quadrant of the ATLAS inner detector for Run 2.
The top panel shows the whole inner detector, whereas the bottom-left panel shows a magni ed view of the
pixel detector region. Compared to Run 1, the IBL (shown in red in the bottom-left panel) and its services,
together with the new beam pipe, were added.

with polyimide tapes and aerogel thermal insulators. There is no thermal insulator in the central
part of the new beam pipe &j < 311 mm, in order to reduce material thickness. The material
composition of the new beam pipe was measured using X-rays as well as by mass measurements to
a precision of 1% before installation.

The pre-existing pixel detector consists of three barrel layers (referred to as PIX1, PIX2, PIX3
from inner to outer) and two end-caps with three disks each. It hosts 1744 pixel-sensor modules,
and each module contains 46 080 pixels with a typical siZzZ0ofmir- © 400 m1z°each. The
detector contains over 80 million pixels in total. The radii of the three barrel layers are 50.5 mm,
88.5 mm and 122.5 mm, respectively. The barrel and end-cap layers of the pixel detector are
supported by an octagonal prism structure referred to as the pixel support frame (PSF) with a radius
ofr ' 200 mm ltis inserted inside the pixel support tube (PST), which has a radius of 229 mm.
During the LHC shutdown period in 2013 2014, the optical-electrical signal conversion boards,
which were previously placed on the old service panels;ar® ' * 174 107® mm, were moved
to a region referred to as the ID end-plate located outside the ID acceptance and in front of the
end-cap calorimeters. This change reduced the amount of material within the pixel service panels.

The SCT consists of 4088 silicon micro-strip modules, arranged in four barrel layers (referred
toas SCT1, SCT2, SCT3, SCT4 from inner to outer) and two end-caps with nine wheels each. Each



module is composed of two layers of silicon micro-strip detector sensors glued back to back with a
relative stereo angle @0 mrad The SCT barrel layers are enclosed by the inner and outer thermal
enclosures, referred to as the SCT-ITE and SCT-OTE respectively, which are loqate@a% mm
andr ' 550 mm The TRT is the outermost of the ID sub-detectors and consists of more than
350 000 gas- lled straw tubes. The structures of the SCT and TRT are unchanged since Run 1.
The ATLAS trigger system consists of a level-1 hardware stage and a high-level trigger software
stage [14]. The level-1 decision used in the measurements presented in this paper are provided by
the minimum-bias trigger scintillators (MBTS), which were replaced between Run 1 and Run 2.
The MBTS are mounted at each end of the detector in front of the liquid-argon end-cap calorimeter
cryostats az = 3:56 mand segmented into two rings in pseudorapiddP{ < j j < 2:76 and
276 < j j < 3:86). The inner ring is segmented into eight azimuthal sectors while the outer ring
is segmented into four azimuthal sectors, giving a total of twelve sectors per side.

3 Data and simulation samples

3.1 Data sample

Theppcollision data sample used to perform the measurements described in this paper was collected
in June 2015 at a centre-of-mass energ@ét 13TeV by the ATLAS detector at the LHC. During

this running period, the LHC was operating in a special con guration with a low instantaneous
luminosity. The average number of collisions per bunch crossing was approximately 0.005. The
data were collected with triggers which required one or more counters above threshold on either
side of the MBTS detectors. Events are retained for analysis if they were collected under stable
LHC beam conditions and the detector components were operating normally. Approximately 130
million events passing the trigger condition are used in this study, corresponding to an integrated
luminosity of around®:0nb 1.

3.2 Monte Carlo simulation

The Pythia 8 [15] (version 8.185), andEpos[16] (version LHCv3400) MC event generators
are used to simulate minimum-bias inelagije collisions. ThePythia 8 model of inclusivepp
interactions splits the total inelastic cross-section into non-di ractive (ND) processes, dominated
by t-channel gluon exchange, and di ractive processes involving a colour-singlet exchangh2 The
set of tuned parameters fBythia 8 [17] was used in conjunction with thdSTW2008lo parton
distribution functions [18]. These samples were produced for the ND component, since there
is little contribution from the di ractive components after full selectioBposmodels inclusive
pp interactions with a parton-based Gribov-Regge [19] theory, which is an e ective eld theory
inspired by quantum chromodynamics describing hard and soft scattering simultaneously. The
LHC set of tuned parameters [20] of tBposMC event generator was used. Bdhithia 8 and
Epos tuned and set up as described above, are found to provide reasonable descriptions of the
charged-particle multiplicity distributions measuredincollisions atp§ = 13TeV [21].

The modelling of the interactions of particles with material in @eant4 simulation [22], is
referred to as physics list The analysis presented in this paper used=thieP_BERghysics list.
For hadronic interactions, this model employs the Fritiof model [23, 24] for particles of kinetic



energy larger thad GeV, and the Bertini-style cascade for hadrons beto®eV [25]. In the
energy region where these two models overlap, one model is randomly selected to simulate a given
interaction, with a probability weight which changes linearly as a function of kinetic energy.

3.3 Simulated descriptions of the inner detector

Simulatedpp collision events generated Bythia 8 andEposwere processed through the ATLAS
detector simulation [26], based @eant4, and are reconstructed by the same software as used to
process the data. The ATLAS detector is described wi@@ant4 by a collection of geometry

models, each describing the sub-detectors that constitute the full detector. The geometry model for
the inner detector describes both the active elements of the detectors (e.g. the silicon pixel sensors)
and the passive material (e.g. support structures and cables). The measurements presented in this
paper make use of several alternative ID geometry models, summarised below:

Original This ID geometry model represents the nominal geometry model used to generate
MC simulation samples produced in 2015. The studies presented in this paper identi ed a
number of missing components in the simulated description of the IBL.

Updated A modi ed version of the original geometry model which was created for this study. In
this model, several additional components are added to the simulated description of the IBL
re ecting the observations which are described in section 6. These additional components
include ex buses and a number of surface-mounted devices on the front-end of the modules.
Small modi cations to the positioning of each IBL stave and the material densities of the IBL
support structures were also made.

Figures 2 and 3 show respectively the radial amistributions of the number of radiation
lengths for both theriginal andupdatedgeometry models. For the&pdatedgeometry, gure 4
shows the distribution of the number of radiation lengths inrtzeziew, and gure 5 showdN | as
a function of .

Based on theriginal andupdatedgeometry models, collections distortedgeometry models
were created, in which the density of a variety of components is arti cially scaled by a known
amount. Furthermore, three modi ed geometry models were created in which a ring of passive
material was added to thariginal geometry model. The rings were positioned at di ererd
coordinates and orientations in the region between the pixel and SCT detectors. This was done in
order to test the sensitivity of the track-extension e ciency method to the material location. These
distorted models are used to calibrate the material measurement methods and assess the systematic
uncertainties associated with the measurements. Table 1 summarises the collection of MC samples
used in this papeRythia 8 is used as the nominal event generator for all of the studies except for
the hadronic interaction study, which udgsosas the nominal event generator since it is found to
provide a better description of events with decays in ight tiPathia 8.

4 Overview of analysis methods

In this paper, the data are compared to the MC simulations which use the ATLAS Run 2 geometry
models for various observables. In this section, the methods are described. Further details of the
analysis techniques are provided in section 7.



Table 1. List of MC samples used in the analyses, with the base geometry model, presence of an additional
distortion, the event generator used and the number of generated events.

Base geometry Distortion Event generator Number of generated events
nominal Pythia 8 (A2) ND 2 10/
nominal Epos(LHC) 2 10

updated IBL +10% Pythia 8 (A2) ND 2 10
IBL 10% Pythia 8 (A2) ND 2 107
IST +10% Pythia 8 (A2) ND 2 10
IST 10% Pythia 8 (A2) ND 2 107
nominal Pythia 8 (A2) ND 2 10
nominal Epos(LHC) 2 10

original pixel servicet50% Pythia 8 (A2) ND 5 10°
pixel service+50% Epos(LHC) 5 10°
ring layout 1 Pythia 8 (A2) ND 5 10°
ring layout 2 Pythia 8 (A2) ND 5 10°
ring layout 3 Pythia 8 (A2) ND 5 10°

4.1 Reconstruction of hadronic interaction and photon conversion vertices

The hadronic interaction and photon conversion analyses aim to identify and reconstruct the in-
teraction vertices of hadronic interactions and photon conversions to probe the accuracy of the ID
material content within the detector simulation. Vertices correspondipg toteraction positions

are referred to aprimary vertices while other vertices corresponding to in- ight decays, photon
conversions and hadronic interactions are collectively referredse@mdary verticedn this pa-

per, only secondary vertices with a distance from the beam line of more than 10 mm are considered.
The properties of hadronic-interaction and photon-conversion candidates are compared between the
data and the MC simulation.

Photon conversions are well-understood electromagnetic processes which exhibit a high recon-
struction purity. The vertex radial position resolution is around 2 mm, limited by the collinearity
of the electron-positron pair. In contrast, hadronic interactions are complex phenomena which are
di cult to model in simulation. Their reconstruction su ers from backgrounds associated with
hadron decays and combinatoric fake vertices. However, the radial position resolution is far better
than for photon conversions. Resolution$30:1° mmcan be achieved due to large opening angles
between the daughter particles. This facilitates a detailed radiography of the material, including
minute components, e.g. the capacitors mounted on the surfaces of the pixel modules, allowing
their location to be determined precisely.

Qualitative comparisons of the distributions of reconstructed photon conversion and hadronic
interaction vertices in data and simulation samples can identify absent or inaccurately positioned
components within the ID geometry model. Such comparisons are e ectively able to probe the
central barrel region ofzj < 400 mmin the radial range from the beam pipe up to the rst layer
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Figure 2. The di erential number of radiation lengths as a function of the radildx,* r, averaged over
jzj < 300 mm(a) forr < 600 mmand (b) for20 mm< r < 75 mmfor theoriginal geometry and thepdated
geometry. The simulated material is sampled for eapbsition along a straight radial path (perpendicular
to the beam line).

ofthe SCT ar ' 300 mm and are suitable for probing the barrel structures including the IBL and
the new beam pipe. Further details can be found in section 7.

4.2 Track-extension e ciency

In an attempt to have as few particle interactions with material as possible, most of the pixel
services, which reside between the pixel and SCT detectors, are located together in the forward
region (approximately:0 < j j < 2:5). This region of the inner detector is more challenging to
model within the simulation than the central barrel region, due to the complexity of the structure
and the amount of material, as shown in gures 4 and 5.

The pixel service region is also expected to exhibit a relatively high rate of hadronic interactions
due to the high density of material and the longer path length of the trajectories of hadrons produced
at high pseudorapidity. If a charged hadron undergoes a hadronic interaction while traversing the
region between the pixel and SCT detectors, it will typically only leave signals in the pixel detector.
A track associated with the particle's trajectory can be reconstructed from pixel detector hits alone
(referred to as tracklethereafter) or from hits in all ID sub-detectors (referred toesrabined track
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Figure 3. Number of radiation lengths as a function of theoordinate for di erent radial sections for the
original geometry and thepdatedgeometry.

hereafter). Hits in the SCT and TRT detectors associated with the secondary particles produced in
the hadronic interaction are unlikely to be associated to the tracklet. The rate of hadronic interactions
can be related to the so-callgdck-extension e ciencydenoted byEey and de ned as:

ntmatched
racklet .
Eext I

Ntracklet

wherenyackietis the number of tracklets satisfying a given set of selection criteria\?ﬁg‘eﬁdis the
number of those tracklets that are matched to a combined track. The e cieggis related to the
amount of material crossed by a particle and is therefore dependent on the kinematics and origin
of the particle. For particles with su ciently highpr , when averaging over and restricting the
z-position of the primary vertexz{:) to a su ciently narrow range, the particle trajectofy can

be approximately described as a function @flone.

4.3 Track impact parameter resolution

The resolution of the track transverse impact paraméiedenoted q,, depends on the track
momentum. The resolution in the high-limit is largely determined by the intrinsic position
resolution of detector sensors and the accuracy of the alignment of each detector component. At
su ciently low pr, the e ects of multiple scattering dominate the resolution. At lpw 4, is
sensitive to the amount of the material in the ID, particularly that closest to the collision point.
By measuring q,, it is possible to cross-check the accuracy of the geometry model using an
independent observable which does not rely on vertex reconstruction and is insensitive to radial
positions. Since this method is used as a cross-check of the validity of the vertex-based methods,
results are presented without a full assessment of systematic uncertainties.



Figure 4. Ther-z distribution of the di erential number of radiation lengthsNx,* r, for the updated
geometry model of a quadrant of the inner detector barrel region of the pixel detector and the SCT. The
simulated material is sampled for eashosition along a straight radial path (perpendicular to the beam line).
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Figure 5. The amount of material associated with nuclear interactiins= ds !, averaged over, as

a function of in the positive range integrated up to= 250 mmfor the updatedgeometry model. The
simulated material is sampled from= 0 along a straight path with xed. The material within the inner
detector is shown separately for the regions 27 mm 27 mm< r < 45 mm 45 mm< r < 150 mmand

150 mm< r < 250 mm corresponding approximately to the beam pipe, IBL, pixel barrel and pixel service
region, respectively. The statistical uncertainty in each bin is negligible.
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5 Reconstruction and data selection

5.1 Track reconstruction

Charged-particle tracks are reconstructed with a special con guration (for low-luminosity running)
of the ATLAS track reconstruction algorithm [27] optimised for Run 2 [28] dowpitof 100MeV.
Theinside-outtracking refers to the track reconstruction algorithm seeded from pixel and SCT hits
and extended to the TRT. In this algorithm, candidates are rejected from the set of reconstructed
tracks if the absolute value of the transverse (longitudinal) impact parandgtézy) is greater

than 10mm (250mm). Tracks originating from in- ight decay vertices (e.lgg decays) inside the

inner detector's volume or from photon conversions may not have a su cient number of pixel and
SCT hits to satisfy the inside-out track nding. A second tracking algorithm, referred to as the
outside-inapproach, complements this by nding track seeds in the TRT and extending them back to
match hits in the pixels and SCT which are not already associated with tracks reconstructed with the
inside-out approach. Niy andzy requirements are applied for the outside-in tracking. Tracklets are
reconstructed using the inside-out approach dowsytof 50 MeV. Not all tracks reconstructed in

the ID correspond directly to a charged particle traversing the detector. Coincidental arrangements
of unrelated hits can give rise to so-calliadke tracks. Fake tracks (and similarly fake tracklets)

are identi ed in the MC simulation as those with a small fraction of hits originating from a single
simulated charged particle [29].

5.2 Vertex reconstruction

Theprimary vertices, i.e. positions of the inelastic proton-proton interactions, are reconstructed by
theiterative vertex ndingalgorithm [30]. At least two charged-particle tracks withgreater than
100MeV are required to form a primary vertex. Thard-scattermprimary vertex is de ned as the
primary vertex with the highest sum of tlpx% of the associated tracks. Other primary vertices are
referred to apile-upvertices.

Secondary vertices are reconstructed by ith@dusive secondary-vertex ndinglgorithm,
which is designed to nd vertices from a prede ned set of input tracks within an event [9].

The con guration of the secondary-vertex reconstruction diers between the hadronic-
interaction and photon-conversion analyses, re ecting the di erent topologies associated with the
interactions. These di erences are summarised in table 2. For hadronic interactions, tracks are
required to have at least one SCT hilgj > 5 mm a track- tting 2 divided by the number of
degrees of freedom\ys) less than 5, and satisfy certain quality criteria. The requirememgon
is imposed in order to e ciently reject combinatorial fake vertices. The tted vertex must have a
vertex- tting  2e Ngof Of less than 10. In addition, a geometrical compatibility criterion is applied.
The tracks associated with the reconstructed vertex are required to have no hits in any detector layer
inside thevertex radiusde ned as the distance of the vertex in they plane from the origin of the
ATLAS coordinate system, and are required to have hits in the closest outer layer beyond the vertex
radius.

The reconstruction of photon conversion vertices begins with the identi cation of pairs of
charged-particle tracks, as described in ref. [31]. Collinear track pairs with oppositely signed
charges compatible with the photon conversion topology, including the requirement on the minimum
distance of approach between the two track helices, and the distance between the rst hits on the
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two tracks, are selected. The vertices of the track pairs are tted while constraining the opening
angle between the two tracks (in both the transverse and longitudinal planes) at the vertex to be
zero. Finally, only vertices built from two tracks, both of which are associated with silicon detector
hits, are retained for further analysis.

In MC simulation, the truth matching of the secondary vertices is de ned as follows, using
truth information from the generator-level event record. If the vertex has any fake tracks, it is clas-
si ed as afakevertex. If all of the truth particles linked from the reconstructed tracks originate from
a single truth vertex, the reconstructed vertex is classi eiidh-matched Otherwise the vertex is
classi ed as fake. In the case of a truth-matched vertex, it is further classi edrinfght decay;,
photon conversioor inelasticvertex. A truth vertex is labelled as a photon conversion if the truth
particle identi er of the parent particle of the vertex is a photon. A truth vertex is labelled as an in-
ight decay if the di erence between the energy sum of outgoing truth particles and incoming parti-
cleislessthan 100 MeV. Ifthe incoming particle is ahadron anditis notlabelled as anin- ight decay,
then such a truth vertex is considered to be an inelastic interaction, i.e. a hadronic interaction vertex.

5.3 Data selection
5.3.1 Hadronic interactions

Events are required to have exactly one primary vertex which has at least ve tracks with
pr > 400MeV andj j < 2:5 which satisfy the quality selection referred to as lih@se-primary
condition [29]. The track selection criteria are summarised in table 2. Primary vertices are required
to be contained in the approximatel3 range of the distribution gbp interactions irz, namely

160 mm< z < 120 mm The centroid of the luminous region is neaxr 20 mm Events which
havepile-up vertices are rejected. Secondary vertices are required to sptjsfy2:4 where the
pseudorapidity is measured with respect to the primary vejtgx, 400 mmandr > 20 mm In
addition, the number of tracks associated with each secondary vertex is required to be exactly two
so that the reconstruction e ciency can be compared to tha(g)f *  decays, as is discussed
in section 7.1.1. This keeps approximately 90% of the hadronic interaction vertex candidates.

To rejectk?, decays and photon conversion vertices, the following requirements are applied

for vertices whose associated tracks have oppositely signed charges:

B Kg ! *  veta it is required thajmg,! © ngj > 50 MeV, wheremg,* °is the so-
called secondary-vertex invariant mass, calculated using the track parameters at the vertex.
Themg! °value is calculated assuming pion masses for both tracksmg@b the mass
of Kg (497:61 MeV).

A |

p veta itis required thajmg,tp © m j > 15 MeV, wheremgtp °is calculated
assuming that the particle with largpf is a proton or antiproton, and the other particle is
assumed to be a pion, anu is the mass of (111568 MeV).

~

Photon conversion vetadhe mg,te€ > 100 MeV requirement is applied, wherg,'e€ is
calculated assuming electron masses for both tracks.

To reject combinatorial fake backgrounds, each track in the secondary vertex tis required to
satisfypr > 300MeV, and vertex 2e Ngor must be less than 4.5. The secondary vertices satisfying
all the above criteria are hereafter referred tthvadronic interaction candidates
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5.3.2 Photon conversions

Events are required to contain exactly one primary vertex, reconstructed withilh mm< z <

120 mm with at least 15 associated tracks. Events which contain any addipdealp vertices

are rejected. Conversion vertex candidates reconstructed as described in section 5.2 are required to
satisfy a number of quality criteria to reduce combinatorial backgrounds, as summarised in table 2.
Conversion vertex candidates satisfying the following requirements are retained for further analysis:

The reconstructed conversion vertex satis €3 Ngof < 1 andr > 10 mm
Each of the tracks constituting the vertex must hawe 250MeV and at least four SCT hits.

The pseudorapidity of the converted photon candidate (calculated from the total momentum
of the two tracks) must satisfy j < 1.5.

The transverse momentum of the candidate converted photon must gatisfy GeV.

The absolute value of the impact parameter of the back-extrapolated photon trajectory with
respect to the primary vertex must be less th&mmin the longitudinal plane and:5 mm
in the transverse plane.

Conversion vertex candidates which satisfy these requirements are referred to hereafter as
photon conversion candidateShe regionj | < 1.5 o ers improved vertex position resolution
in the radial direction (compared to the casq off < 2:5). Furthermore, the simulated material
between the pixel detector and SCT withinj < 1:5 (i.e. downstream of the radial region under
study) is known to agree well with data, ensuring that the reconstruction e cien&y ef tracks
is well described in the simulation. In simulated events, photon conversion candidates with a
truth matched vertex are classi ed as true conversions while all other candidates are classi ed
as background. The purity of photon conversion candidates is de ned as the fraction of true
conversions. The purity for vertices reconstructed witthmm < r < 35mm (the beam-pipe
region) is around 80%, which improves to over 95%rfor 35 mm

5.3.3 Track-extension e ciency

Tracklets are required to have at least four pixel hits, and to sgtisfy 500MeV andj j < 2:5.

The requirement on the number of pixel hits is imposed to suppress the contribution from fake
tracklets, and ther requirement to suppress the contamination from non-primary charged particles
and weakly decaying hadrons. In order to reduce the variation in track trajectories associated with
a single value of arising from the variation 0%, a requirement ofz,xj < 10 mmis imposed.

To further reject non-primary charged particles, the transverse and longitudinal impact parameters
of tracklets are required to satisfgp) < 2 mmandjzsin j < 2 mm After applying these
requirements, the fraction of non-primary charged particles in the tracklet sample is approximately
3%. A summary of the tracklet selection is given in table 2. Combined tracks are required to have
at least four SCT hits. A tracklet is classi ed agatchedif the tracklet and a selected combined
track share at least one common pixel hit.
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Table 2. Summary of selection criteria for di erent methods of hadronic interaction vertex reconstruction,
photon conversion vertex reconstruction, track-extension e ciency and transverse impact parameter studies.

Notation:

Nsi: number of hits on the track within the pixel and SCT layers;
Npix: number of hits on the track within the pixel layers;

Nsct: humber of hits on the track within the SCT layers;

NSP: number of hits on the track within the pixel and SCT layers that are shared with other tracks;

N io'e: number of sensors crossed by the track within the pixel and SCT detectors where expected hits are missing.
Nﬁi‘)’('e: number of sensors crossed by the track within the pixel detector where expected hits are missing.

Hadronic Interactions
Requirements applied to tracks associated with primary vertices: théoose-primaryrequirement
pr > 400MeV andj j < 2:5;
Nsi 7:;NSh  1; NDole 2 Ngig’('e 1; either'Ng; 7 andN$"= 0°or Ng;  10.
Requirement on primary vertices
at least ve tracks satisfying the loose-primary selection criteria are associated with the primary vertex;
pile-up veto.
Acceptance
jdoi > 5 mmand at least one SCT hit,2e Nyut < 5:0 for tracks associated with secondary vertices;
hit pattern recognition for combinatorial fake rejection: see section 5.2 for details;
primary vertex position 160 mm< z,y < 120 mm
secondary vertek j < 2:4, jzj < 400 mmandr > 20 mm
number of tracks associated with the secondary vertex is two.
In- ight decay veto
K veto: jmgyt  © my o} > 50 MeV;
photon conversion vetargyte€ > 100MeV;
veto: jmgy'p © m j> 15MeV.
Fake rejection
tracks associated with secondary vertpx:> 300MeV;
secondary vertex 2e Nyof < 4:5.

Photon Conversions

Requirement on primary vertices
at least 15 tracks are associated with the primary vertex;
pile-up veto.
Acceptance
primary vertex position 160 mm< zy, < 120 mm
tracks associated with secondary vertpx:> 250MeV andNgct  4;
conversiorp. > 1GeV andj j< 15.
Quality selection criteria
conversion vertex 2e Ngof < 1:0;
the photon trajectory must point back to the primary vertex to withimibsin the longitudinal plane and
within 4.5mm
in the transverse plane.

Track-Extension E ciency

Tracklet reconstruction Requirement on tracklets
N,?i‘)’('e 1; pt > 500MeV andj j < 2:5;
at least three non-shared hits; jZutxj < 10 mm
pr > 50 MeV. at least four pixel hitsNpix ~ 4;
Requirement on primary vertices jdoj < 2 mmandjzysin j <2 mm
pile-up veto. Requirement on combined tracks

pr > 100MeV andNgcT 4
at least one shared hit with the matched tracklet.
Transverse Impact Parameter Resolution
Requirement on tracks: thelooserequirement
pt > 400MeV andj j < 0:5;
Nsi 7;Ng' L NG 2 Nfole 1.
Requirement on primary vertices
at least 10 tracks associated with the primary vertex;
pile-up veto.
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5.3.4 Transverse impact parameter resolution

Events are required to have a primary vertex with at |@@dtacks. Events with pile-up vertices
are rejected. Only tracks within the ran@id GeV < pr < 10GeV andj j < 0:5 which satisfy the
loosecriteria (see table 2) are used in the analysis.

6 Characterisation of material in data and MC simulation

This section reviews the qualitative aspects of the comparison between data and simulation. The
distributions of hadronic interaction vertices are shown in gures 6 to 10 while the distributions
for photon conversion vertices are shown in gure 11. The track-extension e ciency is shown as a
function of both tracklepr and in gure 12.

Reconstruction of hadronic interaction vertices enables a detailed visual inspection of the
material distribution due to its superb position resolution. Figure 6 shows the distribution of
vertices for hadronic interaction candidates in #g plane for the data and thHeythia 8 MC
simulation for thaupdatedsimulation. The qualitative features of the two distributions indicate that
the geometry model description is generally accurate.

6.1 Radial and pseudorapidity regions

For the hadronic interaction and photon conversion analyses, the measurable ID volumes are divided
into several groups by radii, which are referred to hereafteadial regions Table 3 lists the radial
regions. The boundaries are chosen to classify distinct barrel layers of the ID. Two regions, referred
to as Gapl (between PIX2 and PI1X3) and Gap2 (between PIX3 and PSF), are also introduced as
the regions with low purity of hadronic interactions in order to control the background yield of
hadronic interaction signals. The gap regions and the other regions overlap so that the number of
vertices in the gap regions is increased while also signi cantly reducing the number of hadronic
interactions. For the photon conversion analysis, the regions of IPT, IBL and IST are combined
into one region and denoted by IBL since the method does not have good enough resolution to
di erentiate between these components. For the track-extension e ciency study,-thage is

binned with a bin width of 0.1 fot:5< j j < 2:5.

6.2 Radial position o set

In data, the axis of each cylindrical layer of the beam pipe, IBL, pixel barrel layers and other
support tubes has an o set perpendicular to thexis from the origin of the ATLAS coordinate
system due to the placement precision. Figure 7a shows the sinusoidal pro le of the average radial
position of the beam-pipe material as a function ofSimilar o sets were observed in a previous
analysis [9, 10]. The o set of each layer is estimated by tting a sinusoidal curve to-thpro le.

The obtained size of the o set varies by layers within the range of ar@®dchm to1:2 mm. The

radial distribution of hadronic interaction candidates is compared to the MC simulation in gure 7b
both with and without the application of the radial position corrections.

6.3 Beam pipe

The acceptance of the hadronic interaction reconstruction is such that interactions within the beam
pipe are only reconstructed within the rarjge< 250 mm as shown in gure 8. The description
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(a) (b)

() (d)

Figure 6. Distribution of hadronic-interaction vertex candidate$ in< 2:4 andjzj < 400 mmfor data and

the Pythia 8 MC simulation with theupdatedgeometry model. (a), (b) The-y view zooming-in to the

beam pipe, IPT, IBL staves and IST, and (c), (d) of the pixel detector. Some di erences between the data and
thePythia 8 MC simulation, observed at the position of some of the cooling pipes in the next-to-innermost
layer (PIX1), are due to mis-modelling of the coolant uids, as discussed in ref. [9].

of the geometry model is generally good, but an excess of candidates is observed in data at the
centremost part of the beam pipe withiz) < 40 mm The radial distributions of the beam pipe

in di erent z-ranges are shown in gure 9 normalised to the rate in the beam pijz¢ at40 mm

While the radial distribution is well described ff > 40 mm there is a signi cant excess within

jzj < 40 mm which appears to be localised to the outer surface of the beam pipe. The excess is
12% of the rate ajzj < 40 mm corresponding to approximatelyx, = 0:03 0:04% This excess
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Table 3. De nition of the radial regions used for comparing data to MC simulation. In the case of the
photon conversion analysis, the IPT, IBL and IST regions are always considered together, due to the limited
resolution of the approach. The correspondimggion used for the data to MC simulation comparison is

jzj < 400 mmfor all of the radial regions listed.

Radial Region Radial range [mm] Description

BP 22.526.5 beam pipe

IPT 28.530.0 inner positioning tube

IBL 30.040.0 IBL staves (for photon conversion: IPT+IBL+IST)
IST 41.545.0 inner support tube

PIX1 45.075.0 rst pixel barrel layer

PIX2 83110 second pixel barrel layer

PIX3 118 145 third pixel barrel layer

PSF 180 225 pixel support frame

PST 225 240 pixel support tube

SCT-ITE 245 265 SCT inner thermal enclosure

SCT1 276 320 rst SCT barrel layer

SCT2 347 390 second SCT barrel layer

Gapl 7383 material gap between PIX1 and PIX2
Gap2 155 185 material gap between PIX3 and PSF
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Figure 7. (@) Ther- pro le of hadronic interaction candidates at the beam pipe, tted with a sinusoidal curve
to determine the shift of the pipe from the origin of the ATLAS coordinate system ix-{hglane. In the ratio

plot in the bottom panel, a small sinusoidal deviation in data from the tis observed. This may be re ecta
slight misalignment of the beam pipe with respect tatlagis, but this does not a ectthe result of the analysis.
(b) Comparison of the radial distribution of hadronic interaction candidates tBghsupdatedgeometry
model before and after the radial o set correction to the data for each barrel layer @thim< r < 45mm

is also observed in the photon conversion case, as shown in gure 11a in the jggro60 mm
Investigations of engineering records suggest that severah®6iick polyimide tape layers are
missing in the simulated description of the beam pipe inujpdatedgeometry model.
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indicates statistical uncertainty of the MC simulation.
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at the beam pipe2@:5 mm< r < 26:5 mm) in di erent z sections. The MC simulation is normalised to the
datausingtherate gti > 40 mm An excessis observed atthe outer surface of the beam pijzg¢ fo40 mm

6.4 IBL and its support tubes

For the IBL staves, the rate of hadronic interactions in the simulation witlrlgegnal geometry

model is found to be signi cantly smaller than in the data arouhd32 mm as shown in gure 10a.

A corresponding de cit is observed for photon conversions. Investigations clari ed that some

surface-mounted components, e.g. capacitors, located on the front-end chips of the IBL modules, are

missing in theoriginal geometry model. As described in section 3.3,updatedgeometry model

was created to resolve this issue; this gave signi cantly better agreement with the data. The descrip-

tion of the rate as a function of radius3t < r < 40 mmis not perfect, butthisis believed to be due to

misalignment of each stave in the data compared to the nominal design. These e ects produce a few-

hundred m of smearing, which could explain the di erence between the data and the simulation.
The material composition of the IPT and IST is studied with hadronic interaction vertices. The

nominal thickness of the IPT is 0.325 mmjaj < 311 mm. The observed thickness of the tube

in terms of the FWHM (full width at half maximum) of the peak ¢at 29 mm in gure 10a),

divided by 2.35, is 0.55 mm for the data, while it is 0.34 mm for the MC simulation, a di erence

which is greater than the estimated radial resolution at the IPT radius (0.13 mm). updhted

geometry, the density of the IPT is scaled. The agreement in the observed number of hadronic

interaction candidates in the IPT region compared between the data to the simulation with the
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updatedgeometry is improved. For the IST, the rate in data is approximately 16% smaller than
in the original geometry model, while the thickness in the data and simulation are similar. In the
updatedgeometry model, the density of the IST is also arti cially scaled to give better agreement.

6.5 Outer barrel layers

The pixel barrel layers were refurbished between Run 1 and Run 2, but the material composition is
unchanged. The radial distribution of the outer barrel layers is shown in gure 10b and gure 11c.
Due to careful investigations of Run 1 data, the distribution is reasonably well described by the MC
simulationin allthree layers. Nevertheless, some small de citin the MC simulation observed around
r' 50 mmandr ' 86 mmin the hadronic interaction result may indicate that some components
are missing from the simulated pixel modules. Furthermore, a discrepancy in the shape of the
distribution is apparent in the region of the stave and cabling structub&smam< r < 72 mmand

96 mm<r < 112 mm An excess in the MC simulation is also observed in the photon conversion
measurements in this region (see gure 11c). The material composition of the PSF, PST and SCT
barrel layers remains unchanged since Run 1. The radial distributions in this range are shown in
gures 13c and 11d, both of which exhibit good agreement. For hadronic interactions, the fraction
of background vertices in this outer region is much larger, relative to the inner layers.

6.6 Regions between pixel and SCT detectors

The track-extension e ciencyEext °, averaged over, is shown in gure 12a. The distribution is
approximately constant around a value of 95% within< 0:5, gradually falling towards a local
minimum of aroundB3%atj j ' 1:9. The e ciency recovers to around 90% atj ' 2:2, and

then falls again ap j increases further. This structureid °re ects the distribution of material

as a function of , as shown in gure 5. The MC simulation describes the overall structure of
the dependence, and there is good agreement in the central regjop ©f 1. Nevertheless,
discrepancies at the level of a few percent are observed in the forward region. Figure 12b shows the
average track-extension e ciency as a functionggf, integrated over and . Thepr dependence

is also well described by the MC simulation, and the data points are between those of the two MC
generatorsPythia8 andEpos

7 Measurement of material in data and MC simulation

An assessment of the accuracy of the geometry model is performed through the comparison of the
data and the MC simulation. In this section, the quantitative details of each material measurement
are described.

7.1 Hadronic interactions

The ratio of the numbers of hadronic interaction vertices in dataEpasMC simulation using
the updatedgeometry model, referred to as thete ratio, is used as the primary measurement
observable. Two comparisons are presented, the rst measurement is referred tonatuiee
rate ratio, F\’.‘”C'. It is determined for each radial regiotisted in table 3, and de ned as:

niolata

I_-\;_incl — :

MC
SBP G r]i;total
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Figure 10. Comparison of the radial distribution of hadronic interaction candidates between data and
simulation eriginal andupdatedsimulations) for (a0 mm<r < 75mm and (b5 mm< r < 150 mm.

wherenidatarepresents the number of hadronic interaction candidates in the sample within the radial
regioni. The termSgp is the normalisation factor for the MC simulation common to all the radial
regions and is derived from the rate observed at the beam pipe. The daiddhe relative track
reconstruction e ciency correction to the MC simulation for the radial regiowhich is estimated
using Kg samples. The numbtﬂﬁ‘;"tgtaI is the sum of all hadronic interaction candidates, including
true hadronic interactions, combinatorial fakes, in- ight decays and photon conversions. The rate
of in- ight decay background vertices is scaled by an appropriate correction factor, following the
approach in ref. [9].

The second measurement is theckground-subtracted rate rati6§5“b”:

pdata Sp G nMCc

Rsubtr: ' i;BG .
MC ’
Sp G Mg

Whereni"_"r%dis the number of truth-matched hadronic interactions in the sample of candidate vertices,

andnl’s,, represents the other candidate vertices. For in- ight deag{fs is corrected as discussed

in section 7.1.2. Since is related to the track reconstruction e ciency, the same correction factor
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Figure 11. Conversion vertex position distributions fBythia 8 simulation with theupdatedgeometry
model compared to data, including (a) the conversion verjeasition distribution in the beam-pipe radial
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and including the third pixel layer and (d) region between the PSF second SCT layer.
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between dateRythia 8 andEpos
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is applied to both the signal and the background processes. If the geometry model description is

accuratel'\’.i”"' and RS“b”should be consistent with unity, while any deviation from unity, outside of

the measurement uncertainty, may be associated with an inaccuracy in the material description.
Several corrections must be applied to both the data and simulation in order to compare the

hadronic interaction rate in data with simulation in a given radial region. In this section, the

corresponding systematic uncertainties are discussed. The values of systematic uncertainties are

summarised in table 6 in section 8.

7.1.1 Corrections

Radial position of barrel layers. As discussed in section 6.2, the barrel layers in data have a nite
o set perpendicular to the-axis. In order to compare radial distributions in data and simulation,
the positions of secondary vertices in the data are corrected by the o set iryth@ane. Since

the classi cation of the radial regions is unambiguous after the o set corrections, no systematic
uncertainties are assigned to this correction.

Normalisation of rate at the beam pipe. The material in the beam pipe is the part of the
inner detector's material which is known with the greatest accuracy. Consequeritlysitunrate
normalisation using the beam pipe is applied in this study. The geometry model description of the
beam pipe ajizj > 40 mmis assumed to be accurate to within 1% precision. The rgjge40 mm

is not used as a part of the reference material due to the observation of a de cit of material in the
simulation corresponding to the polyimide tape, as described in section 6.3.

Primary interaction reweighting. In order to correct the primary-vertexdistribution in the

MC simulation, as well as the primary-particle ux, as a function pf reweighting correction is
applied. The track multiplicity density, as a function of the primary-veggosition,pr and of

the track, is calculated. The ratio of the spectra in the data and simulation is used as a weight for
each secondary vertex. Tlpe of the primary particle that created the hadronic interaction vertex
cannot be directly determined due to the possible production of undetected neutral particles in
hadronic interactions. Instead, the reconstructed vertex's vectoriapgusnused to parameterise

the correction. The impact of primary-particle reweighting is found to change the data-to-MC
simulation rate ratio by less than 1%.

Reconstruction e ciency. The reconstruction e ciency is assumed to be qualitatively well
described in the MC simulation [21]. The correction to the reconstruction e ciency in the MC
simulation as a function of vertex radius is estimated ulsiglgecays as a control sample. A sample

of Kg candidates is obtained using the same selection criteria as used for hadronic interaction
candidates with an inverteiig veto requirement. The rate & for a given bin ofK2-systempr

is obtained by tting the invariant mass spectrum aroundl(@emass. For the tting, the sum of a
double Gaussian function (for the signal) constrained to have a common mean and a linear function
(for the background) is used. The integral of the double Gaussian component is used to deduce the
background subtracteldé0 rate. The MC simulation rate is then re-weighted for ebi@ksystem

pr bin to t to the data before comparing the rate as a function of vertex radius. Reweighting
performed as a function of thég—systempT is considered to give a more accurate normalisation
than simply reweighting the total rate, due to the correlation bet\l@ezystempT and the decay
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Figure 13. Distribution of the vertex vectorial sum qfr in hadronic interaction candidates (a) at the
beam pipe in225 mm < r < 26:;5 mm, and (b) at the innermost pre-existing pixel layer (PIX1) in
45 mm<r < 75 mm (c) Radial distribution of hadronic interaction candidate$@ mm< r < 400 mm
Background rates are not weighted for thpos MC simulation. (d) Distribution of the cosine of the
opening angle between two tracks in the laboratory fraoe o,° for hadronic interaction candidates within
the material gap af3 mm< r < 83 mm(Gapl) where fake vertices and in- ight decays are enhanced.
Background rates are not weighted for #gosMC simulation. The band shown in (a), (b) and (d) indicates
the statistical uncertainty of the MC simulation.

vertex position due to the lifetime of th@ meson. The ratio of the data rate to the MC simulation
rate at a given radius after reweighting, 0.97 1.03 depending onradius (see gure 14a), is considered
as an estimate of the correction factor to be applied to the vertex reconstruction e ciency for the
hadronic interaction candidates in the MC simulation.

7.1.2 Description of systematic uncertainty estimation

Physics modelling of hadronic interactions. Modelling of hadronic interactions in tH@eant4
simulation is a source of uncertainty in the MC simulation rate, since the acceptance and e ciency of
the secondary vertex reconstruction depend on the hadronic interaction kinematics. The model used
in the simulationFTFP_BERTS found to describe the kinematic properties of hadronic interactions
fairly well, and no correction is applied to the obtained rate. However, it is also observed that the
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Figure 14. (a) The estimated data-to-MC ratio of reconstruction e ciency and its uncertainty as a function
of vertex radius. (b) Radial distribution of hadronic interaction candidates at the IBL re3flamih< r <

40 mm) for the data and thBythia 8 MC simulation with theupdatedgeometry model, together with the
IBL +10% and IBL 10% distorted geometry samples listed in table 1.

description is not totally accurate, and some di erences are visible in particular at smaller vertex
radii. Figures 13a and 13b show vectorial sunpgfof the tracks associated with the vertex of
hadronic interaction candidates at the beam pipe and at the rst layer of the pre-existing pixel
detector (PIX1) respectively. The description of the distribution of various kinematic variables

is found to be generally better at outer radii than at the IBL. The fact that agreement between
MC simulation and data for various kinematic distributions is better at outer radii is related to the
acceptance of the track reconstruction. At outer radii, the angular phase space is more collimated
due to the track reconstruction acceptance, so the kinematic distribution is less dependent on the
detailed modelling of the angular distribution of outgoing particles from hadronic interactions.

In order to assess the systematic uncertainty of the hadronic interaction rate associated with the
modelling of hadronic interactions f&fTFP_BER® data-driven approach is taken by varying the
kinematic selection criteria. Four variables (the cosine of the opening angle between two tracks in
the laboratory frameos °, vertex vectorial sum opr, leading-trackpr, and sub-leading-track
pr) are considered in order to assess the level of agreement between the data and simulation. The
degree of agreement is evaluated by comparing the data and simulation rates over the entire spectrum
to the integral over the two 50% quantiles of the distribution, where the common quantile threshold
for both data and MC simulation is calculated based on the data distribution. The simulation rate is
renormalised at the beam-pipe radius {fgr> 40 mm for each selection. For the beam pipe, the
variation of the data-to-MC simulation rate ratio before renormalisation is taken. The maximum
di erence amongst the four kinematic variables is taken as the systematic uncertainty in the physics
modelling of the data-to-MC simulation rate ratio in the given radial region. Such a variation
is evaluated for the inclusive rate ratio and the background-subtracted rate ratio separately. The
estimated uncertainty is 5 18% depending on the radial region.

Background estimation. The purity of hadronic interactions in the sample of hadronic interaction
candidates decreases as a function of radius, as presented in table 4. The major background
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Table 4. Estimated purity of hadronic interactions for the candidate vertices in each radial regiorfEipabe
MC simulation. Purity values are given before correcting the background scale factors. For the de nition of
radial regions, see table 3.

Radial region) BP IPT IBL IST PIX1 PIX2 PIX3 PSF PST SCT-ITE SCT1 SCT&apl Gap?
Purity [%] |94 90 90 87 87 85 72 43 64 58 49 23 10 5

components are combinatorial fake vertices for smaller radii up to around the pixel support tube.
For the SCT region, contamination from in- ight decays and photon conversions is signi cant,
as shown in gure 13c. There is a small fraction of hadronic interactions in Gapl (10%) and
Gap2 (5%), potentially re ecting the migration of vertices from the nearby material regions and
interactions with gases.

The uncertainty in the rate of the combinatorial fake vertices is estimated using the rate within
the two material gap regiong3 mm< r < 83 mm(Gapl) andl55 mm< r < 185 mm(Gap2). A
pure sample of fake vertices may be found within the regims ,,° < 0:8, as shown in gure 13d.

It is con rmed that the rate in the MC simulation agrees with the data. No additional corrections
are applied to the rate in the MC simulation for these components. The di erence between the rate
of combinatorial fake vertices iBposandPythia 8 simulations for each radial region is taken as

an estimate of uncertainty in the scale factors.

A di erence in the total rate of hadronic interaction candidates is observed in the material gap
regions mentioned above. The di erences is associated with the rate of in- ight decays. To correct
for this, a scale factor for this background is calculated to bring the rate into agreement with the
data within each gap region. The estimated scale factor is 1.12 for Gapl and 1.35 for Gap2. Since
Gap2 is closer to the region where the contamination from in- ight decays is signi cant, the scale
factor obtained at Gap2 is taken as the central value, and the di erence between the scale factors
obtained within the two gap regions is taken as the uncertainty in the scaling of in- ight decays.
This uncertainty is dominant in regions beyond the outermost pixel layer, where the background
contamination is most signi cant.

Primary particle ux.  The hadronic interaction vertex rate depends on the ux and species of
primary hadrons and has an associated uncertainty. This uncertainty is partially suppressed by the
in situ normalisation using the rate at the beam pipe. The residual e ect of this uncertainty after
the normalisation is estimated by taking the relative di erence in the rate of hadronic interaction
candidates between tligposandPythia 8 simulation. The size of this systematic uncertainty is
found to be negligible (less than 1%) compared to other uncertainties.

Reconstruction e ciency. The dominant uncertainty in the correction factor for the reconstruc-
tion e ciency is found to be the spectrum of primary hadrons, and its size is estimated by taking
the di erence in the e ciency between thEposandPythia 8 simulations. The uncertainty in the
reweighting of the reconstruction e ciency is estimated from an alternative reweighting derived as
a function of both thé(é)—systempT and . The variation is relatively small compared to the event
generator dependence. The size and uncertainty of the correction is 1 6% depending on vertex
radii, as shown in gure 14a.
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Measurement closure. Itis expected that the rate of reconstructed vertices in a given local region

is primarily proportional to the amount of the material in the same local region. Any e ects which
deviate from this proportionality should be taken into account as another systematic uncertainty,
referred to aslosure The closure of the measurement is tested by using MC samples with
distorted geometry models and comparing the measured rates to the predictions. Any deviation
of a measurement from the predicted e ect of a material change, larger than the MC simulation's
statistical uncertainty, is considered as a systematic uncertainty. Figure 14b illustrates the variation
of the vertex rate in the IBL regiorBQ) mm< r < 40 mn) using the IBL+10%and IBL 10%
samples. Only variations with a size greater than twice the statistical uncertainties are considered,
and for each radial region, the maximum di erence among all di erent samples is taken as the
systematic uncertainty for non-closure of the measurement. This uncertainty is found to be 2 4%
depending on the vertex radius.

7.2 Photon conversions

Due to the relatively poor resolution of the radial position of the reconstructed conversion vertices,
the accuracy of the simulated description of the material is assessed in nine radial regions of the
ID using a dedicated template tting procedure. The nine radial regions, as shown in table 3, are
de ned at the truth level of the simulation, based on the true radial position of the conversion vertex.

The tting procedure consists of a simultaneous binned maximum-likelihood template t of
the reconstructed conversion radius distribution in two regions of the longitudinal position of the
conversion vertex:;jzj < 50 mm (referred to as thénner region) and50 mm < jzj < 400 mm
(referred to as theuter region). These two regions are treated separately, asutes region is
used to normalise the simulated photon ux to the data at the beam-pipe radius, independently of
theinner region, which exhibits an excess of conversion candidates in the beam-pipe region. The
updatedgeometry and th@ythia 8 MC generator are used to derive all templates.

Nine individual probability distribution functions (PDFs), based on the radial regions, are
derived from the reconstructed conversion radius distributions of the simulated samples, where the
reconstructed conversion candidate is matched to a true photon conversion. An additional template,
derived from reconstructed conversion candidates which are not matched to true photon conver-
sions, is derived to describe the background (fake) contribution to the reconstructed conversion
radius distribution. The rate of photon conversion candidates associated with each individual PDF
(including the fake conversion background contribution), denoted by the indegde ned by:

data — MC .
=R n™ S

whereniOlata denotes the expected number of conversions modelled by the ﬁi'l’ﬁ-‘Fdenotes the

raw number of photon conversion candidates from which the template is Buigt,an individual

layer scale factor an8is a scale factor common to all of the templates (including the background
template). The paramet&is determined from the background-subtracted ratio (assuming the
purity determined from the simulation sample) of the number of reconstructed conversions in data
to the number in simulation in the regi@® mm< r < 25 mmof the outer z region alone. This
parameters, e ectively scales the photon ux of the model to match that observed in data. The
parameters of interesk;, are determined by the tting procedure. They represent the best t
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Figure 15. The result of the binned maximume-likelihood t to the data sample, described in section 7.2. The
inner pixel and SCT regions are shown in (a) and (c), respectively, whileutex pixel and SCT regions are
shown in (b) and (d), respectively.

scale factors required to adjust the number of reconstructed conversions associated with each radial
region in the model (after accounting for the global ux normalisation) to match the number of
photon conversion candidates observed in data. Rlage common to thaner andouterregions

in z, with the exception of the beam-pipe region background templates, where each of them has an
independenR parameter. Thd&R parameter associated with the beam-pipe radial region, for the
outerzregion, is xed to unity to facilitate the photon ux normalisation, while the corresponéing

for theinner zregion is freely determined in the t. The result of the tting is displayed in gure 15

for both theinner and outer regions. The values of systematic uncertainties are summarised in
table 7 in section 8. The background contribution is obtained directly in the tto data and systematic
uncertainties in the modelling of the background beyond those discussed later in this section are
considered negligible. The tresult in the PSF and PST radial regiongjfer 50 mm shown in

gure 15c, exhibits a local excess in the MC simulation of around 20% with respect to the data. This
e ect is due to material structures localised withiry < 40 mmwhich induce a conversion rate,
relative to the regiod0 mm< jzj < 400 mm which is larger in the simulation than that observed in
data. Such alocal e ect cannot be accommodated by the t model since only a &ngé&ameter

is considered for the PSF and PST across thgjtiegion studied.
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7.2.1 Corrections

Several corrections are applied to the simulation in order to reliably compare the photon conversion
rates in data and simulation. The corrections described are applied to the photon-conversion
candidates used to build the template distributions described in section 7.2.

Primary interaction reweighting. Weights are assigned to photon-conversion candidates recon-
structed within the simulation samples to account for small di erences between the characteristics
of events in data and simulation. These weights are constructed such that the primary vertex
position and track multiplicity distributions in the simulation samples match the corresponding
distributions in the data sample.

Radial position of barrel layers. As discussed in section 6.2, the axis of each cylindrical layer

of the beam pipe, IBL, pixel barrel layers and other support tubes in data has a non-zero o set from
the origin perpendicular to theaxis of the ATLAS coordinate system. This e ect is not present

in the simulation samples. The conversion vertices reconstructed in the simulation are o set by
a small additive correction. The corrections are derived from the shifts observed in the hadronic
interactions analysis, described in section 6.2. The magnitude of the correction is determined based
on the true conversion vertex position and applied to the reconstructed conversion vertex position.

7.2.2 Systematic uncertainties

Photon ux normalisation. Several sources of systematic uncertainty in the measured values of
theR parameters are considered in the following paragraphs. The uncertainty in the scale parameter
S, described in section 7.2, is estimated t®@% and is associated with the statistical uncertainty
in the number of photon conversion candidates reconstructed in the data and simulation, which are
used to determine the value of the param&erhe tis repeated with the paramet8ivaried by

1 , and the average change in tReparameters is used to estimate the uncertainty associated
with the simulated photon ux normalisation. This uncertainty, statistical in nature, is summed
in quadrature for eacR;, with the statistical uncertainty returned by the tting procedure used to
derive an overall statistical uncertainty in the measured values @ the

Modelling of primary photon ux. The photon conversion reconstruction e ciency and the
photon conversion probability depend upon the kinematic properties of the primary photon ux.
In particular, the photon conversion reconstruction e ciency depends strongly on the transverse
momentum of the incident photon. In order to estimate the systematic uncertainty associated with
the modelling of the primary photon ux by theythia 8 generator, the analysis is repeated with

the Epossimulation sample in place of data. This is motivated by the di emgnénd  spectra
predicted by the two MC generators. The average change iiRthmarameters outside of the
statistical uncertainty is used to estimate the systematic uncertainty associated with the modelling
of the primary photon ux by thé®ythia 8 generator.

Simulated description of photon conversion reconstruction e ciency. The reconstruction e -
ciency directly a ects the number of reconstructed photon conversions. Limitations in the accuracy
of the ATLAS detector simulation can lead to di erences in the photon conversion reconstruction
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e ciency between data and simulation. Potential di erences in the behaviour of the photon conver-
sion reconstruction e ciency between data and simulation would manifest themselves as changes
in the relative number of conversions reconstructed in the two samples as the selection criteria are
varied. To estimate the e ects of these potential di erences, the t procedure is repeated for each
of the following variations in the selection criteria described in section 5.3.2:

" the reconstructed conversion vertex satis e Nyor < 0:33, 0:33 < 2 Ngof < 0:66 or
0:66< 2 Ngof < 1:00;

" the reconstructed photon conversippsatis es: 0:5 GeV < p; < 1 GeV,1GeV < p; <
1:5GeV orp; > 1:5GeV.

These variations are chosen as they induce large changes in the photon conversion reconstruction
e ciency, as a function of vertex position, with respect to the nominal selection.

The standard deviation of the variations in fReobtained from the ensemble of six alternative
ts from the nominal value is used to estimate the systematic uncertainty in the measured value of
eachR associated with the simulated description of photon conversion reconstruction e ciency.
The statistical contribution to the estimate of this uncertainty (associated with splitting the samples
into subsets) is expected to be less th&hand is neglected.

Measurement closure. To validate the performance of the method described in section 7.2, a
number of tests were performed in which data was replaced with simulated samples generated by the
Pythia 8 generator but simulated with modi ed detector geometries, shown in table 1. The average
change in théy parameters from their expected values, outside of the statistical uncertainty, is used
to estimate the systematic uncertainty associated with any residual bias in the tting procedure.
This approach leads to the assignment of a systematic uncertaidy, @ommon to allR, .

7.3 Track-extension e ciency

The di erence in the number of nuclear interaction lengths between the real detector and the
geometry model, NDIata MC results in a di erence in the track-extension e ciency between data

and simulation, EQ31@ MC1 o This relation can be expressed as:

Eg)xii.ta MCy1 o K1 o NDIata MC1 o; (71)

whereK? ° is a scale factor. The sensitivity of this method is proportional to the amount of
material along the track's path but it is unable to identify accurately the radial position of the
material. The factoK?! ° accounts for the algorithmic reconstruction e ciency of the combined
track as well as the fact that the tracklets arise from not only a sample of stable hadrons, but also
contain contributions from weakly decaying hadrons and fake tracks. It is necessary to establish
the appropriate value ¢f! °to calculate the di erence in the material.

The fraction of particles that remain on average after travelling througlof material is given
by:

fiIN °o=eNi:

Assuming the only loss is from interactions with the material and considering all the material

located between the pixel and SCT detectors, thdw  © = Eex. Thus, in the presence of any
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additional passive material N | ) su cientlythin( 1), the di erence in track-extension e ciency
between the nominahpnm) geometry and in the modi echfod geometry can be expressed as:
Eg)\(ct)d nom — f1N|;o+ N|O f1N|;00
" fIN° N
et N (7.2)

where N ., is the nominal material. By comparing eq. (7.1) with eq. (7.2), it is clear that
Kt o E 9" This means that the change in material is approximatively equal to the normalised

di erence in track-extension e ciency between the two geometrie&fo4 nom:

mod nom mod nom.
N | Eext norm * (7-3)

To verify the value ofK! ©, a set of MC simulation samples where the material in the pixel
service region is modi ed was created (see table 1). The relation is shown in gure 17, and
any deviation from the expected dependence is taken as a systematic uncertainty. The values of
systematic uncertainties are summarised in table 8 in section 8.

7.3.1 Systematic uncertainties

Particle composition. As the tracklets used in the measuremenEgg originate from a variety
of particles, the nalEey is actually the weighted sum of tli& for all particles:
0 .
Eext = fi Iext;
I=species
where f; is the fraction of reconstructed tracklets associated with a particular particle species and
EL, is its associated track-extension e ciency.

The probability that a particle interacts with matter, and hendgdts depends on the species
of the particle. In addition, in- ight decays of short-lived charged hadrons, e.g. weakly decaying
strange baryons, represent a source of irreducible background ®.thmeasurement as they
exhibit an experimental signature identical to stable particles (e.g. pions) interacting with matter.
Both of these e ects give rise to a dependence offfig measurement on the particle composition
in the simulation.

Considerable di erences in the predicted rate of particles between various event generators are
observed. For example, the predicted cross-section of weakly decaying strange bagposisn
twice that of Pythia 8 [21]. As such, the impact of the particle composition on the measurement
of Eext Needs to be evaluated in data or estimated from simulation.

Both the particle composition and the material interaction probability vary as a function of
hadronpr and . If there were a perfect description of the particle composition and material
interactions in the simulation, no di erence in the relative change ofEkg between data and
simulation would be observed when varying the range used to perform the measurement.
However, notable de ciencies in the modelling are presentin all MC generators, such as the fraction
of short-lived charged hadrons as a functmgnand thus the distribution of their decay length. To
estimate the impact of these potential discrepancies on the measurement, the relative deggge in
evaluated in data with respect to simulatidythia 8) is measured in four regions @i within
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Table 5. The ranges ([min, max]) of the di erence between the track-extension e ciency measured in
data and in simulation as a function of ED3@ MC1 o together with the related uncertainties. The total
uncertainty is the sum in quadrature of the statistical uncera8tay, the particle compositiorgyst.(particle
comp.) and fake systemati§yst.(fake)uncertainties. Other sources of uncertaint®st.(others)with an

e ect below 0:01%are neglected.

Summary of EDa@MC1 o and related uncertainties 10 2]

EData MC1 o Stat. Syst.(particle comp.] Syst.(fake) | Syst.(others)| Total uncertainty

ext

» 3, 1Y »0:05 0:10% 0:54 .02 0:14%4 < 0:.01 .54 0:57%4

the rangel:5 GeV < pt < 5 GeV. The maximum variation from the inclusive value is used to
estimate a systematic uncertainty of 0.50%. Furthermore, the di ereneggdn °, integrated over

pr, between thé&eposandPythia 8 simulations, as shown in gure 12a, reaches a maximum of
0.21% and itis treated as a systematic uncertainty. To encompass both of these e ects, a systematic
uncertainty 0f0:54%, the sum in quadrature of 0.50% and 0.21%, is applied in edxih.

Fake tracklets. Fake tracklets are another source of bias in the measuremggt.om all simu-
lated samples, the fraction of fake tracklets is less than 0.3%. To estimate the uncertaintasso-
ciated with fake tracklets, a variation 050%o0f the fake tracklet rate is considered, as recommended
in ref. [29], and the corresponding variationid °is assigned as an uncertainty for eadhin.

Other sources. Many other aspects which may potentially contribute to the uncertainty on the
track extension e ciency were investigated and found to be negligiklé{01%). These include
the di erences in the physics list in th@eant4 simulation, hit e ciency in the pixel and SCT
detectors, passive material between the rst and second layer of the SCT detector, and residual
misalignment between the pixel and SCT detectors. Furthermore, adjusting the requirement on the
minimum number of hits shared between the tracklet and selected combined track was also found
to have a negligible e ect on the nal measurement.
The di erence in Eey between the data and thieythia 8 simulation as a function of,
gData MC1 o together with the associated statistical and systematic uncertainties, is summarised

ext

in table 5 and gure 16.

Calibration procedure. The amount of material associated with nuclear interactions for each
bin, N | © is established from the di erence between thréginal geometry model and the

modi ed geometry models, namely the sample with the density of the material in the pixel service
region scaled up by 50% (pixel service + 50%) and the three samples with rings of passive material
added between the pixel and the SCT detectors (ring layout 1, 2 and 3).

For each geometry modd\ , is calculated by integrating the material along the path of a
virtual neutral non-interacting particle, referred to ageantinoin the Geant4 simulation. The
di erence between the two geometry models is taken as the contribution of the weighted material
in the pixel service region.

For the geantino-based calibration to be accurate, the path travelled by the geantinos must match
that of the particles used in the measurement. As such, the distribution of geantino production
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Figure 16. The di erence between the track-extension e ciency measured in data and in simulation as

a function of , EDa@MC1 o js shown together with the statistical and total uncertainties. The total

uncertainty includes the uncertainty from fake tracklets, the uncertainty from the particle composition and
pr-dependence, and the statistical uncertainty; these are all summed in quadrature. The particle composition
uncertainty overwhelmingly dominates the total uncertainty.

locations inz should match the distribution afi, observed in data. Thus, tlzedistribution of the
geantinos is re-weighted to match thg-distribution observed in the data.

The track-extension e ciency is a ected by the radial position and orientation of material in the
detector. The dependence on the location and orientation of the material can be simply explained:
if the missing material is located nearer to the rst layer of the SCT there is a higher probability
that one of the secondary particles arising from hadronic interactions produces a hit in the SCT
compatible with the tracklet and thus considered as an extension. This arti cial increase of the track-
extension e ciency is highly suppressed by requiring four SCT hits (which correspond to hits on at
least two layers of the SCT detector) on the combined track. As described in section 3.3, a series of
detector geometries were created in which an additional ring of passive material was added to the
detector at di erent radii covering:2 < j j < 2:3. Simulated samples were created based on these
geometries and the track-extension e ciency per unit of material was calculated. The variation in
this quantity is shown in gure 17. This variation is constrained by an envelope described by the
equation® 0:004+ 0:04 N™°4 "°™_The value calculated #5004+ 0:04 NP2 MC s taken
as an additional systematic uncertainty in the nal results, as detailed in table 8.

The di erence inEgy between the data and thiythia 8 simulation as a function of is
translated to an amount of material using eq. (7.3) and is shown in gure 21. It can be observed
that the main sources of systematic uncertainty are the uncertainties related to particle composition,
which have an impact on the track-extension e ciency, and the uncertainties arising from the
calibration procedure, which a ect directly the nal measurements K2 MC,
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Figure 17. The sum of EQ}(?%O’}?nm (normalised track-extension e ciency in the nominal geometry and in

the modi ed geometries) andeOd n°M (number of nuclear interaction lengths in the nominal geometry

and in the modi ed geometries). A modi ed geometry results in di erent values Nf“"d nom gyver several
bins. The solid red lines are envelopes described by the cur@e304+ 0:04 N”‘Od nomo,

8 Results and discussion

8.1 Transverse impact parameter resolution

In this analysis, the transverse impact parameigrof a track is calculated with respect to the
primary vertex position of the event. Tivsible dp-resolution, (‘j’f is calculated for eacpr-

slice by tting a Gaussian function to the core part of thedistribution. However, (‘j"s is smeared
by the position resolution of the primary vertex reconstructigs,. In order to remove this e ect,
an iterative unfolding is applied. At theth iteration, thed is varied by a factor‘\ -1 Adlo Vo,

where 2" is the estimator of 4, in thei-th iteration. For the rst iteration s is used as the

do ' do
estimator. The iteration is repeated typically two or three times beffggeconverges upon a
stable value. A full description of the methodology and validation is found in ref. [32]. For the
MC simulation, the true primary vertex position is used and the unfolding is not applied. The
self-consistency of the method was explicitly checked with MC simulation.

Results of the rate ratio measurements using hadronic interaction vertices for 11 radial regions
are presented in table 6 and gure 18a. With the exception of the SCT-ITE, the background
subtracted rate ratio measurements remain wittd 0:17 for all of the radial sections, spanning
the cylindrical regiorr < 320mmandjzj < 400mm The total uncertainty is dominated by
systematic uncertainties. For the radial region up to and including the IST, the major source of
systematic uncertainty is physics modelling of hadronic interactions. At larger radii, the background
uncertainty becomes signi cant as the purity of the hadronic interaction decreases. The total
measurement uncertainty for the background-subtracted comparison is estimated to be 7 13% for
the inner radial regions from the beam pipe up to the PIX3, and 22 42% for outer radial regions from
the PSF to the SCT1. The large variation in the size of the uncertainty between the radial regions
arises mainly from variations in the purity of the reconstructed hadronic interaction candidates. The
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uncertainty in the background rate is enhanced at the PSF and outer layers. The uncertainty of the
physics modelling is smaller in the IPT-PIX2 regions relative to the beam pipe, re ecting the large
correlation in the values of the rate ratio resulting from changes associated with the selection criteria
used in the uncertainty evaluation. The beam-pipe data/MC ratio is not unity due to the presence
of the excess withifzj < 40 mm which is excluded from the normalisation. The results obtained
from the background-inclusive rate ratid,”c', for layers unchanged since Run 1 (PIX1-PIX3 and
SCT1) are consistent with the previous analyses presented in refs. [9, 10].

Figure 18b shows the measurement of the photon conversion rate in data with respect to simu-
lation, as also shown in table 7. The values of fygarameters remain withint00 0:17 for all of
the radial sections, spanning the cylindrical region 320 mmandjzj < 400 mm Good agreement
between data and simulation is observed for the IBL region and the rst SCT layer. An excess in
the observed conversion rate in data with respect to simulation of around 10 15% is observed in the
beam-pipe region. The cause of this excess, also observed with hadronic interactions, is interpreted
as a localised region of material missing from tipglatedgeometry. The largest deviations in the
measure parameters from unity are observed in all three original pixel layers, which exhibit a
systematic de cit in the conversion rate of 10 12% compared to that predicted by the simulation.

Di erences in the material content of one detector layer between data and simulation would
also a ect the relative hadronic interaction and photon conversion rates observed at all downstream
layers due to a modi cation of the hadron/photon ux incident on all downstream layers. This e ect
was studied and found to a ect the measurements at a level far below the systematic uncertainties
associated with both the hadronic interaction and photon conversion measurements and no explicit
corrections are applied. Figure 19 shows both the hadronic interaction and photon conversion
measurements. While sensitive to slightly di erent properties of the ID material (the nuclear
interaction and radiation lengths), the two measurements are compatible.

As a further qualitative cross-check, the transverse impact parameter resolution in the cen-
tremost barrel region i j < 0:5 is compared between data and the simulation using di erent
geometry models. Figure 20 shows a comparison ofotiginal and updatedgeometry models
to the data: theipdatedgeometry model provides better agreement with the dapa at 1 GeV,
where multiple scattering by material dominates. The deviation of the data from the simulation
at pt > 1 GeV is believed to be related to e ects other than multiple scattering, e.g. detector
misalignment. This gives an independent qualitative cross-check of the validity ofptteted
geometry model in the barrel region.

The results of the track extension e ciency method, shown in gure 21 and table 8, exhibit,
within the uncertainties, good agreement between data and simulation in the pseudorapidity region
j j < 1. The geometry model of the pixel services in this region was highly optimised for Run 1
and no major changes occurred between Run 1 and Run 2. For the forward regfif, MC1 o
is greater than zero fat:4 < j j < 1.5, 1:8 < j j < 20and2:3 < j j < 2:5. This indicates
some missing material in the corresponding regions of the geometry model. The maximum of

NPata MC of 13:7 - 0:9°% is observed a2:3 < j j < 2:4. This corresponds to approximately 10%
more material in the pixel service region at the corresponding location in
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(@) (b)

Figure 18. Comparison of the rate ratio, denot&] between data and MC simulation for (a) hadronic
interactions and (b) photon conversions usingupdatedgeometry model. The hadronic interaction results
are shown after background subtraction. The systematic uncertainties for each radial section are also shown.
The components of the uncertainty in (a) and (b) are the same as those listed in tables 6 and 7, respectively.

Figure 19. Comparison of the rate ratio, denot®l between data and MC simulation, for hadronic
interactions and photon conversions as a function of radius. The horizontal range of each marker represents
the radial range of vertices used in each measurement, while the vertical range represents the total uncertainty.
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Table 6. Hadronic interaction rate ratio of data with respect BposMC simulation using theipdated
geometry model for di erent radial sectionsSyst.(model)s the uncertainty of the physics modelling of
hadronic interactionsSyst.( ux & bkg.) is the primary particle ux uncertainty and the uncertainty of the
fakes and decays backgroun8gst.(e .)is the systematic uncertainty of track reconstruction e ciency, and
Syst.(closurels the uncertainty of the closure of the measurement. The total uncertainty is calculated from
the sum in quadrature of the statistical and systematic uncertainties.

Hadronic interaction inclusive rate ratiéﬁ'”Cl
Radial regionValue| Stat.(data) Stat.(MCPpyst.(model) Sys(ux & bkg.) Syst.(e .) Syst.(closurn@ptal uncertaint

BP 1.04 0:00 0:01 0:09 0:01 0:02 0:03 0:10
IPT 1.16 0:01 0:.01 0:05 0:.01 0:03 0:04 0:07
IBL 1.10 0:00 0:.01 0:07 0:02 0:03 0:04 0:09
IST 0.96 0:01 0:.01 0:07 0:01 0:03 0:03 0:08
PIX1 0.99 0:00 0:.01 0:08 0:02 0:.01 0:03 0:09
PIX2 0.96 0:00 0:01 0:07 0:02 0:02 0:03 0:08
PIX3 1.00 0:00 0:.01 0:10 0:03 0:.01 0:03 0:11
PSF 1.03 0:01 0:03 0:12 0:11 0:02 0:03 0:17
PST 1.06 0:02 0:05 0:14 0:09 0:02 0:03 0:17
SCT-ITE 0.89 0:02 0:05 0:07 0:09 0:.01 0:03 0:13
SCT1 1.04 0:01 0:04 0:11 0:07 0:02 0:03 0:14

Hadronic interaction background-subtracted rate refq%‘.b”
Radial regionValue| Stat.(data) Stat.(MC¥yst.(model) Syst.( ux & bkg.) Syst.(e .) Syst.(closurdptal uncertaint

BP 1.04 0:00 0:.01 0:10 0:.01 0:02 0:03 0:10
IPT 1.17 0:01 0:02 0:05 0:.01 0:03 0:04 0:07
IBL 1.11 0:00 0:.01 0:.07 0:.02 0:.04 0:04 0:09
IST 0.95 0:.01 0:.01 0:.07 0:.01 0:.03 0:.03 0:08
PIX1 0.98 0:00 0:01 0:09 0:02 0:01 0:03 0:09
PIX2 0.95 0:.01 0:.01 0:.07 0:.02 0:.02 0:03 0:08
PIX3 1.00 0:.01 0:.02 0:11 0:.05 0:.02 0:.03 0:13
PSF 1.10 0:03 0:10 0:18 0:36 0:.06 0:04 0:42
PST 1.10 0:03 0:10 0:13 0:15 0:03 0:04 0:23
SCT-ITE 0.71 0:04 0:11 0:13 0:27 0:03 0:02 0:31
SCT1 1.09 0:.03 0:.09 0:13 0:16 0:.03 0:04 0:22

Table 7. Photon conversion rate ratio and associated uncertainties in data measured with respect to simulation
with theupdatedyeometry. Measurements are presented in nine radial regions of the detector in the cylindrical
regionr < 325mmandjzj < 400mm Stat.(data & MC)is the statistical and normalisation uncertainty,
Syst.(e .) is the systematic uncertainty associated with the reconstruction e cie@ggt.(MC gen.)is

the systematic uncertainty associated with the choice of MC Generat@\etdclosure)s the systematic
uncertainty associated with the closure of the measurement. The total uncertainty is calculated from the sum
in guadrature of the statistical and systematic uncertainties.

Photon conversion rate ratié
Radial region Value | Stat.(data & MC) Syst.(MC gen.) Syst.(e.) Syst.(closurepyst.(total)| Total uncertainty
BP 1.15 0:03 0:05 0:04 0:03 0:08 0:08
IBL 1.05 0:03 0:05 0:04 0:03 0:07 0:08
PIX1 0.90 0:02 0:05 0:03 0:03 0:07 0:07
PIX2 0.88 0:02 0:05 0:03 0:03 0:07 0:07
PIX3 0.89 0:02 0:05 0:05 0:03 0:08 0:08
PSF 1.06 0:04 0:05 0:17 0:03 0:18 0:18
PST 1.17 0:04 0:05 0:09 0:03 0:11 0:12
SCT-ITE 0.93 0:05 0:05 0:11 0:03 0:13 0:14
SCT1 1.00 0:03 0:05 0:08 0:03 0:10 0:11
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Figure 20. Unfolded transverse impact parameter resolution measured in data as a fungiooarhpared
to the simulation using theriginal andupdatedgeometry models. Uncertainties are only statistical.

Figure 21. The excess amount of material between the pixel and SCT detector associated with nuclear
interactions in data, NDIata MC based on the track-extension e ciency measurement. The uncertainties
shown include the uncertainty from fake pixel-tracklets, the uncertainty from the particle composition and
pr-dependence, the uncertainty from the material location and the statistical uncertainties.
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Table 8. Excess amount of material associated with nuclear interactions in data compared to simulation,
NDI"jIta MC derived from the track-extension e ciency as a function ofogether with the uncertainties.

Syst.(particle comp.)s the systematic uncertainty related to particle composityst.(fake)s the uncer-

tainty of the fake rate an8yst.(calibration)s the uncertainty associated with the calibration procedure. The

total uncertainty is the sum in quadrature of the statistical and systematic components. The measurements

are labelled by their bin centre in

Excess amount of material in dataN®2@ MC [94]
Value | Stat.  Syst.(particle comp.) Syst.(fake) Syst.(calibratiprijotal uncertainty
2:45 1:81 0:14 0:68 0:18 0:47 0:86
2:35 3:45 0:11 0:64 0:15 0:54 0:85
2:25 2:07 0:09 0:61 0:14 0:48 0:79
2:15 0:02 0:09 0:61 0:12 0:40 0:74
2:05 0:51 0:10 0:61 0:10 0:42 0:76
1:95 1:34 0:11 0:62 0:06 0:45 0:78
1:85 1:47 0:11 0:64 0:08 0:46 0:80
1:75 0:34 0:10 0:63 0:08 0:41 0:77
1:65 0:60 0:10 0:63 0:05 0:42 0:76
1:55 0:93 0:10 0:63 0:05 0:44 0:77
1:45 1:75 0:09 0:60 0:04 0:47 0:77
1:35 0:49 0:08 0:60 0:05 0:42 0:73
1:25 0:25 0:07 0:59 0:04 0:41 0:72
1:15 0:77 0:07 0:59 0:03 0:43 0:74
1:05 0:06 0:06 0:58 0:03 0:40 0:71
0:95 0:17 0:07 0:58 0:03 0:41 0:71
0:85 0:05 0:06 0:57 0:.03 0:40 0:70
0:75 0:05 0:06 0:57 0:03 0:40 0:70
0:65 0:30 0:06 0:58 0:02 0:41 0:71
0:55 0:18 0:06 0:57 0:03 0:41 0:70
0:45 0:09 0:05 0:57 0:.03 0:40 0:70
0:35 0:.01 0:06 0:57 0:03 0:40 0:70
0:25 0:30 0:07 0:57 0:.03 0:41 0:71
0:15 0:39 0:06 0:57 0:03 0:42 0:71
0:05 0:39 0:06 0:57 0:03 0:42 0:71
0:05 0:08 0:06 0:57 0:03 0:40 0:70
0:15 0:45 0:07 0:58 0:03 0:42 0:72
0:25 0:11 0:06 0:57 0:.03 0:40 0:70
0:35 0:00 0:05 0:56 0:03 0:40 0:69
0:45 0:21 0:06 0:57 0:03 0:41 0:70
0:55 0:32 0:06 0:58 0:03 0:41 0:71
0:65 0:.07 0:06 0:57 0:.03 0:40 0:70
0:75 0:27 0:06 0:57 0:03 0:41 0:71
0:85 0:12 0:07 0:58 0:02 0:40 0:71
0:95 0:09 0:07 0:58 0:03 0:40 0:71
1:05 0:01 0:06 0:58 0:04 0:40 0:71
1:15 0:41 0:07 0:59 0:04 0:42 0:73
1:25 0:53 0:07 0:59 0:03 0:42 0:73
1:35 0:08 0:08 0:60 0:04 0:40 0:73
1:45 1:68 0:09 0:60 0:04 0:47 0:77
1.55 1:.07 0:10 0:63 0:06 0:44 0:78
1:65 0:65 0:10 0:63 0:05 0:43 0:77
1:75 0:56 0:10 0:63 0:07 0:42 0:77
1:85 1:49 0:11 0:64 0:.07 0:46 0:80
1:95 0:68 0:11 0:62 0:08 0:43 0:76
2:05 0:.01 0:09 0:61 0:10 0:40 0:74
2:15 0:09 0:09 0:60 0:13 0:40 0:74
2:25 1:95 0:09 0:61 0:14 0:48 0:79
2:35 3:69 0:11 0:64 0:16 0:55 0:86
2:45 1:87 0:14 0:68 0:18 0:47 0:86
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9 Conclusion

A good description of the distribution of material in the inner detector is crucial for understanding
the performance of track reconstruction within ATLAS. Three complementary techniques, hadronic
interaction and photon conversion vertex reconstruction together with an estimation using the track-
extension e ciency, are applied to measure the inner detector's material using afoind * of
low-luminosity’ s = 13TeV ppcollisions at the LHC. While the rst two methods probe the barrel
region of the inner detector, in particular the new detector components installed in Run 2 (the beam
pipe, the IBL and the supporting tubes of IPT and IST), the track-extension e ciency method has
sensitivity also in the forward region of1:0 < j j < 2:5, in which most of the refurbished pixel
services reside.

The description of the geometry model was examined in detail both in radial and longitudinal
distributions of the rate of reconstructed hadronic interaction and photon conversion vertices. In
the central barrel region, a signi cant amount of missing material in the IBL front-end electronics
for the ex bus, surface-mounted devices on the front-end chips and the IPT and IST was identi ed
in the original geometry model (the geometry model used for ATLAS MC simulation in 2015).
The updatedgeometry model, which was created to resolve the above discrepancies, provides
a much better description. The beam pipe is found to be very accurately described except the
centremost region g&j < 40 mm The simulated material in the IBL within thgpdatedgeometry
model is found to be consistent with that in observed data, within the less than 10% uncertainties
of the hadronic interaction and conversion measurements. The existing pixel barrel layers are
found to be described well, and the results from the analyses using the hadronic interactions and
photon conversions agree within the systematic uncertainties. This result con rms the results of
the previous hadronic interaction analysis using the Run 1 data set.

While sensitive to slightly di erent material properties ardegions of the detector, both
the hadronic interactions and photon conversions provide a consistent understanding of the barrel
detector material. Thepdatedgeometry model provides reasonable agreement with the data
in the ratio of the rate measurements of hadronic interactions and photon conversions within
the uncertainties of the measurements. The measured rates of photon conversions and hadronic
interactions reconstructed in data are found to agree to witn18% with those predicted by
simulation, based on thgpdatedgeometry model, out to the outer envelope of the pixel detector.
This is also supported by a study of the transverse impact parameter resolutiorphetaivGeV,
where the multiple scattering is dominant.

In the forward region, the material in the pixel service region is found to be underestimated in
the geometry model by up toN , =13:7 0:9°% at some values of. This corresponds roughly
to 10% of the material in the pixel services in the corresponding regions.

The results of these studies have been taken into account in an improved description of the
material in the ATLAS inner detector simulation, to be used in future analyses.

Acknowledgments

We thank CERN for the very successful operation of the LHC, as well as the support sta from our
institutions without whom ATLAS could not be operated e ciently.

39



We acknowledge the support of ANPCyT, Argentina; YerPhl, Armenia; ARC, Australia;
BMWFW and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil;
NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China;
COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF and
DNSRC, Denmark; IN2P3-CNRS, CEA-DSM/IRFU, France; SRNSF, Georgia; BMBF, HGF, and
MPG, Germany; GSRT, Greece; RGC, Hong Kong SAR, China; ISF, I-CORE and Benoziyo
Center, Israel; INFN, ltaly; MEXT and JSPS, Japan; CNRST, Morocco; NWO, Netherlands;
RCN, Norway; MNiSW and NCN, Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia
and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZ’,
Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden;
SERI, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC,
United Kingdom; DOE and NSF, United States of America. In addition, individual groups and
members have received support from BCKDF, the Canada Council, CANARIE, CRC, Compute
Canada, FQRNT, and the Ontario Innovation Trust, Canada; EPLANET, ERC, ERDF, FP7, Horizon
2020 and Marie Sk®odowska-Curie Actions, European Union; Investissements dAvenir Labex and
Idex, ANR, Région Auvergne and Fondation Partager le Savoir, France; DFG and AvH Foundation,
Germany; Herakleitos, Thales and Aristeia programmes co- nanced by EU-ESF and the Greek
NSRF; BSF, GIF and Minerva, Israel; BRF, Norway; CERCA Programme Generalitat de Catalunya,
Generalitat Valenciana, Spain; the Royal Society and Leverhulme Trust, United Kingdom.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particu-
lar from CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Swe-
den), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC
(Spain), ASGC (Taiwan), RAL (U.K.) and BNL (U.S.A.), the Tier-2 facilities worldwide and large
non-WLCG resource providers. Major contributors of computing resources are listed in ref. [33].

References

[1] ATLAS collaboration,The ATLAS experiment at the CERN Large Hadron Collid808JINST3
S08003.

[2] ATLAS collaborationCharged-particle multiplicities inpp interactions atp§ = 900GeV measured
with the ATLAS detector at the LHEhys. LettB 688(2010) 21 prXiv:1003.3124 1.

[3] ATLAS collaborationCharged-particle multiplicities ippp interactions measured with the ATLAS
detector at the LHCNew J. Phys13(2011) 0530334rXiv:1012.5104 ].

[4] ATLAS collaborationElectron and photon energy calibration with the ATLAS detector using LHC
Runl data Eur. Phys. JC 74 (2014) 3071 &rXiv:1407.5063 ].

[5] ATLAS collaborationSearch for massive, long-lived particles using multitrack displaced vertices or
displaced lepton pairs ipp collisions at” s = 8 TeV with the ATLAS detectd?hys. RevD 92 (2015)
072004 prXiv:1504.05162 ].

[6] ATLAS collaborationStudy of the material budget in the ATLAS inner detector K@hﬂecays in
collision data at” s = 900GeV, ATLAS-CONF-2010-019, CERN, Geneva Switzerland, (2010).

[7] ATLAS collaborationProbing the material in front of the ATLAS electromagnetic calorimeter with
energy ow frompé = 7TeV minimum bias eventATLAS-CONF-2010-037, CERN, Geneva
Switzerland, (2010).

40



[8] ATLAS collaborationPhoton conversions gté = 900GeV measured with the ATLAS detector
ATLAS-CONF-2010-007, CERN, Geneva Switzerland, (2010).

[9] ATLAS collaborationA study of the material in the ATLAS inner detector using secondary hadronic
interactions 2012JINST7 P01013 &rXiv:1110.6191 ].

[10] ATLAS collaboration A measurement of material in the ATLAS tracker using secondary hadronic
interactions in7 TeV pp collisions 2016JINST11 P11020 &rXiv:1609.04305 ].

[11] ATLAS collaboration ATLAS insertabl@-layer technical design reparCERN-LHCC-2010-013,
CERN, Geneva Switzerland, (2010) [ATLAS-TDR-1#{ddendunATLAS-TDR-19-ADD-1].

[12] Particle Data Group collaboration, K.A. Olive et alReview of particle physi¢c€hin. PhysC 38
(2014) 090001.

[13] ATLAS collaboration,Track reconstruction performance of the ATLAS inner detectgr%t 13TeV,
ATL-PHYS-PUB-2015-018, CERN, Geneva Switzerland, (2015).

[14] ATLAS collaborationpPerformance of the ATLAS trigger systen2015 Eur. Phys. JC 77 (2017)
317 [arXiv:1611.09661 1.

[15] T. Sjostrand, S. Mrenna and P.Z. Skantigyrief introduction to PYTHIA:1, Comput. Phys.
Communl178(2008) 852 &rXiv:0710.3820 1.

[16] S. Porteboeuf, T. Pierog and K. Wern@rpducing hard processes regarding the complete event: the
EPOS event generataarXiv:1006.2967 .

[17] ATLAS collaborationFurther ATLAS tunes of PYTHIRand PYTHIAS,
ATL-PHYS-PUB-2011-014, CERN, Geneva Switzerland, (2011).

[18] A.D. Martin, W.J. Stirling, R.S. Thorne and G. Wafarton distributions for the LHCEur. Phys. JC
63(2009) 189 &rXiv:0901.0002 ].

[19] H.J. Drescher, M. Hladik, S. Ostapchenko, T. Pierog and K. WeRaeton based Gribov-Regge
theory, Phys. Rept350(2001) 93 hep-ph/0007198].

[20] T. Pierog, I. Karpenko, J.M. Katzy, E. Yatsenko and K. WerB1QS LHC: test of collective
hadronization with data measured at the CERN Large Hadron Collidbys. RevC 92 (2015)
034906 hrXiv:1306.0121 1.

[21] ATLAS collaborationCharged-particle distributions iﬁ s= 13TeVppinteractions measured with
the ATLAS detector at the LH@hys. LettB 758(2016) 67 frXiv:1602.01633 1.

[22] GEANT4collaboration, S. Agostinelli et alGEANH: a simulation toolkit Nucl. Instrum. MethA
506(2003) 250.

[23] B. Andersson, G. Gustafson and B. Nilsson-Almgwustmodel for lowpr hadronic reactions, with
generalizations to hadron-nucleus and nucleus-nucleus collishiuna. PhysB 281(1987) 289.

[24] B. Nilsson-Almgvist and E. Stenlunthteractions between hadrons and nuclei: the Lund Monte
Carlo FRITIOF version 1:6, Comput. Phys. Commu#3 (1987) 387.

[25] D.H. Wright and M.H. KelseyT'he GEANZ Bertini cascadeNucl. Instrum. MethA 804 (2015) 175.

[26] ATLAS collaboration,The ATLAS simulation infrastructurur. Phys. JC 70 (2010) 823
[arXiv:1005.4568 1.

[27] T. Cornelissen, M. Elsing, |. Gavrilenko, W. Liebig and A. Salzbur§émgle track performance of
the inner detector new track reconstruction (NEWAJ)L-INDET-PUB-2008-002, CERN, Geneva
Switzerland, (2008).

41



[28] ATLAS collaborationOptimisation of the ATLAS track reconstruction software for Run
ATLAS-SOFT-PROC-2015-056, CERN, Geneva Switzerland, (2015).

[29] ATLAS collaborationEarly inner detector tracking performance in tB815data atp§ = 13TeV,
ATL-PHYS-PUB-2015-051, CERN, Geneva Switzerland, (2015).

[30] ATLAS collaborationReconstruction of primary vertices at the ATLAS experiment inIRun
proton-proton collisions at the LH®Eur. Phys. JC 77 (2017) 332 rXiv:1611.10235 1.

[31] ATLAS collaborationMeasurement of the photon identi cation e ciencies with the ATLAS detector
using LHC Rurl data Eur. Phys. JC 76 (2016) 666 &rXiv:1606.01813 1.

[32] ATLAS collaboration,Tracking studies fob-tagging with7 TeV collision data with the ATLAS
detector ATLAS-CONF-2010-070, CERN, Geneva Switzerland, (2010).

[33] ATLAS collaboration ATLAS computing acknowledgeme2®4.6 2017, ATL-GEN-PUB-2016-002,
CERN, Geneva Switzerland, (2016).

42



The ATLAS collaboration

M. Aaboud379 G. Aad®®, B. Abbottl5, J. Abdallalf, O. Abdino? , B. Abeloo$?®, S.H. Abidi6?,

0.S. AbouZeid®, N.L. Abraham?®%, H. Abramowic2°%, H. Abreud>*, R. Abred*8, Y. Abulaitil48a148b
B.S. Acharyaf7a1678a 5 Adachl®’, L. Adamczyk!2 J. Adelmaft®, M. Adersberge®? T. Adye!33,
A.A. A older 139, T. Agatonovic-Jovil*, C. Agheorghieséf®, J.A. Aguilar-Saavedf&®a128' S.p. AhleR?,
F. Ahmado§&P, G. Aielli135313%0 5 Akatsukd!, H. Akerstedt*®31480 T.p A, AkessoPf, E. Akilli %2,
A.V. Akimov®8, G.L. Albergh?2322b 3. Albert’2, P. Albicoccd®, M.J. Alconada Verziri, M. Aleksa?,
I.N. Aleksandro@®, C. Alex&®®, G. Alexandet®®, T. Alexopoulos®, M. Alhroob!5, B. Ali13°,

M. Aliev76376b G Alimonti®#2 J. Alisor?3, S.P. Alkire®®, B.M.M. Allbrooke!®%, B.W. Allent18,

P.P. Allport?, A. Aloisiol0631060 A Alonsc®, F. Alonsd*, C. Alpigianit*®, A.A. AlshehrP8, M. Alstaty®8,
B. Alvarez Gonzale?, D. Alvarez Piqueras®, M.G. Alviggi'®®31%6b B T. Amadid*®,

Y. Amaral Coutinhd®2 C. Amelung®, D. Amide’?, S.P. Amor Dos Santé&3128¢ A Amorim?28a128b
S. Amoros@?, G. AmundsefP, C. Anastopoulo$?, L.S. Anct??, N. Andari®, T. Andeen?,

C.F. Ander§%, J.K. Anderg’, K.J. Andersof?, A. Andreazz&'394° V. Andref%@ S. Angelidakié,

I. Angelozzit®, A. Angeram?®, A.V. AnisenkoV1:¢, N. Anjost3, A. Annovil263126b . Antefoa

M. Antonelli®®, A. Antonovt® | D.J. Antrimt®6, F. Anullit3*2 M. Aoki®®, L. Aperio Bella®?,

G. Arabidzé&3, V. Arai®, J.P. Araqu&®2 V. Araujo Ferraz®2 A.T.H. Arce’®, R.E. Ardelf°, F.A. Arduh’?,
J-F. Arguir?’, S. Argyropoulo€, M. Arik2°2 A J. Armbrustet?, L.J. Armitagé®, O. Arnaez%,

H. Arnold®?, M. Arratia®®, O. Arslarf, A. Artamonov®, G. Artonit??, S. Art28, S. Asat®’, N. Asbalf®,
A. Ashkenazt®®, L. Asquitht®!, K. Assamagaff, R. Astalo$462 M. Atkinsont®®, N.B. Atlay'43,

K. Augstert®C, G. Avolio®2, B. Axen'S, M.K. Ayoub™®, G. Azuelo$"9, A.E. Baa8%2 M.J. Baca®,

H. Bachacot?®, K. Bachag®¥76b, M. Backed??, M. Backhau#?, P. Bagnai&**a134b H. Bahrasemafit*,
J.T. Baine$®3, M. Bajic®?, O.K. Bakel’®, E.M. Baldin‘1:¢, P. Balek’>, F. Ballil38, W.K. Balunad?4,

E. Bana4?, Sw. Banerje¥5¢, A A.E. Bannour&’8, L. Baralé?, E.L. Barberi§?, D. Barberi§3353°,

M. Barberd®, T. Barillaril®3, M-S Barisits2, J.T. Barkelod!®, T. Barklowt*5, N. Barlow??, S.L. Barne¥¢,
B.M. Barnett33 R.M. Barnett®, Z. Barnovska-Bleness$? A. Baroncellt362 G. Baroné®, A.J. Bart??,
L. Barranco Navarrt/®, F. Barreir§®, J. Barreiro Guimardes da Co$ty R. Bartoldus*®, A.E. Bartor{®,
P. Bartod*62 A. Basalae¥?®, A. Bassaldt!®f, R.L. Bate8®, S.J. Batist}’, J.R. Batley®, M. Battaglia=°,
M. Baucé34a134b £ Bauet38 H.S. Bawd*59, J.B. Beachadt3 M.D. Beatti€®, T. Bea§?,

P.H. Beauchemi®, P. Bechtlé3, H.P. Beck&", K. Beckel?2, M. Beckefb, M. Beckingham’3,

C. Becot!? A.J. Beddafi®s, A. Beddalf%, V.A. Bednyako¥®, M. Bedognetfi®®, C.P. Be&*°,

T.A. Beermani?, M. Begallf®® M. Begef’, J.K. Behf®, A.S. Belf!, G. Belld®, L. Bellagamb&??

A. Bellerive®l, M. Bellomo'®4, K. Belotskiy'?®, O. Beltramelld?, N.L. Belyae#®, O. Benary®S ,

D. Benchekrout?”2 M. Bendet%?, K. Bendt2483148b N. Beneko¥?, Y. Benhammotf®,

E. Benhar Nocciol’®, J. Benite£®, D.P. Benjamifi®, M. Benoif?, J.R. BensingéP, S. Bentvelset®,

L. Beresford??, M. Berett&®, D. Bergé®, E. Bergeaas Kuutmahtf, N. Berge?, J. Beringet®,

S. Berlendig®, N.R. Bernar®, G. Bernardi®, C. Berniu$*®, F.U. Bernlochné®, T. Berry®°, P. Berta3?,
C. Bertell&%8 G. Bertoli483148b F_ Bertoluccl?%3126b | A BertranT®, C. Bertsch®, D. Bertsché!®,
G.J. Besje¥®, O. Bessidskaia Bylurid®3148> M. Bessnef®, N. Bessof®®, C. Betancouft, A. Bethan?’,
S. Bethké®, A.J. Bevart®, J. Beyet®® R.M. Bianchi?’, O. Biebel®, D. Biederman#’, R. Bielskf’,
N.V. Biesu226a126b \j Biglietti1362 J. Bilbao De Mendizabad, T.R.V. Billoud®?, H. Bilokor°,

M. Bindi®’, A. Bingul?%°, C. Binil34a134b S Bjond?23220, T. BisanZ?’, C. Bittrich*’, D.M. Bjergaard?,
C.W. Black®? J.E. Black*®, K.M. Black?*, R.E. Blaif, T. Blazek4%2 |. Bloch*S, C. Blocker®, A. Blue®S,
W. Blum®® | U. Blumenscheif?, S. Blunief*2 G.J. Bobbink®, V.S. Bobrovniko}!%:¢, S.S. Bocchett,
A. Bocci*®, C. Bock??, M. Boehler?, D. Boernet’® D. Bogavaé®, A.G. Bogdanchikot!?!, C. Bohnt42
V. Boisverf?, P. Boka®8 T. Bold*'2 A.S. Boldyrev%, A.E. BolA%, M. Bomberf3, M. Bond®,

M. Boonekamp®®, A. Boriso*32, G. Borissov®, J. Bortfeldf2, D. Bortolettd?2, V. Bortolottd?2362862¢

43



D. Boscherint?® M. Bosmar®, J.D. Bossio Sof&, J. Boudreat?’, J. Bou ard?, E.V. Bouhova-Thacké?,
D. Boumedien&, C. Bourdario'®, S.K. Boutl€®, A. Boveid!3, J. Boyd?, I.R. Boykd®, J. Bracinik?,
A. Brand®, G. Brand®’, O. Brand®%2 U. Bratzlet>8, B. Braif®, J.E. Brad'® W.D. Breaden Maddéf,
K. Brendlingef®, A.J. Brennaf, L. Brennet®, R. Brennet®8, S. Bresslél’®, D.L. Briglin'®,

T.M. Bristow?, D. Brittor?8, D. Britzgef*®, F.M. Brochi®, I. Brock?®, R. Brock®, G. Brooijmans®,

T. Brooks®, W.K. Brooks*?, J. Brosaméf, E. Brost1?, J.H Broughtof?, P.A. Bruckman de Renstrd
D. Brunckd®® A. Bruni??2 G. Brunf? L.S. Brunit®, BH Brunf®, M. Brusch??@ N. Bruscing3,

P. Bryant?, L. Bryngemark®, T. Buane®, Q. Buat*4, P. Buchholz*3, A.G. Buckley®, I.A. Budago¥?,
F. Buehre?!, M.K. Bugge?!, O. Buleko?®, D. Bullock®, T.J. Burch'%, H. Burckhart?, S. Burdir{”,
C.D. Burgard@®, A.M. BurgeP, B. Burghgrav&'®, K. Burk&'?, S. Burké33, I. Burmeistefb, J.T.P. Burt?3,
E. Busatd’, D. Biischet?, V. Biische?, P. Busseyf, J.M. Butle?*, C.M. ButtaP®, J.M. Butterwortf§*,

P. Butt?, W. Buttinge?’, A. Buzati#°®, A.R. Buzykaev't®, S. Cabrera Urbdr® D. Caforid-°,

V.M. Cairg®034% O Cakif? N. Calac&?, P. Cala urd®, A. Calandrf®, G. Calderinf®, P. Calfayaf,

G. Called%3% | P. Calobd%? S. Calvente LopéZ, D. Calvet’, S. Calvet’, T.P. Calvet?,

R. Camacho Tor, S. Camard®, P. Camarfi®313%0 D, Camerof?!, R. Caminal Armadari§®,

C. Caminche®, S. Campan®, M. Campanelfil, A. Camplan?*3940, A. Campoverd&?3,

V. Canalé®63106b M. Cano Bret®®, J. Canterd'S, T. Cad®®, M.D.M. Capeans Garrid8, . Caprin?®®,
M. Caprinf8, M. Capu4®®4% R.M. Carboné®, R. Cardarelfi®> F. Cardilla’?, 1. Carlit3L, T. Carli??,

G. Carlind%62 B.T. CarlsoA?’, L. Carminat?4394®, R.M.D. Carney*8al48b s CaroR%, E. Carquif*?,
S. Carrd*394b G.D. Carrillo-Montoyd?, J. Carvalhé?®3128¢ D, Casadéf, M.P. Casadb*!,

M. Casolind?, D.W. Caspel®8, R. Casteliji%, V. Castillo GimeneZ’®, N.F. Castré?®3, A. Catinaccid?,
J.R. Catmor¥?, A. Cattaf?, J. Caudrof?, V. Cavalieré®®, E. Cavallard®, D. Cavall?*2,

M. Cavalli-Sforza3, V. Cavasinn263126b E_Celebf®2 F. Ceradint363130 | Cerda AlbericA’C,

A.S. Cerqueird®, A. Cerrit®, L. Cerritat3°313%0 F Ceruttt®, A. Cervellil8, S.A. Cetirt% A. Chafad3’2
D. Chakraborty!%, S.K. Chafi®, W.S. Cha#®, Y.L. Charf?2 P. Chand®®, J.D. Chapmat?,

D.G. Charltor®, C.C. Chatfl, C.A. Chavez Barajds!, S. Ché'3 S. Cheathah$73167¢ A. Chegwiddef?,
S. Chekand¥, S.V. Chekulaetf3@ G.A. Chelko$8!', M.A. Chelstowsk#, C. Che’, H. Cher?’,

S. Cher®, S. CheR®’, X. Cher¥>¢™ Y. Cherl®, H.C. Chend?, H.J. Chend®® A. Cheplako§®,

E. Cheremushkind? R. Cherkaoui El Mourslf”® V. Chernyatid” , E. Ched, K. Cheun§?,

L. Chevaliet38, V. Chiarell&®, G. Chiarell2631260 G, Chiodinf®2 A.S. Chisholni?, A. Chitar?f®®,

Y.H. Chiut’?, M.V. ChizhoW8, K. Chof*, A.R. Chomont’, S. Chouridot®, V. Christodoulod?,

D. Chromek-Burckhafg, M.C. Chi#?2 J. Chudob&?, A.J. Chuinaré®, J.J. Chwastows#d, L. Chytkal’,
A K. Ciftci*3 D. Cincd®b, V. Cindro’®, I.A. Cioar&?, C. Cioccd?32?°, A, Ciocio'®, F. CirottdH06a106b
Z.H. Citront’5, M. Citteric®* M. Ciubancar®, A. Clark®?, B.L. Clark®®, M.R. Clark, P.J. Clark®,
R.N. Clarké®, C. Clement*83148b Y Coado®, M. Cobal®73167¢ A, Coccard?, J. CochrafY,

L. Colasurdd®, B. Cole®®, A.P. Colijnt%, J. ColloP8, T. Colombd®®, P. Conde Muifi&?8a128b

E. Coniaviti$?, S.H. Connel*’®, I.A. Connelly*’, S. Constantinesé, G. Contf?, F. Conventi®63",

M. Cooké®, A.M. Cooper-Sarkdr?, F. Cormiet’?, K.J.R. Cormieté1, M. Corradi-343134,

F. Corrivead®®, A. Cortes-Gonzale”, G. Cortiand®, G. Costd*2 M.J. Cost&’®, D. Costanz&™,

G. Cottir?%, G. Cowarf®, B.E. Co¥’, K. Cranmet'?, S.J. Crawle$f, R.A. Creager®®, G. Creél,

S. Crépé-Renaudif, F. Crescioff3, W.A. Cribbg#8a148b M Cristinzian?3, V. Croft!%8 G. Crosettt?340b,
A. Cuetd®, T. Cuhadar Donszelmatftt, A.R. Cukiermah®®, J. Cumming%’®, M. Curatold®, J. CutK®,
H. Czirrt*3, P. Czodrowsk?, G. D'amerf?322b, S, D'Auria®®, L. D'eramd*3, M. D'Onofrio”?,

M.J. Da Cunha Sargedas De Sotf§&28° C. Da Vid’, W. Dabrowski'2 T. Dadd*62 T. Da®2, O. Dalé®,
F. Dallairé’, C. Dallapiccol&®, M. Dant®, J.R. Dando}?*, M.F. Danerf®, N.P. Dang’®, A.C. Daniell$®,
N.S. Danfi’, M. Danninget’%, M. Dano Ho mann'38, V. Dao'®°, G. Darb332 S. Darmor8, J. Dassoul&s
A. Dattagupta!®, T. Daubne$®, W. Davey®, C. David*®, T. DavideK?®!, M. Davied®®, D.R. Davi¢?,

P. Davisofit, E. Dawé?, |. Dawsort*!, K. De?, R. de Asmundi¥®8 A. De Benedetti'®,

44



S. De Castré?322b S De Cecct?, N. De Groot®, P. de JonH°, H. De la Torr&3, F. De Loren#’,

A. De Mari@’, D. De Pedi$®*3 A. De Salvd®*2 U. De Sancti§*®31%0 A, De Santd®”,

K. De Vasconcelos Cor§8 J.B. De Vivie De Regi€®, W.J. Dearnalef?, R. Debbé’, C. Debenedett®,
D.V. Dedovict®, N. Dehghaniaf I. Deigaard®®, M. Del Gaudid®%®, J. Del Pes®, T. Del Preté263126b
D. Delgové?d, F. Deliof38, C.M. Delitzsci?, A. DellAcqua’?, L. DellAsta?*, M. Dell'Orso!26a126b

M. Della Pietrd%31060 D_della Volp&2, M. Delmastrd, C. Delporté!®, P.A. Delsart®, D.A. DeMarcd®?,
S. Demer¥’?, M. Demiche$8, A. Demilly®3, S.P. Denisot??, D. Denysiuk®® D. Derendar?,

J.E. Derkaod™d F. Deru&®, P. Dervart’, K. Desch3, C. Deterré®, K. Dette*®, M.R. Deves&,

P.O. Deviveiro#, A. Dewhurst®3, S. Dhaliwaf®, F.A. Di Bello®?, A. Di Ciacciot3%313% |, Dj Ciaccic,
W.K. Di Clementé?*, C. Di Donatd?31%b A Di Girolamo®?, B. Di Girolama®?, B. Di Micco!36a136b

R. Di Nardd®, K.F. Di Petrillo®®, A. Di Simone?, R. Di Sipict®, D. Di Valentinc®, C. Diacon@®,

M. Diamond®?, F.A. Dias’®, M.A. Diaz®*2 E.B. DiehP?, J. DietricH’, S. Diez CornefP,

A. Dimitrievskal?, J. Dingfeldef3, P. Dit&®", S. Dit&8®, F. Dittus’?, F. Djam&8, T. Djobav&*?,

J.I. Djuvsland® M.A.B. do Vale?®S, D. Dobos?, M. Dobreé?®®, C. Doglionf4, J. Dolejst3%, Z. Dolezal3?,
M. Donadell?®d, S. Donatt?631260 p Donderd?331230 3. Doninf?, J. Dopké33, A. Dorial%2

M.T. Dova’®, A.T. Doyle®®, E. Drechslet’, M. Dris'?, Y. Du3®®, J. Duarte-Campderr&®, A. Dubreuif?,
E. Duchovnt”® G. Duckeck®? A. Ducourthia?®, O.A. Duc?’P, D. Dudd%, A. Dudarev?,

A.Chr. Duddef®, E.M. Du eld 16, L. Du ot 119, M. Diihrssef?, M. Dumancié¢’®, A.E. Dumitrit?8?,

A.K. Duncar?®, M. Dunforcf® H. Duran YildiZ*3 M. Durer?®, A. Durglishvili®*®, D. Duschinget’,

B. Dutte>, M. Dyndaf*®, B.S. Dziedzié?, C. Eckardt®, K.M. Ecke®, R.C. Edgat?, T. Eifert3?,

G. Eigert®, K. Einsweilet, T. Ekelof8 M. El Kacimi'®’¢, R. El Kossei 28, V. Ellajosyul&®, M. Ellert'68,
S. Elle$, F. Ellinghaus’® A.A. Elliot'’?, N. Ellis®?, J. EImsheuséf, M. Elsing??, D. Emeliyanov33,

Y. Enart®’, O.C. Endnét®, J.S. Enni&’3, J. Erdmanff, A. Ereditatd®, G. Ernig’® M. Ernst’,

S. Erredé®®, M. Escaliet!®, C. Escobdr’®, B. Esposit°, O. Estrada Pastbi®, A.l. Etienvre-38,

E. Etziort>5, H. Evan§*, A. Ezhilov}?5, M. Ezzi*37¢ F. Fabbrf?32%0, |, Fabbrf?32?b, G. Facint?,

R.M. Fakhrutdinov®?, S. Falciand®2 R.J. Fall&, J. Faltov&?, Y. Fang®2 M. Fant?4394b A Farbir?,

A. Farillal®62 C. Farind?’, E.M. Farind?331230 T, Farooqué’, S. Farrelts, S.M. Farringtoh’3,

P. Farthou&®, F. Fassi®’¢ P. FassnacPd, D. Fassoulioti$, M. Faucci Giannelfi®, A. Favaret83353b,
W.J. Fawce#?? L. Fayard!®, O.L. Fedit?39, W. Fedorkd’?, S. Feigl??, L. Feligionf8, C. Feng®®,

E.J. Fen&, H. Fend?, M.J. Fentof®, A.B. Fenyuk32 L. Feremeng} P. Fernandez Martiné?,

S. Fernandez PerE%z J. Ferrand®, A. Ferrari®8, P. Ferrari®®, R. Ferrart232 D.E. Ferreira de Linf¥°,
A. Ferret’®, D. Ferrer€?, C. Ferretti?, F. Fiedlef®, A. Filip£i£’8, M. Filipuzzi*®, F. Filthaut®,

M. Fincke-Keelet’?, K.D. Finellit®?, M.C.N. Fiolhaig283128" | Fiorinil’®, A. Fischef, C. Fischel®,

J. Fischet’® W.C. Fishe?®, N. Flasche®, I. Fleck!*3, P. Fleischmant?, R.R.M. Fletche¥**, T. Flick!’8,
B.M. Flierl%?, L.R. Flores Castill6?2 M.J. Flowerdew’3, G.T. Forcoli¥?, A. Formica3®, F.A. Forstet?,
A. Forti®”, A.G. Fostet®, D. Fourniet'®, H. FoxX'®, S. Fracchi®", P. Francavill&, M. Franchinf2322b,

S. Franchiné®2 D. Francis?, L. Francont?l, M. Franklir?®, M. Fraté®6, M. Fraternaft23a123b

D. Freeborf!, S.M. Fressard-BatraneatfuB. Freund’, D. Froidevaux?, J.A. Frost??, C. Fukunag&®,
T. Fusayastf?, J. FusteY’0, C. Gabaldoff, O. Gabizoh®*, A. Gabriell?2322>, A, Gabrielll6, G.P. Gacf'?
S. GadatscH, S. GadomskP, G. Gagliardt3@>3, L.G. Gagnofl’, C. Galed®8, B. Galhardd?8a128¢

E.J. Galla¥?, B.J. Gallog®3, P. Gallu$®, G. Galstet®, K.K. Gan''3, S. Ganguly’, Y. Gad”,

Y.S. Gad*%9, F.M. Garay Wall§’, C. Garcid’®, J.E. Garcia Navarté®, J.A. Garcia Pascu®F,

M. Garcia-Scivere$, R.W. Gardnet, N. Garellt*®, V. Garonné?, A. Gascon Brav?, K. Gasnikov&®,
C. GattP?, A. Gaudiell333%3, G. Gaudid?32 |.L. Gavrilenkd®, C. Gay'%, G. Gayckef®, E.N. GazisC,
C.N.P. Ge&™, J. Geisef’, M. Geisefi®, M.P. Geisle?f®? K. Gellerstedt*83148 C. Gemme®?,

M.H. Genest?, C. Gend?, S. Gentilé343134 C_ Gentso®%, S. Georgé®, D. Gerbaud®, A. GershoA®®,
G. GeynefS, S. Ghasenf®, M. Ghneimat®, B. Giacobbé?? S. Giagd3431340 P, Giannetf{26a126b

S.M. Gibsofi®, M. Gignad%, M. Gilchriesé®, D. Gillberg®, G. Gilles’8 D.M. Gingrict#d,

45



N. Giokari$" , M.P. Giordanté73167¢ F.M. Giorgf?2 P.F. Giraud®®, P. Giromin?°, D. GiugnP*3

F. Giuli'?2, C. Giulianit®, M. Giulini®®, B.K. Gjelsted?, S. Gkaitatzi&®, I. Gkialas's,

E.L. Gkougkousi5®, P. Gkountoumi¥, L.K. Gladilin'®, C. Glasma®?, J. Glatzel?, P.C.F. Glayshér,
A. Glazov*®, M. Goblirsch-Koll#®, J. Godlewski?, S. Goldfar§®, T. Golling®?, D. Golubkov3?,

A. Gomed28a128h128d R Goncald?® R. Goncalves Gamé2 J. Goncalves Pinto Firmino Da Cost§
G. Gonell&!, L. Gonelld®, A. Gongadz€®, S. Gonzalez de la HZ, S. Gonzalez-SevilfZ,

L. Goossen®, P.A. Gorbouno®?, H.A. Gordor’, I. Gorelo 9, B. GorinP?, E. Gorinf%3760 A. Gori2ek’8,
A.T. Goshaw®, C. Gossling®, M.1. Gostkirf8, C.A. Gottardd?, C.R. Goudét®, D. Goujdamt3’¢,

A.G. Goussiotf*®, N. GovendeY* ", E. Gozant>*, L. Grabe?’, |. Grabowska-Bolt!2 P.0.J. Graditf8,
J. Gramling®6, E. Gramstatf!, S. Grancagnold, V. Gratchev?®, P.M. Gravil&®', C. Gray®, H.M. Grayt®,
Z.D. GreenwootfY, C. Grefé3, K. Gregerseft, .M. Gregof®, P. Greniel*>, K. Grevtsov, J. Gri ths 8,
A.A. Grillo3°, K. Grimm’®, S. Grinsteid®V, Ph. Gris’, J.-F. Grivaz'®, S. Groi®, E. Gross$’®,

J. Grosse-Knettéf, G.C. Gros$, Z.J. Grou®?, A. Grummet®’, L. Guar??, W. Guart’8, J. Guenthé®,

F. Guescini®3 D. Guest®®, 0. Gueta®, B. Guit'3, E. Guidd33530, T. GuillemirP, S. GuindoR, U. GuF®,
C. Gumper¥?, J. Gud®, W. Gud?, Y. Guo*®@ R. Gupté®, S. Guptd??, G. Gustaving343134b

P. Gutierre!®, N.G. Gutierrez Orti8!, C. Gutscho®!, C. Guyot38, M.P. Guzik'2 C. Gwenlah??,

C.B. Gwilliam’?, A. Haa3'?, C. Habet®, H.K. Hadavan8, N. Haddad®’¢ A. Hadef8, S. Hagebdc®,

M. Hagihar&®4, H. Hakobyad®® , M. Haleend®, J. Haley'8, G. Halladjiar¥®, G.D. Hallewelf®,

K. Hamachet’8, P. Hamat!’, K. Hamand’?, A. Hamilton'#’2 G.N. Hamity**, P.G. Hamneff, L. Han’%2
S. Hart®2 K. Hanagaki®¥, K. Hanaw&®’, M. Hancé?®, B. Haney?4, P. Hank&% J.B. Hanset?,

J.D. Hansef?, M.C. Hansef?, P.H. Hanset?, K. Hara®4, A.S. Hard’®, T. Harenber§'®, F. Hariri'1®,

S. Harkush@, R.D. Harringtoft®, P.F. Harriso’3, N.M. Hartmanf®?, M. Hasegaw®, Y. Hasegaw4?,
A. Hasit#®, S. Hassar?®, S. Haug®, R. Hauset, L. Hauswald’, L.B. Havenet®, M. Havranek®°,

C.M. Hawked®, R.J. Hawking®, D. Hayakaw&>®, D. Haydef®, C.P. Hay$?2 J.M. Hay$®,

H.S. Hayward’, S.J. Haywootf3, S.J. HeatP, T. Heck®, V. Hedberd*, L. Heela®, K.K. Heidegge??,

S. Heinf®, T. Heim'6, B. Heinemanf?*, J.J. Heinrich®?, L. Heinrich'2, C. Hein2®, J. Hejbal?®,

L. Helary®2, A. Held'"%, S. Hellmari*83148b C Helsen®, R.C.W. Hendersof, Y. Heng"®,

S. Henkelmant%, A.M. Henriques Corref#, S. Henrot-Versillé!® G.H. Herbert’, H. Herde®,

V. Herget””, Y. Hernandez Jiméné%¢, H. Her®8, G. Herte, R. Hertenbergéf?, L. Hervas?,

T.C. Herwig, G.G. HesketP!, N.P. Hesself32 J.W. Hetherl§3, S. Higashin®®, E. Higon-Rodrigue¥’®,
E. Hill*™2, J.C. Hil°, K.H. Hiller*s, S.J. Hilliet?, M. Hils*’, I. Hinchli e 16, M. Hirose’,

D. Hirschbueh’® B. Hiti’8, O. Hladik?®, X. Hoad"®, J. Hobb&%%, N. Hod'%32 M.C. Hodgkinsoh*?,

P. HodgsoM*!, A. Hoecke??, M.R. Hoeferkamp®’, F. Hoenig®, D. Hohr?3, T.R. Holmes?,

M. Homanrf®, S. Honda%4, T. Hond&®, T.M. Hong'??, B.H. Hoobermatf®, W.H. Hopking18, Y. Horii10%,
A.J. Hortor#*4, J-Y. Hostachy?, S. Hod®3, A. Hoummad&®72 J. Howartl§”, J. Hoyd*, M. Hrabovsky'?,
J. Hrdink&?2, I. Hristova’, J. Hrivnad®, T. Hryn'ova®, A. Hrynevici?®, P.J. Hsf®, S.-C. Hsd*0, Q. Hu2,
S. HU, Y. Huang®2 Z. Hubacek®, F. Hubaut®, F. Huegging®, T.B. Hu man'??, E.W. Hughe¥,

G. Hughe#, M. Huhtiner??, P. Hud®%, N. Huseynof®®, J. Hustof?, J. Huti?°, G. lacobucci?,

G. lakovidig”, 1. Ibragimov*3, L. Iconomidou-Fayart®, Z. Idrissit3€ P. lengd?, O. Igonkind?9Y,

T. lizawa ™, Y. IkegamP?, M. Ikend®®, Y. lichenkd:Z, D. lliadis'®®, N. llic145, G. Introzz#233123b,

P. loanno® , M. lodice!®%2 K. lordanidod®, V. Ippolito®®, M.F. Isacsof®, N. Ishijimal?®, M. Ishina'®7,
M. Ishitsukd®®, C. Issevel??, S. Istirt® F. Ito'64, J.M. Iturbe Ponc¥, R. luppa®23162b H. |wasakf®,
J.M. Izerf4, V. 1220962 S. Jabbat, P. Jacksoh R.M. Jacob®’, V. Jairf, K.B. Jakob?®, K. Jakobs?,

S. JakobséR, T. Jakoubek®®, D.O. Jamid'6, D.K. Jan&2, R. Jansk¥?, J. Janssed, M. Janu§’,

P.A. Janu&'d G. Jarlsko8*, N. Javadof®P, T. Jav-relél, M. Javurkoval, F. Jeannedd?, L. Jeanty®,

J. Jejelavdtda@ A Jelinskad’®, P. JenritaP, C. Jesk&’, S. Jézéque) H. Jit76, J. Jid®C, H. Jiang,

Y. Jiang®2 Z. Jiand*®, S. Jiggin8?, J. Jimenez PeA?, S. Jirt%8 A. Jinarf®, O. Jinnouchi®®,

H. Jivart*’¢, P. Johanssdft!, K.A. Johng, C.A. Johnsoff, W.J. Johnsot?, K. Jon-And#8a148b

46



R.W.L. Jone®, S.D. Jone®?, S. Jone§ T.J. Jone¥, J. Jongmani¥$2 P.M. Jorgé?8a128b 3 Jovicevidb32
X. JUt’8, A, Juste Rozd$"V, M.K. Kéhlert”s, A. Kaczmarsk#, M. Kado'!®, H. Kagart'®, M. Kagart*®,
S.J. Kahf®, T. Kajit’4, E. KajomovitZ8, C.W. Kalderof*, A. Kaluz&®, S. Kam43, A. Kamenshchikot??,
N. Kanaya®’, L. Kanjir'®, V.A. Kantserov#®, J. Kanzaki®, B. Kaplart!?, L.S. Kaplart’®, D. Kar*4’¢,

K. Karakosta¥’, N. Karastathi¥’, M.J. Kareerf’, E. Karentzo¥’, S.N. Karpo$¥®, Z.M. Karpov&8,

K. Karthik!?, V. Kartvelishvili’®, A.N. Karyukhin®2, K. Kasahar#f?, L. Kashif-’6, R.D. Kas$'3,

A. Kastana¥®, Y. Kataoka®’, C. Katd®?, A. Katre>?, J. Katzy*®, K. Kawad€?, K. Kawagoé?,

T. Kawamotd®’, G. Kawamur&’, E.F. Kay’, V.F. Kazanirn't¢, R. Keelet’?, R. Kehoé?, J.S. Kelle??,
J.J. KempstéP, J Kendrick®, H. Keoshkeriatf!, O. Kepka?®, B.P. Ker2evar®, S. Kersteh’s,

R.A. Keye$€®, M. Khadet®®, F. Khalil-zadd?, A. Khanowt6, A.G. Kharlamow'*¢, T. Kharlamova®¢,

A. Khodino®, T.J. Khod?, V. Khovanskiy? , E. Khramo®8, J. Khubua*®ac, S, Kido’®, C.R. Kilby?,
H.Y. Kim8, S.H. Kim'®4, Y.K. Kim33, N. Kimura!®6, O.M. Kind!/, B.T. King’’, D. Kirchmeief",

J. Kirk33, A E. Kiryunin®, T. Kishimotd®’, D. Kisielewsk4!? V. Kitali*®, K. Kiuchi®4, O. Kivernyl®,
E. Kladiva6®, T. Klapdor-Kleingrothaud, M.H. Klein38, M. Klein”?, U. Klein”?, K. Kleinknech#®,

P. Klimek!0, A. Klimentov?’, R. Klingenberd®, T. Klingl23, T. Klioutchnikova?, E.-E. Klugé®®

P. Kluit!®®, S. Kluth'3, E. Kneringe?®, E.B.F.G. Knoop®, A. Knue'®3, A. Kobayasht®?, D. Kobayashi°®,
T. Kobayashi®’, M. Kobel*’, M. Kocian'*®, P. Kodys3%, T. Ko as®!, E. Ko eman'®®, N.M. Kéhler03,

T. Koi*®, M. Kolb®%, |. Koletsot?, A.A. Komar®® | Y. Komorit®?, T. Kondd®, N. KondrashovZf®,

K. Koneke?, A.C. Konigl8 T. Kond®ad, R. KonoplicH%2¢ N. Konstantinidi&!, R. Kopeliansk§*,

S. Koperny2 A K. Kopp®?, K. Korcyl#?, K. Kordas®®, A. Korn8l, A.A. Korol':¢, |. Korolkov!?,

E.V. Korolkova??, O. Kortnet%, S. Kortnet®3, T. Kosek?3, V.V. Kostyukhir?3, A. Kotwal*®,

A. Koulouris'®, A. Kourkoumeli-Charalampid#33123, C. Kourkoumeli&, E. Kourlitis'*!, V. Kouskoura’,
A.B. Kowalewsk#?, R. Kowalewskl’?, T.Z. Kowalski*'? C. Kozakat®’, W. Kozanecki®, A.S. Kozhint3?,
V.A. Kramarenkd®!, G. Krambergef®, D. Krasnopevtsé?, M.W. Krasny?, A. Krasznahorkas?,

D. Krauss%, J.A. Kremef!2 J. Kretzschmdr, K. Kreutzfeldp®, P. Krieget®?, K. Krizka3,

K. Kroeningef®, H. Kroha?3, J. Kroll*?°, J. Kroll*?4, J. Krosebergf, J. Krstid#, U. Kruchonak?,

H. KriigeP3, N. Krumnack’, M.C. Krusé®, T. Kubot&?, H. Kuculél, S. Kuday®, J.T. Kuechlet’®

S. Kuehri?, A. KugeF, F. Kuget”?, T. KuhI*®, V. Kukhtin®8, R. Kuklaf8, Y. Kulchitsky®®, S. Kulesho¥*,
Y.P. Kulinich®®, M. Kunat3431340 T Kunigo’!, A. Kupcot?®, T. Kupfer*®, O. Kuprash®®, H. Kurashigé®,
L.L. Kurchanino#838 Y.A. Kurochkin®®, M.G. Kurth®>3 V. Kus!?®, E.S. Kuwert?'?, M. Kuze'®®,

J. Kvitatl’, T. Kwant"2 D. Kyriazopoulo$®!, A. La Rosad%, J.L. La Rosa Navarf§ L. La Rotond40340b,
C. Lacast&’®, F. Lacava®#3134 J. Lacey®, H. Lacket’, D. Lacouf?, E. Ladygirf, R. Lafayé,

B. Laforgé®®, T. Lagourt’®, S. LaP’, S. Lammer&, W. Lampl’, E. Langor’, U. Landgraf?,

M.P.J. Landof?, M.C. Lanferman??, V.S. Lang®@ J.C. Lang&®, R.J. Langenbefj, A.J. Lankford®S,

F. Lann?’, K. LantzscR3, A. Lanzd?232 A. Lapertosa3@>30, S, Laplac8®, J.F. Laport&®®, T. Lari®42

F. Lasagni MangRR?322b, M. Lassnig?, P. Laurell?®, W. Lavrijsert, A.T. Law!39, P. Laycock’,

T. Lazovich®, M. Lazzaron?*3%%0, B, Le®1, O. Le Dort#3, E. Le Guirrieé8, E.P. Le Quilleué®®,

M. LeBlancd’?, T. LeCompté&, F. Ledroit-Guillor?8, C.A. Le€’, G.R. Leé332a" S.C. Leé®S L. Lee®,

B. Lefebvré®, G. Lefebvr&3, M. Lefebvrd’? F. Legget®, C. Leggettb, A. Lehar{”,

G. Lehmann Miottd?, X. Lei’, W.A. Leight*®>, M.A.L. Leite?®d R. Leitnef3L, D. Lellouch®,

B. Lemme?’, K.J.C. Lene§!, T. LenZ3, B. Lenzf, R. Leoné, S. Leoné?53126b C | eonidopoulc®,

G. Lernet®, C. Leroy’, A.A.J. Lesag®, C.G. Lestet’, M. Levchenkd?®, J. Levéque, D. Levin?,

L.J. Levinsort’>, M. Levy'®, D. Lewis’®, B. Li6329, Changqiao 132 H. Li®0, L. Li%6¢ Q. Li®? S. Li*,
X. Li%6C V. Lil43 7. Liang®®2 B. Liberti'3%2 A. Liblong'®%, K. Lie®%¢, J. Liebaf3, W. Liebig!®,

A. Limosani®2, S.C. Lin'®2, T.H. Lin®, B.E. Lindquist®®, A.E. Lionti®?, E. Lipele$?4, A. Lipniacka®,

M. Lisovyi®%®, T.M. Liss!®%ah A, Lister!”%, A.M. Litke'3%, B. Liut®3a H. Liu%, H. Liu?’, J.K.K. Liu'??,
J. Liu*®®, J.B. LiuP® K. Liu®8 L. Liu'® M. Liu%62 Y.L. Liu362 Y. Liu362 M. Livant?331230 A | leres®,
J. Llorente Merind®2 S.L. Lloyd’®, C.Y. Lo%%, F. Lo Sterzé®3, E.M. Lobodzinsk&, P. LocH,

47



F.K. Loebinge?’, A. Loeslé?, K.M. Loew?®, A. Loginov'™® | T. Lohsé’, K. Lohwassel*!,

M. Lokajicek!?®, B.A. Long?4, J.D. Lond®®, R.E. Lond®, L. Longa/%37% K A. Looper3, J.A. Lope?*®,
D. Lopez Mateo®, |. Lopez Paz®, A. Lopez Soli§3, J. Lorenz%?, N. Lorenzo Martinez, M. Losada?,
P.J. Losel®2 X. Lou®®@ A. Lounist!®, J. Lové, P.A. Love®, H. Lu22 N. Lu%2, Y.J. L3, H.J. Lubatt*C,
C. Lucit34a134b A | ycotte’d, C. Luedtk&?, F. Luehring® W. Luka$®, L. Luminarit342

O. Lundberd?*83148b B | und-Jensert®, P.M. Luzf3, D. Lynr?’, R. Lysak?®, E. Lytkerf?,

V. Lyubushkirf8 H. Ma27, L.L. Ma3%, Y. Ma3%b, G. Maccarron&®, A. Macchiold3, C.M. Macdonald*,
B. Ma£eK8, J. Machado Miguertd*128> D. Mada ari®8, R. Mada?’, W.F. Madef’, A. Madser!>,

J. Maed#’, S. Maelan®, T. Maend’, A.S. Maevskiy®!, E. Magradze’, J. Mahlstedt®®, C. Maiant*®,
C. Maidantchik%2 A.A. Maier'?3, T. Maielr92, A, Maiol2831280128d  Majersky*62 S. Majewsk}e,

Y. Makida®®, N. Makoved!®, B. Malaesct?, Pa. Maleckt?, V.P. Malee¥2>, F. Malele8, U. Mallik®8,

D. Malorf, C. Malon€e®, S. Maltezo¥’, S. Malyukow?, J. Mamuzié’®, G. Mancinf®, L. Mandell®*2,

I. Mandi¢’8, J. Maneira?8a128b | Manhaes de Andrade FilB®, J. Manjarres Ramé§ A. Mannt®?,

A. Manouso#?, B. Mansoulié®8, J.D. Mansoui®? R. MantifeP°, M. Mantoan?’, S. Manzoni*3940,

L. Mapelli®2, G. Marcecd’, L. MarctP?, L. Marches&®?, G. Marchiorf3, M. Marcisovsky?°,

M. Marjanovic’, D.E. Marley’?, F. Marroquint®® S.P. Marsdéfl, Z. Marshalt®, M.U.F Martenssotfg,
S. Marti-Garcid’®, C.B. Martint13, T.A. Martin'’3, V.J. Martirf®, B. Martin dit Latout>, M. MartineZ3V,
V.1. Martinez Outschoorf®, S. Martin-Haugh®3, V.S. Martoitf®, A.C. Martyniulé®, A. Marzin®?,

L. MasettP8, T. Mashimd®?, R. Mashinisto¥, J. Masil’, A.L. Maslenniko#%¢, L. Mass&3°3135b

P. Mastrandrez A. Mastroberardin®24%, T. Masubuchi®?, P. Mattig’8, J. Mauref®?, S.J. Max eld’”?,
D.A. Maximov1:¢ R. Mazini®3, I. Maznad®, S.M. Mazz&84394b, N.C. Mc Faddet’?, G. Mc Goldrick6?,
S.P. Mc Ke&?, A. McCarr??, R.L. McCarthy®, T.G. McCarthy®, L.I. McClymont?, E.F. McDonald?,
J.A. Mcfaydef?, G. Mchedlidz&’, S.J. McMahot*3, P.C. McNamar#, R.A. McPhersot’2°,

S. Meehatf'?, T.J. Megy?, S. Mehlhas®¥?, A. Mehtd”, T. Meideck®, K. Meie?%2 B. Meirosé*,

D. Melini’ai  B.R. Mellado Garci¥'’¢, J.D. Mellenthif’, M. Melo#%2 F. Meloni8, S.B. Menar§’,

L. Meng’?, X.T. Meng?2, A. Mengarell??3225 S Menké®, E. Meonf?34%b S Mergelmeyér,

P. Mermod?, L. Merola'063106b ¢ MeronP*@ F.S. Merrite3, A. Messind343134b j Metcalfé,

A.S. Meté® C. Meyet?, J-P. Meyet®® J. Meyet®, H. Meyer Zu Theenhaus®4i, F. Miand®?,

R.P. Middletod®3, S. Miglioranzp3a53°, . Mijovi¢*°, G. Mikenbergd’®, M. Mikestikoval?®, M. Miku® 8,
M. Milesi®%, A. Milic 15, D.W. Miller33, C. Mills*®, A. Milov175, D.A. Milstead 831485 A A, Minaenkd2,
Y. Minami'®’, I.A. Minashvili®®, A.I. Mincer'?, B. Mindur*12 M. MineeV8, Y. Minegishi*>’, Y. Ming76,
L.M. Mir 13, K.P. Mistry'?4, T. Mitanit"4, J. Mitrevski®?, V.A. Mitsou’®, A. Miucci'é, P.S. Miyagaw¥',
A. Mizukami®®, J.U. MjérnmarR*, T. Mkrtchyart®%, M. Mlynarikova'3l, T. Moal#83148b K. Mochizuki®?,
P. Mogg@?, S. Mohapatr#?, S. Molandet*8al48b R Moles-Vall€®, R. Monderi!, M.C. Mondragof,

K. M6nig*®, J. Monké®, E. Monnief8, A. Montalband®’, J. Montejo Berlinge?f, F. Monticelli’*,

S. Monzani*394b R W. Mooré, N. Morangé!®, D. Morend?, M. Moreno LIacet?, P. Morettinp32

S. Morgenstertt, D. Mori'44, T. Morit>’, M. Morii®®, M. Morinagd®’, V. Morisbak?!, A.K. Morley!®?,
G. Mornaccht?, J.D. Morrig’®, L. Morvajt>°, P. Moschovakd$, M. Mosidze*®, H.J. Mos$*,

J. Mosé#33k K. Motohasht®®, R. Mount#®, E. Mountrich&’, E.J.W. Moys&°, S. Muanz&,

R.D. Mudd®, F. Muellef%3, J. Muellet?’, R.S.P. Muellel?, D. Muenstermant?, P. Muller®,

G.A. Mullier*®, F.J. Munoz Sanch&% W.J. Murray"3133 H. Musheghya#?, M. Muzkinja’®,

A.G. Myagko#322 | M. Myska'®, B.P. Nachmatf, O. Nackenhorsg, K. Nagal??, R. Nagaf®2d,

K. Nagand®, Y. Nagasak®, K. Nagata®*, M. NageP!, E. Nagy®, A.M. Nairz®?, Y. Nakaham&’®,

K. Nakamur&®, T. Nakamur&®’, |. Nakand4, R.F. Naranjo Garcf&, R. Narayaf!, D.I. Narrias Villaf2
I. Naryshkirt?®, T. Naumanf®, G. Navarrd', R. Nayyaf, H.A. NeaP?, P.Yu. NechaeVv®, T.J. Neep®e,
A. Negrit23a123b 1 Negrin?22 S. Nektarijevié®, C. Nellist19, A. Nelsori%6, M.E. Nelso?2,

S. Nemecek?, P. Nemeth{*?, M. NesstZ2™ M.S. Neubauéf®, M. Neumana’8, P.R. Newmat?,

T.Y. Ng®%¢, T. Nguyen Manf’, R.B. Nickersof??, R. Nicolaidod38, J. NielseA®®, V. Nikolaenkd322'

48



I. Nikolic-Audit®3, K. Nikolopoulog?, J.K. Nilsert?%, P. NilssoR’, Y. Ninomiya®’, A. Nisati'342

N. Nisht?®¢, R. Nisiug®3, 1. Nitsché'®, T. Nitta’4, T. Nobé®’, Y. Noguchft, M. Nomacht??, I. Nomidis®?,
M.A. Nomur&’, T. Nooney®, M. Nordberg?, N. Norjoharuddeett?, O. Novgorodov&’, S. Nowak%,

M. NozakP®, L. Nozka'l’, K. Ntekas®, E. Nursé&', F. NutP!, K. O'connor®, D.C. O'Neil*44,

A.A. O'Rourke®, V. 0'She&5, F.G. Oakharft?, H. Oberlack®, T. Obermant?, J. Ocari#3, A. Ochi’®,
I. Ocho&?®, J.P. Ochoa-Ricol#? S. 0dd3, S. Odak&’, H. Ogrer§4, A. Ohf’7, S.H. OH8, C.C. Ohni®,

H. Ohmarni®8, H. 0ide325% H, Okawd®?, Y. Okumurd®’, T. Okuyam&®, A. Olariu?e®,

L.F. Oleiro Seabr&82 S.A. Olivares Pint?, D. Oliveira Damazié’, A. Olszewsk{?, J. Olszowsk#,

A. Onofre'28al28e K Onogit%, P.U.E. OnyisttZ, M.J. Oregli&®, Y. Orert%5, D. Orestan?6a136b

N. Orland§?®, R.S. Ort®l, B. Osculaft®338 | R. Ospanotf? G. Otero y Garzof?, H. Otond3,

M. Ouchrif37d F. Ould-Saad%?, A. Ouraod®8, K.P. Oussoret?®, Q. Ouyang®® M. Ower?®,

R.E. Ower®, V.E. Ozcark®® N. Ozturk, K. Pachat*, A. Pacheco Pagé L. Pacheco Rodrigué®,

C. Padilla Arand®, S. Pagan Gris§, M. Paganint’®, F. Paigé’, G. Palacin*, S. Palazzt#340b,

S. Palestin®?, M. Palk#?, D. Pallir®’, E.St. Panagiotopould I. Panagoulia¥, C.E. Pandirf®,

J.G. Panduro Vazqué P. Pani?, S. Panitkid’, D. Pante&®, L. Paolozzt?, Th.D. Papadopouldf,

K. Papageorgioli®, A. Paramono¥, D. Paredes Hernand€?, A.J. Parkef®, M.A. Parke?®, K.A. Parkef®,
F. Parodi®353, J A, Parsor®, U. Parzefafil, V.R. Pascuz2fl, J.M. Pasnéf®, E. Pasqualucti*d

S. Passaggid? Fr. Pastor®’, S. Pataraid®, J.R. Patél’, T. Pauly?, B. Pearsotf®, S. Pedraza Lopé?,
R. Pedrd?8al28b g5 v peleganchdfc, O. Pené?®, C. Pend®® H. Peng® J. Penwefi*, B.S. Peralv&®,
M.M. Peregd38 D.V. Perepelits¥, F. Pert’, L. Perinf43%4b H. Perneggé?, S. Perrell&63106b

R. Peschk®, V.D. Peshekhond§ , K. Peter8®, R.F.Y. Petel¥, B.A. Peterset?, T.C. Petersel,

E. Petif8, A. Petridig, C. Petridod®®, P. Petro 119, E. Petrold3*2 M. Petrov??, F. Petrucci36a136b

N.E. Petterssdli, A. Peyaud®8, R. Pezo&™, F.H. Phillips2, P.W. Phillip$33, G. Piacquadit®,

E. Pianort’3, A. Picazid®, E. Piccard®, M.A. Pickering?2, R. Piegai&’, J.E. Pilche, A.D. Pilkingtorf’,
AW.J. Pir?”, M. Pinamontt3%313%0 j | Pinfold, H. Pirumov®, M. Pitt'75, L. Plazak*®2 M.-A. Pleier’,
V. Pleskot®, E. Plotnikov&8, D. Pluttf?, P. PodberezKdl, R. PoettgeH'a148b R Pogg}233123b

L. Poggiol®, D. PohP3, G. Polesell&?32 A. Poley*, A. Policicchid®34%, R, Polifka?, A. Polini?22,
C.S. Pollard®, V. Polychronako%’, K. Pommeé#?, D. Ponomarenkd®, L. Pontecorvé®*2 B.G. Popé?,
G.A. Popenecitfd, A. Poppletor?, S. Pospisti®®, K. Potamiano®, I.N. Potraf38, C.J. Pottet°,

G. Poulard?, T. Poulsef*, J. Poved®, M.E. Pozo Astigarrag, P. Pralavorié®, A. Prankd®, S. Prelf’,
D. Pricé’, L.E. Pric&, M. Primaverd®2 S. Princ&, N. Proklova®, K. Proko ev82¢, F. Prokoshif®?,

S. Protopopes@, J. Proudfodt, M. Przybycied'? A. Purit®®, P. Puzd'®, J. Qia¥?, G. QirrS, Y. Qin®’,
A. QuadP’, M. Queitsch-Maitlantf, D. Quilty®®, S. Raddurt?!, V. Radekd’, V. Radesct??,

S.K. Radhakrishndf?, P. Radlo 118, P. Rado%!, F. Ragus¥?3%4t, G. Rahat®l, J.A. Rainé’,

S. Rajagopald, C. Rangel-Smittf8 T. Rashid!®, S. Raspopdy M.G. RattP43940, D.M. Rauch®,

F. Rauschéf?, S. Ravé®, I. Ravinovich’®, J.H. Rawlin§’, M. Raymond?, A.L. Read?!, N.P. Readio®,
M. Reald®376b D M. Rebuzz}232123b A Redelbach’’, G. Redlinget’, R. Reec&®, R.G. Reed*’,

K. Reeved*, L. Rehnisch’, J. Reichef?* A. Reis$®, C. Rembse¥, H. Rert®® M. Rescigné342

S. Rescorf*2 E.D. Ressegui€®, S. Rettié’, E. Reynold$®, O.L. Rezanovi:¢, P. Reznicekd?,

R. Rezvari’, R. Richtet®, S. Richtef?, E. Richter-Wa$'?, O. Ricker?, M. Ridef3, P. Rieck®3,

C.J. Riegél’® J. Rieget’, O. Rifkil'®, M. Rijssenbeel?, A. Rimoldi2331230 M. Rimoldil8, L. Rinald#%?
G. Ripellind“®, B. Risti¢®?, E. Ritsci?, I. Riu'3, F. Rizatdinova'®, E. Rizvi’®, C. Rizz3, R.T. Robert¥’,
S.H. Robertsot?°, A. Robichaud-Veronned&®, D. Robinsor?, J.E.M. Robinsof?, A. Robson®,

E. Roccd®, C. Roda263126b v Rodind82", S. Rodriguez Boséd’, A. Rodriguez Peré?,

D. Rodriguez Rodrigué?®, S. Roé?, C.S. Rogat?, O. Rghné?, J. Rolo %, A. Romaniouk®,

M. Romand?322b S M. Romano Saéz, E. Romero Adartf®, N. Rompoti¢’, M. Ronzani?, L. Roo$3,
S. Rosafi®*2 K. Rosbach!, P. Ros&, N.-A. Rosieft’, E. Rossi?3106b | p Rossi®2 J.H.N. Rosteff,
R. Rostef®®, M. Rotarf8®, |. Roth'’®, J. Rothberdf*?, D. Rousseat}®, A. Rozano¥®, Y. Rozerd®,

49



X. Ruart*’¢, F. Rubbd?*®, F. RiihP!, A. Ruiz-Martine?!, Z. Rurikova?, N.A. Rusakovich®,

H.L. Russel?, J.P. Rutherfoord N. Ruthmanf?, Y.F. Ryabo#?>, M. Rybart®, G. Rybkin'1%, S. Ryif,
A. Ryzhot®2, G.F. Rzehor?, A.F. Saavedr®?, G. Sabat¥?, S. Sacerdot?, H.F-W. Sadrozinskr®,

R. Sadyko$8, F. Safai Tehradf*? P. Sah&?, M. Sahinso§° M. Saimpert®, M. Saitd®’, T. Saitd®’,
H. Sakamot&’, Y. Sakural’®, G. Salamann&®3130 J E. Salazar Loyofd?, D. Salek%,

P.H. Sales De Bruft?®, D. Salihagié®, A. Salnikovt*®, J. Salt’%, D. Salvatoré®@4% F Salvator&?,

A. Salvuccf2a62862c A Salzburget?, D. Sammell, D. Sampsonidi$®, D. Sampsonidott®,

J. Sanche”®, V. Sanchez MartinéZ% A. Sanchez Pined&3167¢ H. Sandakéf?, R.L. Sandbacf?,
C.0. SandéP, M. Sandho 178, C. Sandovat, D.P.C. Sankéy?, M. Sanning®#%3 Y. Sand%,

A. Sansoril®, C. Santori’, R. Santonic&?>313% H, Santo?82 |. Santoyo Castill&t, A. Sapronof®,
J.G. Saraivi#83128d B SarraziR?, O. Sasalé?, K. Satd®4, E. Sauvap, G. Savag®, P. Savartftd,

N. Savid®, C. Sawyel3, L. Sawyef2!, J. SaxoR®, C. Sbarrd?® A. Sbrizz#23220 T, Scanlofil,

D.A. Scannicchié®, M. Scarcella?, V. Scarfoné34% j.Schaarschmitf®, P. Schachf?,

B.M. Schachtnéf’?, D. Schaefe¥, L. Schaefef?, R. SchaeféP, J. Schae ef%, S. Schaep€,

S. Schaetz&°, U. Schafe?®, A.C. Scha ef!®, D. Schailé®?, R.D. Schambergé?’, V. Scharf2

V.A. Schegelsk§?®, D. Scheirich®!, M. Schernalf®, C. Schiavt®333®, S. Schiel®?, L.K. Schildger®,
C. Schillel, M. Schiopp&®4%, s, Schlenke?, K.R. Schmidt-Sommerfeld3, K. Schmiedef?,

C. Schmitf8, S. Schmitt5, S. Schmit2®, U. Schnoot?, L. Schoe el38 A. Schoenin§®,

B.D. Schoenroc®, E. Schopf®, M. Schotf®, J.F.P. Schouwenbé®, J. Schovancowd, S. Schramit?,
N. Schulié, A. Schulté®, M.J. Schulten®, H.-C. Schultz-Coulo??? H. Schul2?, M. Schumachét,
B.A. Schumni®?, Ph. Schun®®, A. Schwartzmal®, T.A. Schwar#?, H. Schweiget’, Ph. Schwemlint?8,
R. Schwienhor$g, J. Schwindlind8, A. Sciandr&®, G. Scioll&®, F. Scurt?63126b F Scuyttf?, J. Searc$?,
P. Seem®, S.C. Seidél’, A. Seider®’, J.M. Seixa&®? G. Sekhniaidz€%2 K. Sekho?, S.J. Sekul,
N. Semprini-Cesaff3??®, S. Senkif’, C. Serfot?!, L. Serint1?, L. Serkin67a167b |, Sess#6al3eh

R. Seustér'? H. Severint!®, T. S ligoj 78, F. Sforz&?, A. Sfyrla®2, E. Shabalin®, N.W. Shaik483148b,
L.Y. Shar¥®® R. Shan§®®, J.T. Shank*, M. Shapird®, P.B. Shatalo®?, K. Shawt6731670 5 M. Shaw’,
A. Shcherbakov831480 C y. ShehdPl, Y. Shert!®, N. Sherafafil, P. Sherwoodt, L. Shit>3a0

S. Shimizd®, C.0. Shimmid’®, M. Shimojima®, I.P.J. Shipse}f?, S. Shirabé&, M. Shiyakov&&2P,

J. Shlomt™, A. Shmelevé, D. Shoaleh Saa®fi, M.J. Shochég, S. Shojait*2 D.R. Shopé&'®,

S. Shresthd3, E. Shulgd®, M.A. Shupé, P. Sichd?®, A.M. Sickles®®, P.E. Sideby*?,

E. Sideras Haddadd¢, O. Sidiropoulod’?, A. Sidot?2322b F. Siegert’, Dj. Sijacki4, J. Silva28a128d
S.B. Silversteif*® V. Simak0, Lj. Simic'4, S. Simiort'®, E. Simionf®, B. Simmon&!, M. Simorf®,

P. Sinervd®l, N.B. Sine¥18, M. Sioli?2322b G, Siragus¥”, 1. SiraP?, S.Yu. Sivoklokoy®?,

J. Sjolin48al48b \j B. Skinnef®, P. Skubié!®, M. Slatef®, T. SlaviceR3°, M. Slawinské?, K. Sliwal®®,
R. Slovak3y, V. Smakhtit’®, B.H. Smart, J. Smiesk&*%2 N. Smirnov®°, S.Yu. Smirnov®,

Y. Smirnovt%, L.N. Smirnovd®%ad O. Smirnova%, J.W. Smitt¥’, M.N.K. Smith*8, R.W. Smit?,

M. Smizansk&, K. Smolek3°, A.A. Snesaret?, |.M. Snydet'8 S. Snydet’, R. Sobié’2°, F. Socheft’,
A. So ers D.A. Soh®3 G. Sokhranny®, C.A. Solans Sanchéz M. Solaf3°, E.Yu. Soldato®,

U. Soldevild™, A.A. Solodko32, A. Soloshenkff, O.V. Solovyano¥®?, V. SolovyeV2®, P. Sommet,
H. Sort®5 A. Sopczak®, D. Sos&%, C.L. Sotiropoulod?83126b R Soualatf?2167¢ A M. Soukhare¥¢,
D. South®, B.C. Sowdef’, S. Spagnol@37°, M. Spalld?63126b M. Spangenberfd®, F. Spané®,

D. Sperlicht’, F. Spettel®3, T.M. Spiekef% R. Spight?2 G. Spigd?, L.A. Spiller®}, M. Spoust&®?,
R.D. St. Deni8® | A. Stabil€*® R. StamefP2 S. Stamn¥’, E. Staneck¥, R.W. Stanef, C. Stanesct#®?
M.M. Stanitzk*, B.S. Stapf®®, S. Stapné$?, E.A. Starchenkt’?, G.H. Stark3, J. StarR®, S.H Stark?,
P. Starob®?, P. Starovoitof? S. Star?2, R. Staszewsk?, P. Steinberd/, B. Stelzet*4, H.J. Stelze®,
O. Stelzer-Chilto’32 H. Stenzel®, G.A. Stewart®, M.C. StocktoA'®, M. Stoebé®, G. Stoiced®,

P. Stolté’, S. Stonjek®, A.R. Stradling, A. Straessnéf, M.E. Stramagli&, J. Strandberg?,

S. Strandberf®3148> M. Strauss!®, P. Strizenet*®® R. Strohmel’’, D.M. Stront18, R. Stroynowski,

50



A. Strubig'8, S.A. Stucct’, B. Stugd®, N.A. Styled®, D. SU*5, J. SU?7, S. Suchef®®? Y. Sugaya?,

M. Suk!30 .V, Sulin®8, DMS Sulta828162b 5 syltansdff, T. Sumidd?l, S. SuR®, X. Sur?, K. Suruliz®?,
C.J.E. SustéP?, M.R. Suttort®!, S. Suzulkd®, M. Svatod?®, M. Swiatlowsk??, S.P. Swift, |. Sykora“62
T. Sykorad®%, D. Te*l, K. Tackmanf®, J. Taenzér®, A. Ta ard'%6 R. Ta rout'®32 N. Taiblumt>®,

H. Taka?’, R. Takashim&, E.H. Takasudf?, T. Takeshit&*?, Y. Takub&®, M. Talby?8, A.A. Talyshe}1%¢,
J. Tanak®’, M. Tanaka®®, R. Tanak&'®, S. Tanak&, R. Tanioka’, B.B. Tannenwaltf3,

S. Tapia Aray&™, S. Tapprogdg®, S. Tarem®, G.F. Tartarelf*2 P. Tad3!, M. Tasevsky??, T. Tashird?,
E. Tasst03400 A Tavares Delgad@®3128b, Y. Tayalati3’¢ A.C. Taylor%’, G.N. TayloP!, P.T.E. Taylo??,
W. Taylort®30, P, Teixeira-Dia®’, D. Templé*4, H. Ten Katé?, P.K. Teng®3, J.J. Teok?, F. Tepel’®,

S. Terad®’, K. Terasht®?, J. Terrof®, S. Terzd®, M. Test&, R.J. Teuschéf°, T. Theveneaux-PelZ&;
J.P. Thomas, J. Thomas-Wilskéf, P.D. Thompsot?, A.S. Thompso?f, L.A. ThomseA’®,

E. Thomsoh?4, M.J. Tibbettd8, R.E. Ticse Torre®¥, V.O. TikhomiroW®a" | Yu.A. Tikhono#i%¢,

S. Timoshenk¥®, P. Tiptort’®, S. Tisseraff, K. Todomé®?, S. Todorova-Nov3 J. Tojd3, S. Tokat462
K. Tokushuk@®, E. Tolley’®, L. Tomlinsor#’, M. Tomotd°®, L. Tompking432s, K. Toms'®’, B. Tong?®,
P. Tornambe', E. Torrencé!8, H. Torres*4, E. Torré Pastdf'?, J. Tot#8at| F. Touchar, D.R. Tovey*},
C.J. Treadd!?, T. Trefzget”’, F. Tresold®L, A. Tricoli?’, .M. Trigger®32 S. Trincaz-Duvoiff,

M.F. Tripiand?3, W. Trischuk®%, B. Trocmé&8, A. Trofymov*®, C. Troncof*2 M. Trottier-McDonald®,
M. Trovatellit’?, L. Truong®73167¢, M. Trzebinskf?, A. TrzupeKk?, K.W. Tsan§?? J.C-L. Tsen&?,

P.V. Tsiareshk®, G. Tsipolitis'®, N. Tsirintanis, S. Tsiskaridz&, V. Tsiskaridzé!, E.G. Tskhadad?é?
K.M. Tsuif22 |.1. Tsukerma®®, V. Tsulaid®, S. Tsuné®, D. Tsybychev®C, Y. Tu62°, A. Tudorachée®,

V. Tudoraché®®, T.T. Tulburé® A.N. Tun&®, S.A. Tupputf?3220, S Turchikhir¥®, D. Turgemah’®,

. Turk Cakif®a R, Turr@42 P.M. Tuts$®, G. Ucchiell??322° |, Ued&®, M. Ughettd 4831480

F. Ukegawd®, G. UnaP?, A. Undrug’, G. Unel®®, F.C. Ungar@!, Y. Unnd®®, C. Unverdorbetf?,

J. Urbard*®, P. Urquij@?, P. Urrejol&®, G. Usaf, J. Usuf®, L. Vacavant®, V. Vacek3, B. Vachor{®,

A. Vaidya®?, C. Valderani&®?, E. Valdes Santurit§®a148b S valentinetf2322°, A. Valerot’®, L. Valéry'3,
S. Valkat®1, A. Vallier®, J.A. Valls Ferret’®, W. Van Den Wollenberty®, H. van der Graaf®,

P. van GemmerénJ. Van Nieuwkoof*, I. van Vulpert®, M.C. van Woerdel®, M. Vanadid353135b,
W. VandellP?, A. Vaniachiné®, P. Vankovw®®, G. Vardanyatf’, R. Varit3*2 E.W. Varne$, C. Varnp33530,
T. Varol*3, D. Varouchad!®, A. Vartapetiaf, K.E. Varvel®2, J.G. VasqueZ®, G.A. Vasque#*™,

F. Vazeillé’, T. Vazquez Schroed¥ J. VeatcR’, V. Veeraraghavah L.M. Veloce'®?, F. Velosd283128¢
S. Venezian®*2 A. Venturd®@76® M. Venturit’2, N. Venturf?, A. Venturin?®, V. Vercest232

M. Verducci36a136b \w Verkerké®, A.T. VermeuleA®, J.C. VermeuleH®, M.C. Vetterli449,

N. Viaux Maira®*®, O. Viazld®, I. Vichou®® | T. Vickey**!, O.E. Vickey Boerid*!, G.H.A. Viehhauséf?,
S. Viel$, L. Viganit?2, M. Villa22322b M. Villaplana Pere%a%40, E. Vilucchi®, M.G. Vincter?,

V.B. Vinogrado8, A. Vishwakarm4®, C. VittoriZ23220, | Vivarelli'®%, S. Vlacho&?, M. Vogell’8,

P. Vokad30, G. Volpil263126b 1 von der Schmitf3, E. von Toerné, V. Vorobel31, K. Vorobe'%°,

M. Vost’C, R. Voss?, J.H. Vossebeld, N. Vranjes*, M. Vranjes Milosavljevié?, V. Vrbal3C,

M. Vreeswijk'%®, R. Vuillermef?, I. Vukotic33, P. Wagnet®, W. Wagnet’8, J. Wagner-Kuht®?,

H. Wahlberd?®, S. Wahrmuntf’, J. WakabayasHi®, J. Waldef®, R. Walket2, W. Walkowiak3,

V. Wallanged#8al48b c \Wang®°, C. Wang®@a, F. Wand’®, H. Wand®, H. Wang, J. Wang®,

J. Wang®?, Q. Wang?®, R. Wang, S.M. Wang®3, T. Wang®, W. Wang®32% W. Wang® z. Wang®c,
C. Wanotayardj*®, A. Warburtorf®, C.P. Ward®, D.R. Wardrop&', A. Washbrook®, P.M. Watking®,
A.T. Watsort®, M.F. Watsor?, G. Wattd4?, S. Watt§’, B.M. Waugi¥!, A.F. Webld!, S. Webi5°,

M.S. Webet8, S.W. Webel””, S.A. Webet?, J.S. Webstér A.R. Weidberd?2, B. Weinerf4,

J. Weingarte?’, M. Weirich®®, C. Weise?!, H. Weits'%%, P.S. Well§?, T. Wenau$’, T. Wengle??,

S. Wenig@?, N. Werme$3, M.D. WerneP’, P. Wernet?, M. Wessel&’2 K. Whalert18 N.L. Whallon'4?,
A.M. Whartorf®, A.S. Whité?, A. White?, M.J. Whité", R. White**?, D. Whiteso®6, B.W. Whitmorée®,
F.J. Wicken$®3, W. Wiedenmant/®, M. Wielers'33, C. Wigleswort®, L.A.M. Wiik-Fuchs?®,

51



A. Wildauer3, F. Wilk87, H.G. Wilkens?, H.H. Williams'?4, S. Williams'®, C. Willis®3, S. Willoccf®,
J.A. Wilsort?, 1. Wingerter-See, E. Winkelg®2, F. Winkimeiet'8, 0.J. WinstoA®?, B.T. Winter?,

M. Wittgen'4®, M. Wobiscl¥%{, T.M.H. Wolf1%, R. Wol 8, M.W. Wolter*?, H. Wolterg-83128¢

V.W.S. Wongd’%, S.D. Wornt®, B.K. WosieK?, J. Wotschack, K.W. Wozniak?, M. Wu®3, S.L. Wut78,

X. Wu2, Y. Wu2, T.R. Wyatf?, B.M. Wynné'®, S. Xell&®, Z. Xi%, L. Xia3°¢, D. Xu®%2 L. Xu?’, T. Xu'38,
B. Yabsley®? S. YacooB*’2 D. Yamaguchi®®, Y. Yamaguchi?®, A. Yamamot&®, S. Yamamot&’,

T. Yamanak&’, M. Yamatant®’, K. Yamaucht®, Y. Yamazaki®, Z. Yar?*, H. Yang?®C, H. Yang'®,

Y. Yang!®3, Z. Yang'®, W-M. Yao', Y.C. Yag®, Y. YasiF®, E. Yatsenkd, K.H. Yau Wond?, J. Y&*,

S. Y&, 1. Yeletskikif8, E. Yigitbasf?, E. Yildirim®, K. Yorital’4, K. Yoshihard?4, C. Yound*>,

C.J.S. Yound?, J. YiB, J. Y, S.P.Y. YueRS, I. Yusu 302 B. Zabinskf?, G. Zachari&’, R. Zaidar3,
A.M. Zaitset32@  N. Zakharchuf®, J. Zaliecka®, A. Zamart®®, S. zambit8®, D. ZanzP?, C. ZeitnitZ 78,
G. Zemaityté??, A. Zemld'2 J.C. Zend®®, Q. Zend*®, O. Zenid®?, T. Seni214%2 D. Zerwas?®,

D. Zhang?, F. Zhang’5, G. Zhang®® , H. Zhang®®, J. Zhan§, L. Zhang?, L. Zhang®& M. Zhand®®,
P. Zhang®®, R. Zhang®, R. Zhang®¥2", X. Zhang®®, Y. Zhang®? Z. Zhand!®, X. Zhad*®, Y. Zhac*%Paz,
Z. Zhao®a A. Zhemchugof8, B. Zho?2, C. Zhod”8, L. Zhou'3, M. Zhou?®@ M. Zhout®?, N. Zhou?°°,
C.G. Zhi#®®, H. Zhi?%2 J. Zhi§?, Y. Zhu®%2 X. Zhuang®@ K. Zhukov?, A. Zibell'”?, D. Zieminsk&*,

N.l. Zimine®8, C. Zimmermanff, S. Zimmerman®t, Z. Zinonos%3, M. Zinsef®, M. Ziolkowskil43,

L. Sivkovi¢ 14, G. Zobernig’®, A. Zoccolf?3??0, R. Zow3, M. zur Neddef’ and L. Zwalinsk?

Department of Physics, University of Adelaide, Adelaide, Australia

Physics Department, SUNY Albany, Albany NY, United States of America

Department of Physics, University of Alberta, Edmonton AB, Canada

'a° pepartment of Physics, Ankara University, Ankafa;Istanbul Aydin University, Istanbul®® Division of
Physics, TOBB University of Economics and Technology, Ankara, Turkey

LAPP, CNRS/IN2P3 and Université Savoie Mont Blanc, Annecy-le-Vieux, France

High Energy Physics Division, Argonne National Laboratory, Argonne IL, United States of America
Department of Physics, University of Arizona, Tucson AZ, United States of America

Department of Physics, The University of Texas at Arlington, Arlington TX, United States of America
Physics Department, National and Kapodistrian University of Athens, Athens, Greece

Physics Department, National Technical University of Athens, Zografou, Greece

Department of Physics, The University of Texas at Austin, Austin TX, United States of America

Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan

Institut de Fisica d'Altes Energies (IFAE), The Barcelona Institute of Science and Technology, Barcelona, Spain
Institute of Physics, University of Belgrade, Belgrade, Serbia

Department for Physics and Technology, University of Bergen, Bergen, Norway

Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA, United
States of America

Department of Physics, Humboldt University, Berlin, Germany

Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern,
Bern, Switzerland

School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom

'a° pepartment of Physics, Bogazici University, IstanBBi;Department of Physics Engineering, Gaziantep
University, Gaziantepl;do Istanbul Bilgi University, Faculty of Engineering and Natural Sciences, IstariBul;
Bahcesehir University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey

Centro de Investigaciones, Universidad Antonio Narino, Bogota, Colombia

'a° INFN Sezione di Bologna®® Dipartimento di Fisica e Astronomia, Universita di Bologna, Bologna, Italy
Physikalisches Institut, University of Bonn, Bonn, Germany

Department of Physics, Boston University, Boston MA, United States of America

Department of Physics, Brandeis University, Waltham MA, United States of America

26 'a° ynjversidade Federal do Rio De Janeiro COPPE/EE/IF, Rio de Jand¥oElectrical Circuits Department,
Federal University of Juiz de Fora (UFJF), Juiz de Fof&’ Federal University of Sao Joao del Rei (UFSJ), Sao

A W N P

17
18

19
20

21
22
23
24
25

52



27
28

29
30
31
32
33
34

35

36

37
38
39
40

a1

42
43
a4
45
46
47
48
49
50
51
52
53
54

55
56
57
58

59

60

61
62

Joao del Rei!d° Instituto de Fisica, Universidade de Sao Paulo, Sao Paulo, Brazil

Physics Department, Brookhaven National Laboratory, Upton NY, United States of America

'a° Transilvania University of Brasov, Brasol\F‘,0 Horia Hulubei National Institute of Physics and Nuclear
Engineering, Bucharest®® Department of Physics, Alexandru loan Cuza University of lasi, [43iNational
Institute for Research and Development of Isotopic and Molecular Technologies, Physics Department, Cluj
Napoca;'®” University Politehnica Bucharest, Bucharedf: West University in Timisoara, Timisoara, Romania
Departamento de Fisica, Universidad de Buenos Aires, Buenos Aires, Argentina

Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom

Department of Physics, Carleton University, Ottawa ON, Canada

CERN, Geneva, Switzerland

Enrico Fermi Institute, University of Chicago, Chicago IL, United States of America

ta® Departamento de Fisica, Ponti cia Universidad Catélica de Chile, Santié@%Departamento de Fisica,
Universidad Técnica Federico Santa Maria, Valparaiso, Chile

'a° |nstitute of High Energy Physics, Chinese Academy of Sciences, B&fjiidepartment of Physics, Nanjing
University, Jiangsu®®® Physics Department, Tsinghua University, Beijing 100084, China

'a° pepartment of Modern Physics and State Key Laboratory of Particle Detection and Electronics, University
of Science and Technology of China, Anhifii;School of Physics, Shandong University, Shanddfig;
Department of Physics and Astronomy, Key Laboratory for Particle Physics, Astrophysics and Cosmology,
Ministry of Education; Shanghai Key Laboratory for Particle Physics and Cosmology, Shanghai Jiao Tong
University, Shanghai(also at PKU-CHEP), China

Université Clermont Auvergne, CNRS/IN2P3, LPC, Clermont-Ferrand, France

Nevis Laboratory, Columbia University, Irvington NY, United States of America

Niels Bohr Institute, University of Copenhagen, Kobenhavn, Denmark

'2° INFN Gruppo Collegato di Cosenza, Laboratori Nazionali di Frasc%ﬁ?;Dipartimento di Fisica,

Universita della Calabria, Rende, Italy

'a° AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, K¥akow;
Marian Smoluchowski Institute of Physics, Jagiellonian University, Krakow, Poland

Institute of Nuclear Physics Polish Academy of Sciences, Krakow, Poland

Physics Department, Southern Methodist University, Dallas TX, United States of America

Physics Department, University of Texas at Dallas, Richardson TX, United States of America

DESY, Hamburg and Zeuthen, Germany

Lehrstuhl fir Experimentelle Physik IV, Technische Universitat Dortmund, Dortmund, Germany

Institut fur Kern- und Teilchenphysik, Technische Universitat Dresden, Dresden, Germany

Department of Physics, Duke University, Durham NC, United States of America

SUPA - School of Physics and Astronomy, University of Edinburgh, Edinburgh, United Kingdom

INFN e Laboratori Nazionali di Frascati, Frascati, Italy

Fakultat fur Mathematik und Physik, Albert-Ludwigs-Universitét, Freiburg, Germany

Departement de Physique Nucleaire et Corpusculaire, Université de Geneve, Geneva, Switzerland

'a° INFN Sezione di Genov&® Dipartimento di Fisica, Universita di Genova, Genova, Italy

'a° £ Andronikashvili Institute of Physics, Iv. Javakhishvili Thilisi State University, ThiiSidigh Energy
Physics Institute, Thilisi State University, Thilisi, Georgia

Il Physikalisches Institut, Justus-Liebig-Universitat Giessen, Giessen, Germany

SUPA - School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom

Il Physikalisches Institut, Georg-August-Universitat, Gottingen, Germany

Laboratoire de Physique Subatomique et de Cosmologie, Université Grenoble-Alpes, CNRS/IN2P3, Grenoble,
France

Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA, United States of America
'a° Kirchho -Institut firr Physik, Ruprecht-Karls-Universitat Heidelberg, HeidelbeR):; Physikalisches Institut,
Ruprecht-Karls-Universitat Heidelberg, Heidelbef§® ZIT! Institut fir technische Informatik,
Ruprecht-Karls-Universitéat Heidelberg, Mannheim, Germany

Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan

'a® Department of Physics, The Chinese University of Hong Kong, Shatin, N.T., Hong'RoBgpartment of

53



Physics, The University of Hong Kong, Hong Ko#fg;Department of Physics and Institute for Advanced Study,
The Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China

63 Department of Physics, National Tsing Hua University, Taiwan, Taiwan

64 Department of Physics, Indiana University, Bloomington IN, United States of America

65 |nstitut filr Astro- und Teilchenphysik, Leopold-Franzens-Universitét, Innsbruck, Austria

66 University of lowa, lowa City IA, United States of America

67 Department of Physics and Astronomy, lowa State University, Ames IA, United States of America

68 Joint Institute for Nuclear Research, JINR Dubna, Dubna, Russia

69 KEK, High Energy Accelerator Research Organization, Tsukuba, Japan

70 Graduate School of Science, Kobe University, Kobe, Japan

"1 Faculty of Science, Kyoto University, Kyoto, Japan

72 Kyoto University of Education, Kyoto, Japan

73 Research Center for Advanced Particle Physics and Department of Physics, Kyushu University, Fukuoka, Japan

74 |nstituto de Fisica La Plata, Universidad Nacional de La Plata and CONICET, La Plata, Argentina

75 Physics Department, Lancaster University, Lancaster, United Kingdom

76 *a° INFN Sezione di Leccé?’ Dipartimento di Matematica e Fisica, Universita del Salento, Lecce, Italy

77 QOliver Lodge Laboratory, University of Liverpool, Liverpool, United Kingdom

78 Department of Experimental Particle Physics, Jo%ef Stefan Institute and Department of Physics, University of
Ljubljana, Ljubljana, Slovenia

79 School of Physics and Astronomy, Queen Mary University of London, London, United Kingdom

80 Department of Physics, Royal Holloway University of London, Surrey, United Kingdom

81 Department of Physics and Astronomy, University College London, London, United Kingdom

82 | ouisiana Tech University, Ruston LA, United States of America

83 | aboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and
CNRS/IN2P3, Paris, France

84 Fysiska institutionen, Lunds universitet, Lund, Sweden

85 Departamento de Fisica Teorica C-15, Universidad Autonoma de Madrid, Madrid, Spain

86 |nstitut fir Physik, Universitat Mainz, Mainz, Germany

87

School of Physics and Astronomy, University of Manchester, Manchester, United Kingdom

88 CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France

89 Department of Physics, University of Massachusetts, Amherst MA, United States of America

90 pepartment of Physics, McGill University, Montreal QC, Canada

91 school of Physics, University of Melbourne, Victoria, Australia

92 pepartment of Physics, The University of Michigan, Ann Arbor MI, United States of America

93 Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States of America
94 'a° INFN Sezione di Milana®®® Dipartimento di Fisica, Universita di Milano, Milano, Italy

9% g, Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Republic of Belarus

96 Research Institute for Nuclear Problems of Byelorussian State University, Minsk, Republic of Belarus

97 Group of Particle Physics, University of Montreal, Montreal QC, Canada

98 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia

99 |nstitute for Theoretical and Experimental Physics (ITEP), Moscow, Russia

100 National Research Nuclear University MEPhI, Moscow, Russia

101 p v, Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow, Russia

102 Fakultat fur Physik, Ludwig-Maximilians-Universitat Miinchen, Minchen, Germany

103 Max-Planck-Institut fir Physik (Werner-Heisenberg-Institut), Miinchen, Germany

104 Nagasaki Institute of Applied Science, Nagasaki, Japan

105 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan

106 *a® INFN Sezione di Napoli®® Dipartimento di Fisica, Universita di Napoli, Napoli, Italy

107 pepartment of Physics and Astronomy, University of New Mexico, Albuguerque NM, United States of America
108 |nstitute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen,
Netherlands

109 Njikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam, Netherlands

54



110
111
112

Department of Physics, Northern lllinois University, DeKalb IL, United States of America

Budker Institute of Nuclear Physics, SB RAS, Novosibirsk, Russia

Department of Physics, New York University, New York NY, United States of America

113 Ohio State University, Columbus OH, United States of America

114 Faculty of Science, Okayama University, Okayama, Japan

115 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK, United States of
America

Department of Physics, Oklahoma State University, Stillwater OK, United States of America

Palacky University, RCPTM, Olomouc, Czech Republic

Center for High Energy Physics, University of Oregon, Eugene OR, United States of America

119 | AL, Univ. Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France

120 Graduate School of Science, Osaka University, Osaka, Japan

121 pepartment of Physics, University of Oslo, Oslo, Norway

122 pepartment of Physics, Oxford University, Oxford, United Kingdom

123 *a® INFN Sezione di Pavid?® Dipartimento di Fisica, Universita di Pavia, Pavia, Italy

124 pepartment of Physics, University of Pennsylvania, Philadelphia PA, United States of America

125 National Research Centre Kurchatov Institute B.P.Konstantinov Petersburg Nuclear Physics Institute, St.
Petersburg, Russia

'a° INFN Sezione di Pisa®’ Dipartimento di Fisica E. Fermi, Universita di Pisa, Pisa, Italy

Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA, United States of America
'a® | aboratorio de Instrumentacéo e Fisica Experimental de Particulas - LIP, Lisll%Eaculdade de

Ciéncias, Universidade de Lisboa, Lishd%* Department of Physics, University of Coimbra, Coimbfs;

Centro de Fisica Nuclear da Universidade de Lisboa, LisB®aDepartamento de Fisica, Universidade do
Minho, Braga;1f° Departamento de Fisica Teorica y del Cosmos and CAFPE, Universidad de Granada,
Granada;'9° Dep Fisica and CEFITEC of Faculdade de Ciencias e Tecnologia, Universidade Nova de Lisboa,
Caparica, Portugal

Institute of Physics, Academy of Sciences of the Czech Republic, Praha, Czech Republic

Czech Technical University in Prague, Praha, Czech Republic

Charles University, Faculty of Mathematics and Physics, Prague, Czech Republic

State Research Center Institute for High Energy Physics (Protvino), NRC KI, Russia

Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom

'a° INFN Sezione di Roma?° Dipartimento di Fisica, Sapienza Universita di Roma, Roma, Italy

'a° INFN Sezione di Roma Tor Vergat&’ Dipartimento di Fisica, Universita di Roma Tor Vergata, Roma, Italy
a® INFN Sezione di Roma TréR° Dipartimento di Matematica e Fisica, Universita Roma Tre, Roma, Italy

'a° Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies - Université Hassan
1, Casablanca:?° Centre National de I'Energie des Sciences Techniques Nucleaires, R&Hgdrulté des
Sciences Semlalia, Université Cadi Ayyad, LPHEA-Marrak&(’H;:aculté des Sciences, Université Mohamed
Premier and LPTPM, Oujdal;eu Faculté des sciences, Université Mohammed V, Rabat, Morocco

DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de I'Univers), CEA Saclay (Commissariat &
I'Energie Atomique et aux Energies Alternatives), Gif-sur-Yvette, France

Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz CA, United States of
America

Department of Physics, University of Washington, Seattle WA, United States of America

Department of Physics and Astronomy, University of She eld, She eld, United Kingdom

Department of Physics, Shinshu University, Nagano, Japan

Department Physik, Universitat Siegen, Siegen, Germany

Department of Physics, Simon Fraser University, Burnaby BC, Canada

SLAC National Accelerator Laboratory, Stanford CA, United States of America

'a° Faculty of Mathematics, Physics & Informatics, Comenius University, Bratisf8vd)epartment of
Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice, Slovak
Republic

1a® Department of Physics, University of Cape Town, Cape TéWrDepartment of Physics, University of

116
117
118

126
127
128

129
130
131
132
133
134
135
136
137

138

139

140
141
142
143
144
145
146

147

55



Johannesburg, Johannesbut§® School of Physics, University of the Witwatersrand, Johannesburg, South
Africa

148 *a° pepartment of Physics, Stockholm Universi®; The Oskar Klein Centre, Stockholm, Sweden

149 physics Department, Royal Institute of Technology, Stockholm, Sweden

150 pepartments of Physics & Astronomy and Chemistry, Stony Brook University, Stony Brook NY, United States of
America

151 pepartment of Physics and Astronomy, University of Sussex, Brighton, United Kingdom

152 school of Physics, University of Sydney, Sydney, Australia

153 |nstitute of Physics, Academia Sinica, Taipei, Taiwan

154 Department of Physics, Technion: Israel Institute of Technology, Haifa, Israel

155 Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv, Israel

156 Department of Physics, Aristotle University of Thessaloniki, Thessaloniki, Greece

157 International Center for Elementary Particle Physics and Department of Physics, The University of Tokyo,
Tokyo, Japan

158 Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo, Japan

159 Department of Physics, Tokyo Institute of Technology, Tokyo, Japan

160 Tomsk State University, Tomsk, Russia

161 Department of Physics, University of Toronto, Toronto ON, Canada

162 *a® INEN-TIFPA; *P° University of Trento, Trento, Italy

163 *a° TRIUMF, Vancouver BC'?° Department of Physics and Astronomy, York University, Toronto ON, Canada

164 Faculty of Pure and Applied Sciences, and Center for Integrated Research in Fundamental Science and
Engineering, University of Tsukuba, Tsukuba, Japan

165 pepartment of Physics and Astronomy, Tufts University, Medford MA, United States of America

166 Department of Physics and Astronomy, University of California Irvine, Irvine CA, United States of America

167 *a® INFN Gruppo Collegato di Udine, Sezione di Trieste, Udi®&;CTP, Trieste:®’ Dipartimento di Chimica,
Fisica e Ambiente, Universita di Udine, Udine, Italy

168 Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden

169 pepartment of Physics, University of Illinois, Urbana IL, United States of America

170 |nstituto de Fisica Corpuscular (IFIC), Centro Mixto Universidad de Valencia - CSIC, Spain

171 Department of Physics, University of British Columbia, Vancouver BC, Canada

172 pepartment of Physics and Astronomy, University of Victoria, Victoria BC, Canada

173 Department of Physics, University of Warwick, Coventry, United Kingdom

174 \aseda University, Tokyo, Japan

175 Department of Particle Physics, The Weizmann Institute of Science, Rehovot, Israel

176 Dpepartment of Physics, University of Wisconsin, Madison WI, United States of America

177 Fakultat fur Physik und Astronomie, Julius-Maximilians-Universitat, Wiirzburg, Germany

178 Fakultat fir Mathematik und Naturwissenschaften, Fachgruppe Physik, Bergische Universitat Wuppertal,
Wuppertal, Germany

179 Department of Physics, Yale University, New Haven CT, United States of America

180 verevan Physics Institute, Yerevan, Armenia

181 centre de Calcul de I'nstitut National de Physique Nucléaire et de Physique des Particules (IN2P3),
Villeurbanne, France

182 Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan

Also at Department of Physics, King's College London, London, United Kingdom

Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan

Also at Novosibirsk State University, Novosibirsk, Russia

Also at TRIUMF, Vancouver BC, Canada

Also at Department of Physics & Astronomy, University of Louisville, Louisville, KY, United States of America
Also at Physics Department, An-Najah National University, Nablus, Palestine

Also at Department of Physics, California State University, Fresno CA, United States of America

Also at Department of Physics, University of Fribourg, Fribourg, Switzerland

- ®o Q O T o

o «Q

56



ac
ad
ae
af
ag
ah
ai
aj
ak
al
am
an

ao
ap

aq
ar
as
at
au
av
aw
ax
ay
az

Also at Il Physikalisches Institut, Georg-August-Universitat, Gottingen, Germany

Also at Departament de Fisica de la Universitat Autonoma de Barcelona, Barcelona, Spain

Also at Departamento de Fisica e Astronomia, Faculdade de Ciencias, Universidade do Porto, Portugal
Also at Tomsk State University, Tomsk, Russia

Also at The Collaborative Innovation Center of Quantum Matter (CICQM), Beijing, China

Also at Universita di Napoli Parthenope, Napoli, Italy

Also at Institute of Particle Physics (IPP), Canada

Also at Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania

Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg, Russia

Also at Borough of Manhattan Community College, City University of New York, New York City, United States of
America

Also at Department of Financial and Management Engineering, University of the Aegean, Chios, Greece
Also at Centre for High Performance Computing, CSIR Campus, Rosebank, Cape Town, South Africa
Also at Louisiana Tech University, Ruston LA, United States of America

Also at Institucio Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain

Also at Graduate School of Science, Osaka University, Osaka, Japan

Also at Fakultat fir Mathematik und Physik, Albert-Ludwigs-Universitat, Freiburg, Germany

Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef,
Nijmegen, Netherlands

Also at Department of Physics, The University of Texas at Austin, Austin TX, United States of America
Also at Institute of Theoretical Physics, llia State University, Thilisi, Georgia

Also at CERN, Geneva, Switzerland

Also at Georgian Technical University (GTU), Thilisi, Georgia

Also at Ochadai Academic Production, Ochanomizu University, Tokyo, Japan

Also at Manhattan College, New York NY, United States of America

Also at Departamento de Fisica, Ponti cia Universidad Catdlica de Chile, Santiago, Chile

Also at Department of Physics, The University of Michigan, Ann Arbor MI, United States of America

Also at The City College of New York, New York NY, United States of America

Also at School of Physics, Shandong University, Shandong, China

Also at Departamento de Fisica Teorica y del Cosmos and CAFPE, Universidad de Granada, Granada, Portugal
Also at Department of Physics, California State University, Sacramento CA, United States of America
Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia

Also at Departement de Physique Nucleaire et Corpusculaire, Université de Geneve, Geneva, Switzerland
Also at Institut de Fisica d'’Altes Energies (IFAE), The Barcelona Institute of Science and Technology,
Barcelona, Spain

Also at School of Physics, Sun Yat-sen University, Guangzhou, China

Also at Institute for Nuclear Research and Nuclear Energy (INRNE) of the Bulgarian Academy of Sciences,
So a, Bulgaria

Also at Faculty of Physics, M.V.Lomonosov Moscow State University, Moscow, Russia

Also at National Research Nuclear University MEPhI, Moscow, Russia

Also at Department of Physics, Stanford University, Stanford CA, United States of America

Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary
Also at Giresun University, Faculty of Engineering, Turkey

Also at CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France

Also at Department of Physics, Nanjing University, Jiangsu, China

Also at University of Malaya, Department of Physics, Kuala Lumpur, Malaysia

Also at Institute of Physics, Academia Sinica, Taipei, Taiwan

Also at LAL, Univ. Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France

Deceased

57



	Introduction
	ATLAS detector

