GaAs Spectrometer for Planetary Electron Spectroscopy

G. Lioliou, S. Butera, S. Zhao, M.D.C. Whitaker, and A.M. Barnett

Space Research Group, Sch. of Engineering and Informatics, University of Sussex, Falmer, Brighton, BN1 9QT, UK

Corresponding author: G. Lioliou (G.Lioliou@sussex.ac.uk)

Key Points:
- A radiation-hard direct detection electron spectrometer employing a GaAs detector is reported. It functions at temperatures up to 100 °C.
- Space missions to extreme environments may benefit from such an instrument.
- The use of the spectrometer for measuring the soft (≤ 100 keV) electron environment at Europa is modelled.

Abstract

Work towards producing a radiation-hard and high temperature tolerant direct detection electron spectrometer is reported. The motivation is to develop a low-mass, low-volume, low-power, multi-mission capable instrument for future space science missions. The resultant prototype electron spectrometer employed a GaAs p⁺-i-n⁺ mesa photodiode (10 µm i layer thickness; 200 µm diameter) and a custom-made charge-sensitive preamplifier. The GaAs detector was initially electrically characterized as a function of temperature. The detector-preamplifier assembly was then investigated for its utility in electron spectroscopy across the temperature range 100 °C to 20 °C using a laboratory ⁶³Ni radioisotope β⁻ particle source (end point energy = 66 keV). Monte Carlo simulations using the computer program CASINO were conducted and showed that the spectrometer had a quantum detection efficiency which increased with increasing electron energy up to 70 keV; a quantum detection efficiency of 73 % was calculated. The accumulated ⁶³Ni β⁻ particle spectra together with CASINO simulations of the detected spectra showed that the GaAs based spectrometer could be used for counting electrons and measuring the energy deposited per electron in the detector’s active region (i layer). The development of a GaAs electron spectrometer of this type may find use in future space missions to environments of intense radiation (such as at the surface of Europa for investigation of electron-driven radiolysis of ice) and high temperature (such as at Mercury, and comets passing close to the Sun).
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1 Introduction

This article reports characterisation of a prototype GaAs detector coupled to custom preamplifier electronics developed as part of efforts to realise a low-mass, low-volume, low-power, multi-mission capable direct-detection electron spectrometer that is tolerant of high temperatures (up to 100 °C) and extreme radiation. Such an instrument is anticipated to be of use in numerous future space missions. Electron spectrometers are commonly used to study interactions between the Solar wind and planetary atmospheres, magnetospheres, and surfaces (Livi et al., 2003). One promising use of electron spectroscopy is in the exploration of Jupiter’s moon Europa.

A mission to Europa would particularly benefit from inclusion of an electron spectrometer given the dominance (both in terms of energy flux and particle number) of electrons (energies of 20 keV to 700 keV) over other ions in the radiation environment of Europa (Cooper et al., 2001). Understanding the Europa electron population and its interaction with the surface is profoundly important. Magnetometer measurements have indicated the existence of a liquid water ocean under Europa’s water ice surface (Powell et al., 2005). The energy deposited by charge particles, predominately electrons, is thought to enable radiolytic processes to occur in the ice (Johnson et al., 2004). This likely radiolysis is thought to give rise to multiple compounds, such as SO2 and CO2, which have already been detected on the surface (Carlson, 2001; Lane et al., 1981). Furthermore, observations of Europa’s surface have also revealed the presence of a hydrated compound, suggested to be hydrated sulfuric acid (H2SO4·nH2O) (Carlson et al., 1999) resulting from the bombardment of the icy surface with sulfur ions. However, it is important to note that because the electron population and indeed the wider radiation environment at Europa’s surface is relatively poorly known, it is possible that at least some of the compounds present on the surface may originate from the ocean instead of, or as well as, radiolysis; an alternative interpretation of the observed hydrated compound at Europa’s surface may be hydrated salt minerals or frozen brines (MgSO4 and Na2SO4) whose presence may be explained by an extensive subsurface ocean containing dissolved salts being the source (McCord et al., 1999). Measurements of the electron population on the surface of Europa would enable the extent of the possible radiolytic contribution to the abundances of compounds including SO2, CO2, and hydrated compounds on the surface to be refined, with the implication that the relative contributions from radiolysis and transport from/to the ocean may be determined.

Provided an ocean-surface linkage exists (recent Europan auroral observations have been attributed to possible electron impact excitation of water vapour plumes; thus implying linkage between ocean and surface (Roth et al., 2014; Sparks et al., 2016)), an improved understanding of the radiolytic chemistry of the Europa surface may further enable properties of the ocean, such as its chemistry, to be determined. For example, if the abundances of the CO2 and H2 on the surface cannot be explained via radiolytic origin, transport of such material from hydrothermal vents to the surface is a likely source; the possibility that lithoautotrophic methanogenesis, the conversion of CO2 and H2 to methane, being a source of useful chemical energy for the production of biomass (McColom, 1999), may then be further explored. Conversely, if the surface chemistry is found to be explainable as solely a product of the radiation and plasma environment’s interaction with the surface ice, the species and abundances of such compounds on the surface may provide a useful proxy to understanding the extend and consequences of the transportation of oxidants and organics produced at the surface through the icy cell to the ocean via impact gardening (Phillips & Chyba, 2001). It should be noted here that in addition to endogenic materials (intrinsic to Europa) that are
subject to radiolysis at the surface of Europa, exogenic materials may also exist (such as materials of potential astrobiological interest delivered by comet impacts, and indeed material originating from other Jovian moons) (Johnson et al., 2004). Hence, understanding the radiolytic processes along with appropriate modelling, may help separate the endogenic and exogenic contributions. However, the intense radiation environment of Europa imposes limitations on the mission duration. The global average energy flux of electrons and ions with energies ranging from 10 keV to 200 MeV at Europa was estimated from modelling data from Voyager 1 and Galileo to be $5 \times 10^{10} \text{ cm}^{-2} \text{ s}^{-1} \text{ keV}^{-1}$ (Johnson et al., 2004; Paranicas et al., 2009). As such, Europa is considered one of the most challenging destinations for solar system exploration due to the intense radiation environment; radiation doses of 40 krad day$^{-1}$ and 20 krad day$^{-1}$ are expected for a Europa orbiter and lander, respectively (Kolawa et al., 2007).

The motivation to develop electron spectrometers for examination of radiolytic processes is not confined to science at Europa. Radiolytic processes occur also in the icy surfaces of asteroids and comets (Hudson & Moore, 1999). Deeper understanding of radiolysis on such bodies, which can be achieved with an electron spectrometer, could provide information about their processing and chemical evolution. Nor is the utility of an electron spectrometer confined to radiolytic science. Amongst the many other possible missions for an electron spectrometer of the type being developed, electron spectroscopy at Mercury deserves special mention due to the environmental demands that would be placed on the instrument. Mercury has a substantial internal magnetic field and a magnetosphere which hosts dynamical features with similarities to those that occur in Earth’s magnetosphere (Domingue & Russell, 2007). Information regarding the nature and origin of Mercury’s magnetic field and the determination of the structure of the planet’s magnetic field would be provided through measurements of the electron population at Mercury, via orbiter and/or lander (Andrews et al., 2007). This can be achieved by electron energy and pitch angle measurements, within the energy range 15 keV to 300 keV.

The temperatures necessary to be endured by spacecraft at Mercury, and comets passing close to the Sun, can be extreme. For example, the temperature in polar locations on Mercury ranges between -50 ºC to 70 ºC (Novara, 2001). For comets, surface temperature measurements show great variation; as an example, they can range from -43 ºC (67P/Churyumov–Gerasimenko at 3.5 AU (Fulle et al., 2016)) to 87 ºC (Halley at 0.8 AU (Emerich et al., 1988)). The hotter temperatures in these environments make use of narrower bandgap semiconductor (e.g. Si) detectors impossible without cooling mechanisms, which increase the technological complexity, mass, cost, and volume of instruments based upon them. Wide bandgap semiconductors can overcome this challenge (Owens, 2012).

To date, a variety of electron spectrometers have been developed. For example, the Electron Spectrometer of the Cassini Plasma Spectrometer was a hemispherical top-hat electrostatic analyzer (ESA) with an annular microchannel plate (MCP) detector (Linder et al., 1998); MCP detectors require high voltages and high vacuums. Langmuir probes have also been frequently used (Gruenwald et al., 2013), but they are typically bulky. Indirect electron spectroscopy using scintillators with either photomultiplier tubes (Tatsuhiko et al., 2010) or photodiode detectors (Kriss & Hamby, 2004) to convert the scintillations into electrical signals is also a well-established technique. However, better energy resolution can be achieved with direct electron detection using semiconductor detectors due to the inefficiencies involved in the conversion of electrons to light with a scintillator (Knoll, 2010).
Direct electron detection has been investigated with semiconductor devices including solid state detectors (SSDs), charged coupled devices (CCDs), depleted p channel field effect transistors (DEPFETs), pixel detectors, and p⁺-i-n⁺ photodiodes. The Energetic Particle Spectrometer (EPS) on board the MESSENGER spacecraft, to Mercury (Andrews et al., 2007), the New Horizons Pluto Energetic Particle Spectrometer Science Investigation (PEPSSI) electron spectrometer (McNutt et al., 2008), and the Jupiter Energetic Particle Detector Instruments (JEDI) on board JUNO (Mauk et al., 2013), all used 500 μm thick ion-implanted Si SSDs electron detectors. CCDs have been studied for replacing MCP detectors in a collimator–electrostatic analyser head configuration, but they have been shown to be radiation damaged from high fluxes of energetic electrons (Bedington et al., 2012). Work has also been reported characterising Si DEPFETs for the detection of β⁺ particles from ³H and ¹⁴C β particle sources (Ulrici et al., 2005). Si hybrid pixel detectors (Bertolucci et al., 1996), Si monolithic active pixel detectors (Deptuch, 2005), and Si p⁺-i-n⁺ photodiodes (Vapirev et al., 1994), have all been investigated for electron detection. However, Si detectors suffer from high intrinsic carrier concentration at a given temperature due to their relative narrow bandgap (1.12 eV) (Neudeck et al., 2002). Si detectors can also suffer from radiation damage (Abbey et al., 2003) (Swinyard et al., 2009). As such, they commonly require cooling facilities and radiation shielding to help mitigate these limitations. However, wide bandgap semiconductor devices, such as GaAs, offer an alternative and may be used to eliminate or reduce the need for cooling and radiation shielding resulting in improvements in instrument lifetime and reductions in instrument mass, volume, power consumption, and complexity.

One of the favourable attributes of GaAs is its bandgap energy (1.42 eV at room temperature (Bertuccio & Maiocchi, 2002)) which results in a lower thermally generated leakage current density (and thus less parallel white noise (Lioliou & Barnett, 2015)) at a given temperature, compared to narrower bandgap semiconductors such as Si. The relatively low electron-hole pair creation energy of GaAs (4.184 eV at 300 K (Bertuccio & Maiocchi, 2002) provides similar charge carrier creation statistics and Fano-limited spectroscopic resolution as Si (Bertuccio, 2012). Furthermore, GaAs has been proven to be radiation resistance to γ-rays (Dixit et al., 2015; Ly Anh et al., 2006), fast neutrons (Ladzianský et al., 2009), and high energy electrons (Šagátová et al., 2014). Indeed, GaAs is more radiation hard than Si for γ-rays, electrons, and low energy protons and neutrons (Rossi et al., 2006). Thus, the use of a GaAs based electron spectrometer for space missions to high temperature and intense radiation environments may be beneficial.

Recently, GaAs p⁺-i-n⁺ mesa photodiodes with 10 μm thick i layers have been developed for photon counting X-ray spectroscopy. An X-ray energy resolution of 625 eV FWHM at 5.9 keV was measured with a 200 μm diameter device coupled to custom preamplifier electronics at room temperature (Lioliou & Barnett, 2016). Subsequent measurements showed that the GaAs detector spectrometer could operate uncooled at high temperatures (≥ 20 °C) for photon counting X-rays spectroscopy; a FWHM at 5.9 keV of 2.00 keV was measured with the detector and preamplifier both operating at 100 °C (Lioliou et al., 2017). Some preliminarily measurements were also made showing that the spectrometer was able to detect ⁶³Ni β⁺ particle particles at room temperature (Lioliou & Barnett, 2016) but the detector was not investigated fully for this purpose. Here, the suitability of an electron spectrometer employing a GaAs photodiode detector is characterised thoroughly for its high temperature performance. The electron spectrum predicted to be detected if the spectrometer was near Europa’s orbit around Jupiter (9.5 Rj) is also considered, assuming that electrons were incident on the detector within the energy range 10 keV to 100 keV, after Paranicas et al. (2009).
2 Detector Structure

The detector used in the spectrometer was a custom GaAs p⁺-i-n⁺ mesa photodiode. It was grown and fabricated to the authors’ specifications at the EPSRC National Centre for III-V Technologies, Sheffield, UK, on a commercial GaAs n⁺ substrate by metalorganic vapour phase epitaxy (MOVPE). It had a p⁺-i-n⁺ structure with a 0.5 μm p⁺ type GaAs layer, a 10 μm unintentionally doped i layer, and a 1 μm n⁺ type GaAs layer. The doping density of both n⁺ type and p⁺ type layers was 2 × 10¹⁸ cm⁻³. The photodiode had a diameter of 200 μm. It was chemically etched using a 1:1:1 H₃PO₄:H₂O₂:H₂O solution followed by 10 s in a 1:8:80 H₂SO₄:H₂O₂:H₂O solution. The top Ohmic contact consisted of 20 nm of Ti and 200 nm of Au. It covered 45 % of the surface of the device. The rear Ohmic contact consisted of 20 nm of InGe and 200 nm of Au. The GaAs device was unpassivated. The resulting wafer structure can be seen in Figure 1. The detector was mounted and wire bonded upon a TO-5 can.

![Detector Structure Diagram](image)

Figure 1. Illustrative (a) layers structure (not in scale) and (b) top-view of the GaAs p⁺-i-n⁺ photodiode.

3 Detector Electrical Characterization

The detector was electrically characterized within from a maximum temperature of 100 °C to a minimum temperature of 20 °C. Capacitance and dark current measurements as functions of applied reverse bias and temperature are presented below. The capacitance and the leakage current of the detector partially determine the energy resolution (FWHM) of the spectrometer (Lioliou & Barnett, 2015). Capacitance measurements allow the determination of the depletion width of the detector. Leakage current measurements as functions of temperature are also used to determine in part the likely temperature range that the spectrometer may function.

3.1 Capacitance Measurements

The capacitance was measured using an HP 4275A Multi Frequency LCR meter, with a 50 mV rms magnitude and a 1 MHz frequency test signal. The capacitance of the detector was measured as a function of applied reverse between temperatures of 100 °C and 20 °C. The detector was installed inside a TAS Micro MT climatic cabinet for temperature control; the temperature was initially set to 100 °C and then decreased to 20 °C, in 20 °C steps. To ensure thermal equilibrium, the detector was left to stabilize for 30 minutes at each temperature before the measurements were started. Dry N₂ was continually flowed into the climatic cabinet.
throughout the measurements to maintain a dry (< 5% relative humidity) environment. The capacitance of the device’s TO-5 package was also measured as a function of applied reverse bias and temperature and subtracted from the total measured capacitance of the packaged detector with the assumption that the capacitances acted in parallel. The total uncertainty of the determined detector capacitance was estimated to be ± 0.04 pF. It should be noted here that the reported detector capacitance variations with temperature form a single set of measurements taken at the same conditions (i.e. only the temperature was varied) and since no interconnections (cables etc.) were changed, the uncertainty associated with relative changes was estimated to be ± 0.005 pF (uncertainty associated with the HP 4275A Multi Frequency LCR meter). The measured capacitance of the detector with the capacitance of the package being subtracted, across the investigated temperature range can be seen in Figure 2.
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*Figure 2. Measured capacitance of the GaAs p⁺-i⁻n⁺ mesa photodiode within the temperature range 100 °C to 20 °C.*

The depletion layer capacitance, which defined the reverse biased diode capacitance, decreased from 0.377 pF ± 0.005 pF at 100 °C to 0.352 pF ± 0.005 pF at 20 °C at zero applied bias, and from 0.330 pF ± 0.005 pF at 100 °C to 0.325 pF ± 0.005 pF at 20 °C, at -50 V reverse bias. The most significant capacitance change with temperature occurred at low applied reverse bias, whereas the capacitance at -50 V reverse bias was found to not be a function of temperature, within uncertainties, for the investigated temperature range.

The measured depletion layer capacitance was used to calculate the depletion layer width (Sze & Ng 2007) as a function of applied reverse bias and temperature, and can be seen in Figure 3 for the maximum and the minimum investigated temperatures. The depletion layer width was found to increase from 9.5 μm ± 0.1 μm at 100 °C to 10.2 μm ± 0.1 μm at 20 °C at zero applied bias. At applied reverse biases (magnitude) > -6 V, the depletion layer width was found to be temperature independent, within uncertainties, for the investigated temperature range. The temperature dependence of the depletion layer width at low reverse biases was attributed to the possible presence of a thin region around the depletion layer with non-ionized dopants at low temperatures, which were progressively ionized at high temperatures thus limiting the extension of the depletion layer (Mazzillo et al., 2012). For highly doped p⁺ and n⁺ regions (such as 2 × 10¹⁸ cm⁻³ for the currently reported photodiode), the maximum depletion layer is set by the i layer thickness. Thus, it can be said that the i layer thickness of the GaAs p⁺-i⁻n⁺ mesa photodiode was found to be 11 μm ± 1 μm.
3.2 Current Measurements

The current was measured using a Keithley 6487 Picoammeter/Voltage Source. The detector was installed inside a TAS Micro MT climatic cabinet for temperature control, as per the capacitance measurements. The leakage current associated with the detector’s TO-5 can was also measured as a function of bias and temperature.

The measured leakage current of the detector, with the leakage current of the package subtracted, as a function of applied reverse bias and temperature can be seen in Figure 4. The leakage current at -5 V applied reverse bias (the normal operating bias of the detector and that used in spectroscopic measurements reported in section 5) was found to decrease from 1.171 nA ± 0.006 nA (3.73 μA cm⁻² ± 0.02 μA cm⁻²) at 100 °C, to 1.3 pA ± 0.4 pA (4 nA cm⁻² ± 1 nA cm⁻²) at 20 °C. Similarly, the leakage current at the maximum investigated reverse bias, -50 V (corresponding to an internal electric field of 50 kV cm⁻¹), was found to decrease from 1.684 nA ± 0.007 nA (5.36 μA cm⁻² ± 0.02 μA cm⁻²) at 100 °C, to 1.7 pA ± 0.4 pA (6 nA cm⁻² ± 1 nA cm⁻²) at 20 °C. A previously reported 10 μm GaAs mesa p⁺-i⁻n⁺ photodiode (200 μm diameter) had a leakage current density of 5.14 μA cm⁻² at 100 °C and 50 kV cm⁻¹ internal electric field (Lioliou et al., 2017). A previously reported thinner (7 μm) GaAs mesa p⁺-i⁻n⁺ photodiode (200 μm diameter) had a leakage current density of 2 μA cm⁻² at 100 °C and 21.4 kV cm⁻¹ internal electric field (Lioliou et al., 2016). Another different GaAs pixel p-i-n mesa photodiode detector has been previously reported with a leakage current density of 92 nA cm⁻², at 30 °C and 33 kV cm⁻¹ applied electric field (Bertuccio et al., 2003).
Figure 4. Leakage current as a function of applied reverse bias of the GaAs p⁺-i-n⁺ mesa photodiode in the temperature range 100 °C down to 20 °C.

4 Quantum Detection Efficiency of the Detector

The computer program CASINO (Drouin et al., 1997; Hovington et al., 1997) was used to predict the detector’s quantum detection efficiency, $Q_E$, for each energy of electron (ratio between the total electron energy deposited in the active layer and the total electron energy incident on detector’s face). At each energy, from 1 keV to 100 keV in 1 keV steps, 4000 electrons were simulated at each energy as incident on a portion of the detector’s face which was covered by the detector’s top contact. A second set of simulations, with the same characteristics, was simulated as incident on a portion of the detector’s face which was not covered by the detector’s top contact. The results of the simulations were then combined in appropriate proportions to account for the proportions of the detector’s face that were covered with the contact (45%) and not covered with the contact (55%). In each case, the p⁺ layer, n⁺ layer, and substrate of the detector were considered to be entirely inactive; i.e. any electron energy absorbed in these regions did not usefully contribute to the quantum efficiency. The quantum efficiency predicted from these simulations is presented in Figure 5.
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Figure 5. Quantum detection efficiency, $Q_E$, of the detector for electrons of each energy, in detector regions covered by top contacts (diamonds) and not covered by top contacts (circles) as a function of incident electron energy. The weighted quantum efficiency is also shown (open squares).

The quantum detection efficiency of the detector remained < 0.0001 for electrons of energy up to 8 keV when they were incident on the optical window of the detector and up to 13 keV when they were incident on the detector’s Au/Ti top Ohmic contact. For both simulated cases (with and without top contacts), the quantum detection efficiency increased with increasing electron energy, up to 60 keV when electrons were incident on the optical window of the detector and up to 66 keV when electrons were incident on the Au/Ti top Ohmic contact. The absorption of electrons at low energies was limited by the absorption of electrons in the top layers (top Ohmic contacts and/or p⁺ layer). At high electron energies, > 62 keV for electrons incident optical window of the detector and > 70 keV when they were incident on the detector’s top contact, electrons were also absorbed at the n⁺ layer/substrate, thus explaining the decrease of the quantum efficiency. The weighed quantum efficiency (i.e. assuming uniform illumination of the detector, thus including illumination of both the contact and optical window) reached a value of 73% at 59 keV, and remained stable up to 70 keV, suggesting that the thickness of the i layer (10 μm) did not limit the absorption of electrons at the $^{63}$Ni endpoint energy (66 keV). However, the weighed quantum efficiency decreased at electron energies > 70 keV, and
reached a value of 49% at 100 keV. A thicker i layer would be required for the optimal absorption of electrons with energies greater than 70 keV; it was found that 35 μm and 105 μm of GaAs would fully absorb electrons with energies up to 100 keV and 200 keV, respectively. It is possible that the eventual electron spectrometer for the proposed uses would actually consist of two channels with separate detectors possibly made of different materials; one channel optimised for softer (e.g. 10 keV – 100 keV) electrons and one optimised for harder electrons (e.g. energy > 100 keV), in order to maximise spectrometer performance across the entire energy range.

5 Expected and Experimental Measurements of 63Ni β Particle Spectra

The high temperature performance of the electron spectrometer employing a GaAs photodiode detector was investigated using a 63Ni radioisotope β particle source. The 63Ni radioisotope β particle source was a 7 mm × 7 mm foil with a protective Ni overlayer (~1 μm) covering the 63Ni radioisotope β particle source. The actual activity of the 63Ni radioisotope β particle source was 185 MBq. The apparent activity of the 63Ni radioisotope β particle source, due to self-absorption within the source (Alam & Pierson, 2016), was calculated to be 136 MBq.

5.1 Expected Spectrum Incident on the Detector

In order to identify the different losses and aid the development of the electron spectrometer presented here, the spectrum emitted by the 63Ni radioisotope β particle source and its absorption before reaching the detector was simulated using the computer program CASINO (Drouin et al., 1997; Hovington et al., 1997;). The β particles, after their emission from the 63Ni radioisotope β particle source and before reaching the top face of the detector, may deposit energy in the protective Ni overlayer (~1 μm) covering the 63Ni radioisotope β particle source and the N2 layer (3.2 mm) between the 63Ni radioisotope β particle source and the top of the detector. The result of these simulations was the calculation of the spectrum incident on the detector.

The simulated electrons had energies from 1 keV to 66 keV (the 63Ni endpoint energy), with a step of 1 keV; different numbers of electrons were simulated for each energy to reflect the different emission probability, P, of each β particle energy including the effects of self-absorption in the source (Liu et al., 2015). A total of 18,361,685 electrons were simulated using a bank of 14 computers each with an Intel i7-6700, 4 cores, 3.40 GHz processor and 32 GB of random access memory. The inactive Ni overlayer (thickness of 1 μm and density of 8.908 g cm⁻³) and the N2 layer (thickness of 3.2 mm and density of 0.0012 g cm⁻³) were included in the simulations. CASINO was configured to perform the simulations using its Mott by Interpolation model. The authors of CASINO have previously reported this configuration to be faster than using empirical forms of the Mott cross section, to be more accurate than using analytical fits, and to require less computation time than use of the Rutherford cross section (Drouin et al., 1997). In CASINO the Ionisation Potential was set as per Joy & Luo (1989). The Random Number Generator was of Press et al. (1986). The Directing Cosine was specified as Hovington et al. (1997). The Effective Section Ionisation was selected to be Casnati et al. (1982). The computed trajectories of all electrons simulated were used to calculate their total remaining energy after passing through the Ni overlayer and N2 layer. The distribution of particle energy remaining for electrons of each energy simulated, was considered, and the distributions for all energies summed, thus resulting in the spectrum predicted to be incident on the detector from the 63Ni radioisotope β particle source. This can be seen in Figure 6.
5.2 Experimentally Measured and Expected Detected $^{63}$Ni $\beta$ Particle Spectrum

The detector (packaged in a TO-5 can) was connected to custom-made low-noise charge-sensitive preamplifier of feedback resistorless design of similar to that reported in ref. (Bertuccio et al., 1993). The output signal of the preamplifier was shaped using an Ortec 572A shaping amplifier which was further connected to a multi-channel analyser (MCA) for digitisation. This prototype electron spectrometer was then characterised with the detector and preamplifier at temperatures between 100 °C and 20 °C, in 20 °C steps. The detector and preamplifier were placed inside a climatic cabinet as per the electrical characterisation measurements reported above.

Initially, an $^{55}$Fe radioisotope X-ray source (Mn K\textalpha at 5.9 keV and Mn K\textbeta at 6.49 keV (Schötzig, 2000)) was used to illuminate the detector at each temperature. This enabled the charge scale of the spectrometer to be energy calibrated based on the positions of the zero energy noise peak and Mn K\textalpha peak. The $^{55}$Fe X-ray spectra allowed the identification of the optimum reverse bias and shaping time for the spectrometer at each temperature to give the best energy resolution. The optimum reverse bias was found to be -5 V within the investigated temperature range. The optimum shaping time to give the best energy resolution, as quantified by the Full Width at Half Maximum (FWHM) at 5.9 keV, was found to lengthen with decreasing temperature; it was found to be 0.5 μs at 100 °C, 80 °C, and 60 °C, 1 μs at 40 °C, and 2 μs at 20 °C. The optimum shaping time is achieved when the summation (in quadrature) of the shaping time varied noise contributions, i.e. parallel white noise (leakage current dependent) and series white noise (capacitance dependent) is minimized (Lioliu et al., 2017). The presently reported spectrometer had a more significant reduction in leakage current than in capacitance as the temperature decreased, explaining the lengthening of the optimum shaping time with decreased temperature. The energy resolution (FWHM) at 5.9 keV was found to be 0.65 keV at 20 °C, and 1.95 keV at 100 °C.

Following this, the $^{55}$Fe radioisotope X-ray source was removed and a $^{63}$Ni radioisotope $\beta$ particle source (66 keV endpoint energy) was positioned 3.2 mm above the top of the detector. The block diagram of the spectra accumulation set up can be seen in Figure 7. Spectra were again collected as a function of temperature (100 °C to 20 °C), with the detector reverse biased at -5V, and with the shaping time set as determined to be best at each temperature previously. The live time limit for each accumulated spectrum was 900 s. A low energy threshold was set to minimize counts from the zero energy noise peak.
Since changing the shaping time had the effect of changing the effective channel width (in units of eV) of MCA as would be expected, the accumulated spectra were recalibrated so that they could be presented in terms of counts per 1 keV thus enabling comparisons. The accumulated electron spectra presented in this way can be seen in Figure 8.

The apparent endpoint energy measured with the GaAs based electron spectrometer was 60 keV at 20 °C. The apparent endpoint energy was found to be 61 keV at 40 °C, and 63 keV at 60 °C, 80 °C, and 100 °C. The variation of the endpoint energy with temperature may be partially attributed to the different energy resolution (FWHM) of the spectrometer at different temperatures. Also, due to the increase of the Fano noise with increasing energy (Bertuccio, 2012), the energy resolution was expected to worsen slightly at 60 keV compared with that measured at 5.9 keV; a FWHM at 60 keV of 0.76 keV and 1.99 keV at 20 °C and 100 °C, respectively, was calculated assuming a Fano factor of 0.12 (Bertuccio et al., 1997) and considering the electronic noise components of the spectrometer in addition to the Fano noise. The dependency of the electron hole pair creation energy, \( \varepsilon \), with temperature within the investigated temperature range was also considered; the linear dependency found by Bertuccio & Maiocchi (2002) of \( \varepsilon [eV] = 4.55 - 0.00122T [K] \) within the temperature range 230 K to 320 K was extrapolated to cover the investigated temperature range.

CASINO simulations were then used to investigate and explain the difference between the \( ^{63}\text{Ni} \) radioisotope \( \beta^- \) particle source endpoint energy (66 keV), and the apparent endpoint energy of the accumulated spectrum at 20 °C shown in Figure 8.
Having computed the electron ($\beta$-particle) spectrum incident on the detector (Figure 6, section 5.1), the spectrum of electrons expected to be usefully absorbed by the detector was then calculated considering the computed quantum efficiency of the detector (Figure 5, section 4), thus taking to account energy losses within the dead layers of the detector (considered to be the top Ohmic contact covering 45% of the detector face, the p$^+$ layer, the n$^+$ layer, and the substrate). The resulting spectrum was the electron energy spectrum predicted to be detected from absorption of $\beta$-particles in the active i layer of the detector, but without any Fano or spectrometer electronic noise considered. The detected spectrum resulting from the CASINO simulations was then normalized to reflect the number of $\beta$-particles emitted by the $^{63}$Ni radioisotope $\beta$-particle source during the accumulation of the spectrum (live time of 900 s). Figure 9 shows the accumulated $^{63}$Ni $\beta$-particle spectrum at 20 °C, along with the expected incident on the detector spectrum, and expected detected spectrum.
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**Figure 9.** Comparison between the accumulated $^{63}$Ni $\beta$-particle spectrum at 20 °C (grey solid line) and the predicted to be detected spectrum (black dashes). The spectrum incident on the detector as calculated with CASINO simulations is also shown.

### 5.3 Discussion

The difference between the $^{63}$Ni $\beta$-particle spectrum emitted from the source and the accumulated spectrum were explained using the results from the CASINO simulations (sections 5.1 Expected Spectrum Incident on the Detector and 5.2 Experimentally Measured and Expected Detected $^{63}$Ni $\beta$-Particle Spectrum): electrons ($\beta$-particles) lose energy along their path through matter, hence the total energy deposited by each $\beta$-particle in the active layer of the detector is different from its initial energy, and it depends upon its initial energy and track from the $^{63}$Ni radioisotope $\beta$-particle source to the active layer of the detector. Electron ($\beta$-particle) energy losses within the Ni overlayer, the N$_2$ layer, the top contact, the p$^+$ layer, as well as the n$^+$ layer/substrate explained the difference between the emitted from the source and the accumulated $^{63}$Ni $\beta$-particle spectrum. The expected detected spectrum was in a good agreement with the accumulated $^{63}$Ni $\beta$-particle spectrum at 20 °C (see Figure 9) at energies ≥ 10 keV. At low energies, < 10 keV, the discrepancy between the simulated detected spectrum and the accumulated $^{63}$Ni $\beta$-particle spectrum is currently unknown with absolute certainty. The right hand side of the spectrometer zero energy peak tail not being entirely eliminated with the low energy threshold of 2 keV (the same energy threshold entirely eliminated the zero energy peak tail of the $^{55}$Fe X-ray spectrum at 20 °C) as a result of increased stray capacitive load on the input of the preamplifier due to the mechanical package of the $^{63}$Ni radioisotope $\beta$-particle source being different compared to that of the $^{55}$Fe radioisotope X-ray source, could explain the increased number of counts in the accumulated $^{63}$Ni $\beta$-particle spectrum compared
to the simulated detected spectrum. Similar effects in a GaAs based β- particle spectrometer measuring a $^{14}$C radioisotope β- particle source were attributed to this phenomenon (Barnett et al., 2012). However, the presence of the mechanical package of the $^{63}$Ni radioisotope β- particle source in the reported set up is expected to have negligible capacitive effects.

For developmental purposes, accurately predicting the detected spectrum, given that the incident electron spectrum is known, is essential for quantitative analysis of the accumulated electron spectra. When such a spectrometer is used for its intended application, the inverse is true: the incident spectrum would be reconstructed from the detected spectrum. The energy deposited in the active region of the detector does not equal the energy of the incident electron, but is only statistically related to the energy of the incident electron (Vampola, 1998). Thus understanding processes such as electron energy deposition, scattering, and backscattering within the electron spectrometer (and any future instrument optics) is necessary for extracting information from the accumulated electron spectra and identifying the original electron spectra incident on the instrument.

As shown in Figure 9, the GaAs detector coupled to the readout electronics can be used for counting β- particles and measuring the total energy per particle deposited in the detectors active region (i layer). Reducing the total area of the detector face covered by the top Ohmic contact and reducing the thickness of the p+ layer, within practicalities, would minimize the losses of electron energies at the top dead layers, allowing the more complete absorption of the energy of each electron incident on the detector. The thickness of the p+ layer may be possibly reduced by etching of the p+ layer in the region not covered by the top Ohmic contact. The thickness of the active layer of the detector (10 μm i layer), did not limit the absorption of high electron energies (up to 66 keV) (Figure 5), however, the efficient absorption of electrons with energy > 66 keV electrons would require a thicker active layer. Increasing the thickness of the i layer to e.g. 35 μm or 105 μm would allow full absorption of electrons up to 100 keV or 200 keV, respectively.

The reported GaAs based electron spectrometer has been demonstrated to function up to 100 °C (Figure 8), within the energy range 1 keV to 66 keV. Previous reports on GaAs have proved the material’s high radiation resistance (eg. Dixit et al. (2015); Ladzianský et al. (2009); Ly Anh et al. (2006); Rossi et al. (2006) and Šagátová et al. (2014)). Both of these attributes suggest that the reported electron spectrometer may be used in numerous future space missions to intense radiation and high temperature environments (up to 100 °C, without the need for cooling). Thus direct detection electron spectroscopy with a simpler instrument thermal management system and reduced instrument radiation shielding compared to that required for a traditional Si electron detector may be achieved. This is beneficial for electron spectroscopy in environments where these attributes are desirable or required, for example, for the examination of radiolytic processes occurring at surfaces of Europa and comets, and determination of the nature and origin of the magnetic field of Mercury.

Since the accumulated spectrum and the spectrum expected to be detected by the spectrometer were in good agreement for the $^{63}$Ni radioisotope β- particle source, the response of the reported electron spectrometer in the environment of Europa was considered. The omnidirectional electron flux computed by Paranicas et al. (Paranicas et al., 2009) based on the Divine and Garrett model, and Voyager 1 and Galileo data, at a radial distance of 9.5 R$_{E}$, near Europa’s orbit, was used to represent Europa’s radiation environment, and can be seen in Figure 10. For clarity, only the softer (e.g. 10 keV – 100 keV) electrons were included in the prediction of the
electron spectrometer response in Europa, given the quantum detection efficiency of the spectrometer (Figure 5, section 4).

Figure 10. Omnidirectional electron flux expected at Europa (9.5 RJ) as a function of energy, after Paranicas et al. (2009).

The electron spectrum incident on the detector was then computed: the electron flux at Europa (Figure 10) was divided by 2 (assuming the detector is single sided) and multiplied by the area of the detector ($3.14 \times 10^{-4}$ cm$^2$). Having computed the electron spectrum incident on the detector (counts keV$^{-1}$ s$^{-1}$), the spectrum of electrons expected to be usefully absorbed by the detector was calculated. Energy losses within the dead layers of the detector (the top Ohmic contact covering 45% of the detector face, the p$^+$ layer, the n$^+$ layer, and the substrate) were taken to account, in order to predict the detected spectrum from absorption of electrons in the active i layer of the detector, at Europa. This was achieved by considering the computed quantum efficiency of the detector (Figure 5, section 4). The spectra predicted to be incident on the detector and to be detected can be seen in Figure 11. It should be noted here that the Fano noise and the spectrometer’s electronic noise were excluded from the predictions. Given that the response of the spectrometer is well-known (the match between the expected and experimentally measured $^{63}$Ni $\beta$-spectra is good) for a real detected spectrum accumulated at Europa, it would be possible to transform the spectrum detected into the spectrum incident on the detector and thus determine the energy characteristics of the electron population at Europa. Similar can be said for other applications such as measurements of electron populations at Mercury and near Sun comets, where the spectrometer could operate uncooled at temperatures ≤ 100 $^\circ$C.

Figure 11. Comparison between the predicted to be incident on detector (solid line) and to be detected (black dashes) electron spectra (10 keV to 100 keV) of the radiation environment near Europa’s orbit. Electron energy losses within the top contact, the p$^+$ layer, and the n$^+$
layer/substrate explained the difference between the spectra predicted to be incident and predicted to be detected.

Predicting the likely detected electron spectra (counts keV⁻¹ s⁻¹) in a specific application allows the required accumulation times to be considered. In order to accurately identify the incident electron spectrum from the detected spectrum, the statistics need to be good (Vampola, 1998); Figure 11 suggests that an accumulation time of the order ~10 s per spectrum will be sufficient across this energy range if the Paranicas et al. (2009) data represents the reality at Europa.

Ignoring data storage and transmission limitations, and assuming negligible dead time in the spectra accumulation, the shortest (best resolution) spatial sampling distance can be estimated for an electron spectrometer of this type in orbit around Europa. For a spacecraft in orbit around Europa at an altitude of ~100 km with zero eccentricity (assuming a Europa radius of 1560.8 km and a Europa gravitational parameter of 3201 km³ s⁻² (Paskowitz & Scheeres, 2006)), the spacecraft would travel 13.8 km in 10 s, hence 759 spectra could be accumulated per orbit with a ≈ 14 km spatial resolution.

In order to refine the possible radiolytic contribution and/or ocean origin of the compound abundances revealed to be present on Europa, such as hydrated compounds, the correlation between the spatial distribution of the compounds and the spatial distribution of electrons should be investigated. Spectral images (reflectance spectra) from the Galileo Near Infrared Mapping spectrometer, NIMS, were previously used to map the hydrated compound distribution on Europa (Carlson et al., 2005). A strong asymmetry was found between the leading and trailing hemisphere of Europa for the hydrate content. A similar asymmetry was also suggested for the electron distribution based on calculations of the electron deposition on Europa’s surface (Paranicas et al., 2001; Paranicas et al., 2009). A spatial resolution for the electron spectrometer similar to or better than the variation in the spatial distribution of the compounds of interest on the surface would be desirable in order to resolve electron spectra spatial variations and correlate them with the abundances of the surface compounds. The spatial resolution of NIMS was between 7 km and 39 km when global mapping was performed and 1.7 km when regional mapping was constructed (Carlson et al., 2005). The spatial resolution of the reported electron spectrometer could be improved by using a larger area detector. As examples, the spectrum accumulation time could be halved (thus resulting in a spatial resolution ≈ 7 km whilst maintaining the same statistics) if a GaAs detector with a 282 μm diameter was used; a GaAs detector with a 550 μm diameter would provide a spatial resolution of ≈ 2 km and thus provide similar spatial resolution mapping of the electron population in orbit, as the NIMS regional mapping of compounds on the surface.

Looking even further to the future of European radiolytic science, measurements by an electron spectrometer of this type either on or close to the surface (deployed for example on one or more landers, rovers, or aerobots) would enable the ground truth electron environment to be established and related to orbiter measurements. Measurements by an electron spectrometer on one or more penetrators would enable the surface and subsurface radiation environments to be measured. These experiments coupled with further terrestrial laboratory investigations of how electrons process simulant Europa-style ices would enable substantially better models of Europa’s surface chemistry, and possibly even sub-surface and ocean chemistry, to be created.
6 Conclusions

Work towards the development of a multi-mission capable direct detection electron spectrometer suitable for use in harsh space environments has been reported. Development of such a multi-mission capable instrument would enable technology reuse and hence space missions with reduced costs and risks. One use of such an instrument would be to quantify the electron environment at Europa as part of efforts to understand the electron-driven radiolytic processes taking place on its surface.

As part of this, an electron spectrometer employing a GaAs $p^+\cdot i\cdot n^+$ circular mesa photodiode detector (200 μm diameter) and a custom-made charge-sensitive preamplifier was investigated at temperatures up to 100 °C. The detector was initially electrically characterized as a function of temperature, and the spectrometer was then characterized using simulations and laboratory measurements with a $^{63}$Ni radioisotope $\beta^-$ particle source.

The quantum efficiency of the instrument and the spectra expected to be detected by the instrument during the measurements were calculated using the computer program CASINO. Good agreement was found between the spectra predicted from the simulations and those obtained during the experiments, thus giving confidence that the performance of the instrument was well-understood. It was also experimentally shown that the spectrometer could detect electrons spectroscopically from the $^{63}$Ni radioisotope $\beta^-$ particle source across this temperature range.

The electron spectrum predicted to be detected by such an instrument near Europa’s orbit (9.5 R$_J$) was considered, accounting for electrons incident on the detector with energies up to 100 keV. Given the expected electron fluences, such an instrument could provide a new spectrum for every ~14 km travelled in orbit around Europa. Use of a larger area detector would proportionally improve (shorten) the distance travelled during each spectrum accumulation, and thus further improve the spatial resolution obtained. Measurements of this type have value in investigating the radiolytically produced chemistry of Europa’s surface where many compounds (detected via the Galileo Near Infrared Mapping spectrometer) are thought to be of radiolytic origin.
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