Measurement of the W-boson mass in pp collisions at
TeV with the ATLAS detector
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Abstract A measurement of the mass of tké boson is At lowest order in the electroweak theory, tifé-boson
presented based on protonBproton collision data recordedimass,myy, can be expressed solely as a function of Zhe
2011 at a centre-of-mass energy of 7 TeV with the ATLASboson massnz, the bPne-structure constant,and the Fermi
detector at the LHC, and corresponding td 4b°1 of constant,G,. Higher-order corrections introduce an addi-
integrated luminosity. The selected data sample consists tibnal dependence of th&/-boson mass on the gauge cou-
7.8x 10° candidatesinth&/  p channeland®x 10°  plings and the masses of the heavy particles of the SM. The
candidates in th&V e channel. ThaV-boson mass is mass of thaV boson can be expressed in terms of the other
obtained from template bts to the reconstructed distributionSM parameters as follows:

of the charged lepton transverse momentum and oiwhe 2
boson transverse mass in the electron and muon decay chaﬁ\ZN 18 My

- 2 51+ 1),
nels, yielding mz 2Gy
where r incorporates the effect of higher-order correc-
my = 80370% 7 (stat) + 11(exp. sys} tions [14,15]. In the SM, r is in particular sensitive to the
t 14(mod. sys) MeV top-quark and Higgs-boson masses; in extended theories,
= 80370+ 19 MeV, receives contributions from additional particles and interac-

tions. These effects can be probed by comparing the mea-
where the brst uncertainty is statistical, the second corresured and predicted values iy . In the context of global
sponds to the experimental systematic uncertainty, and tHets to the SM parameters, constraints on physics beyond the
third to the physics-modelling systematic uncertainty. AmeaSM are currently limited by th#&/-boson mass measurement
surement of the mass difference between\ie andW=  precision [L6]. Improving the precision of the measurement
bosons yieldsny+ S mys =S 29+ 28 MeV. of myy is therefore of high importance for testing the overall

consistency of the SM.

Previous measurements of the mass ohboson were

1 Introduction performed atthe CERN SPS protonbantiprofmp)(collider

with the UA1 and UA2 experimentsly,18] at centre-of-
The Standard Model (SM) of particle physics describes thenass energies of s = 546GeV and s = 630GeV, at
electroweak interactions as being mediated byhboson, the Tevatronpp collider with the CDF and DO detectors at
the Z boson, and the photon, in a gauge theory based ons = 1.8TeV [19E21] and s = 1.96 TeV [22£24], and at
the SU2),. x U(1)y symmetry LEB]. The theory incorpo- the LEP electronbpositron collider by the ALEPH, DELPHI,
rates the observed masses of Wieand Z bosons through a L3, and OPAL collaborations ats = 1619209 GeVJ5D
symmetry-breaking mechanism. In the SM, this mechanisr@8]. The current Particle Data Group world average value
relies on the interaction of the gauge bosons with a scala@f mw = 80385+ 15MeV [29] is dominated by the CDF
doublet Peld and implies the existence of an additional physand DO measurements performed & = 1.96 TeV. Given
ical state known as the Higgs bosatY]. The existence of the precisely measured values ofG,, andmz, and taking
theW andZ bosons was Prst established at the CERN SPS irecent top-quark and Higgs-boson mass measurements, the
1983 BBL1], and the LHC collaborations ATLAS and CMS SM prediction ofmyy is my = 80358+ 8 MeV in Ref. [1§]
reported the discovery of the Higgs boson in 2012 13]. andmy = 80362+ 8 MeV in Ref. 3(0]. The SM prediction

uncertainty of 8 MeV represents a target for the precision of

e-mail:atlas.publications@cern.ch future measurements ofy .
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At hadron colliders, th&/-boson mass can be determined of the W-boson sample. Sectidhl presents the extraction
in DrellBYan productiond1] from W decays, where  of my. The results are summarised in S&&.
is an electron or muon. The mass of iWboson is extracted
from the Jacobian edges of the Pnal-state kinematic distribu-
tions, measured in the plane perpendicular to the beam dire2- Measurement overview
tion. Sensitive observables include the transverse momenta
of the charged lepton and neutrino and Weboson trans- This section provides the debnition of the observables used in
verse mass. the analysis, an overview of the measurement strategy for the
The ATLAS and CMS experiments benebt from large sig-determination of the mass of th& boson, and a description
nal and calibration samples. The numbers of selefted of the methodology used to estimate the systematic uncer-
andZ-boson events, collected in a sample corresponding ttainties.
approximately 4.6 B! of integrated luminosity at a centre-
of-mass energy of 7 TeV, are of the order of’ 1for the 2.1 Observable debnitions
w , and of the order of 10for the Z pro-
cesses. The available data sample is therefore larger by &TLAS uses aright-handed coordinate system with its origin
order of magnitude compared to the corresponding sampled the nominal interaction point (IP) in the centre of the detec-
used for the CDF and DO measurements. Given the precisetgr and thez-axis along the beam pipe. Theaxis points
measured value of the-boson mass3j2] and the clean lep- from the IP to the centre of the LHC ring, and theaxis
tonic bnal state, th& processes provide the primary points upward. Cylindrical coordinatés ) are used in the
constraints for detector calibration, physics modelling, andransverse plane, being the azimuth around tlzeaxis. The
validation of the analysis strategy. The sizes of these sampl@seudorapidity is dePned in terms of the polar angkes
correspond to a statistical uncertainty smaller than 10 MeV =S Intan( / 2).
in the measurement of th&/-boson mass. The kinematic properties of charged leptons frdmand
Measurements ahy at the LHC are affected by signif- Z-boson decays are characterised by the measured transverse
icant complications related to the strong interaction. In parmomentum,p;, pseudorapidity, , and azimuth, . The
ticular, in protonbprotong(p) collisions at s = 7 TeV, mass of the leptonn , completes the four-vector. F&-
approximately 25% of the inclusiv@V-boson production boson events, the invariant mass, , the rapidity,y , and
rate is induced by at least one second-generation gsark,the transverse momenturp; , are obtained by combining
or ¢, in the initial state. The amount of heavy-quark-initiatedthe four-momenta of the decay-lepton pair.
production has implications for the@/-boson rapidity and The recoil in the transverse planey, is reconstructed
transverse-momentum distributior83]. As a consequence, from the vector sum of the transverse energy of all clusters
the measurement of th@/-boson mass is sensitive to the reconstructed in the calorimeters (S&)t.excluding energy
strange-quark and charm-quark parton distribution functiondeposits associated with the decay leptons. It is debned as:
(PDFs) of the proton. In contrast, second-generation quarks
i i ur=  Eri,
contribute only to approximately 5% of the overdéltboson '
production rate at the Tevatron. Other important aspects of
the measurement of thé&/-boson mass are the theoretical whereEr ; is the vector of the transverse energy of cluster
description of electroweak corrections, in particular the modi. The transverse-energy vector of a cluster has magnitude
elling of photon radiation from th&/- and Z-boson decay Et = E/ cosh , with the energy deposit of the clustérand
leptons, and the modelling of the relative fractions of helicityits pseudorapidity . The azimuth of the transverse-energy
cross sections in the DrellbYan procesSes. [ vector is debPned from the coordinates of the cluster in the
This paper is structured as follows. Sect®presents an transverse plane. IW- and Z-boson eventsS ut provides
overview of the measurement strategy. SecBaescribes an estimate of the boson transverse momentum. The related
the ATLAS detector. Sectiohdescribes the data and simula- quantitiesuy anduy are the projections of the recoil onto the
tion samples used for the measurement. Se&idescribes axes of the transverse plane inthe ATLAS coordinate system.
the object reconstruction and the event selection. Seétion In Z-boson eventsy? andu? represent the projections of
summarises the modelling of vector-boson production anthe recoil onto the axes parallel and perpendicular tazthe
decay, with emphasis on the QCD effects outlined aboveboson transverse momentum reconstructed from the decay-
Sections7 and 8 are dedicated to the electron, muon, andlepton pair. Whereas? can be comparedfﬁ»pT and probes
recoil calibration procedures. Secti®presents a set of val- the detector response to the recoil in terms of linearity and
idation tests of the measurement procedure, performed usimgsolution, theZ distribution satisPesiZ = 0and its width
the Z-boson event sample. Sectit@ describes the analysis provides an estimate of the recoil resolution.Wtboson
eventsu andu are the projections of the recoil onto the
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axes parallel and perpendicular to the reconstructed chargeglatibility test. The 2 as a function ofnyy is interpolated,
lepton transverse momentum. and the measured value is determined by analytical minimi-
The resolution of the recoil is affected by additional eventsation of the 2 function. Predictions for different values
properties, namely the per-event numbempg@finteractions of my are obtained from a single simulated reference sam-
per bunch crossing (pile-ug), the average number gfp  ple, by reweighting th&V-boson invariant mass distribution
interactions per bunch crossing , the total reconstructed according to the BreitbWigner parameterisation of Bj. (
transverse energy, dePned as the scalar sum of the transverf$e W-boson width is scaled accordingly, following the SM
energy of all calorimeter clusters,Et i ET,i, and the relation msv.
quantity Eg Et S |ut|. The latter is less correlated  Experimentally, thep, andemiSSdistributions are affected
with the recoil than Ert, and better represents the eventby the lepton energy calibration. The latter is also affected
activity related to the pile-up and to the underlying event. by the calibration of the recoil. Thp and p?"ss distribu-
The magnitude and direction of the transverse-momenturtions are broadened by th#-boson transverse-momentum
vector of the decay neutringy, are inferred from the vector distribution, and are sensitive to thi¢-boson helicity states,
of the missing transverse momentumf,”iss, which corre-  which are inBuenced by the proton PDEY]] Compared
sponds to the momentum imbalance in the transverse plarie p;, the my distribution has larger uncertainties due to
and is debned as: the recoil, but smaller sensitivity to such physics-modelling
effects. Imperfect modelling of these effects can distort the
template distributions, and constitutes a signipcant source of

The W-boson transverse massyr, is derived from p.'PiSS uncertainties for the determination iy

and from the transverse momentum of the charged lepton as The calibration procedures described in this paper rely
mainly on methods and results published earlier by ATLAS

m

p_l_iss:é pr + Ut

follows: [38240], and based oW and Z samples at s = 7 TeV

mr= 2p; p_rpiSS(lg cos ), and s = 8TeV. TheZ event samples are used
to calibrate the detector response. Lepton momentum cor-

where s the azimuthal opening angle between therections are derived exploiting the precisely measured value

charged lepton and the missing transverse momentum.  of the Z-hoson massmyz [32], and the recoil response is

All vector-boson masses and widths are debned in thggjiprated using the expected momentum balance ith
running-width scheme. Resonances are expressed by the rg§entibcation and reconstruction efbciency corrections are
ativistic BreitbWigner mass distribution: determined fromW- and Z-boson events using the tag-and-
d m2 probe method38,40]. The dependence of these corrections
1)  on p; is important for the measurementmfy, as it affects

the shape of the template distributions.

wheremis the invariant mass of the vector-boson decay prod- The detector response corrections and the physics mod-
ucts, andny and v, with V = W, Z, are the vector-boson elling are veribed inZ-boson events by performing mea-
masses and widths, respectively. This scheme was introducedrements of th&-boson mass with the same method used
in Ref. [35], and is consistent with earlier measurements oto determine th&V-boson mass, and comparing the results

dm 28 M2+ m? 2/ m2’
dm  (Mm2Smg)Z2+ mt §/mg

the W- andZ-boson resonance parametezd, B2]. to the LEP combined value afiz, which is used as input
for the lepton calibration. The determination wf; from
2.2 Analysis strategy the lepton-pair invariant mass provides a Prst closure test

of the lepton energy calibration. In addition, the extraction

The mass of th&V boson is determined from bts to the trans-of mz from the p; distribution tests thep;-dependence of
verse momentum of the charged leptpp, and to the trans-  the efPciency corrections, and the modelling of rboson
verse mass of th#/ boson,mt. For W bosons at rest, the transverse-momentum distribution and of the relative frac-
transverse-momentum distributions of iedecay leptons tions of Z-boson helicity states. Th@‘iss andmry variables
have a Jacobian edge at a valuetdf2, whereas the distri- are debned itZ-boson events by treating one of the recon-
bution of the transverse mass has an endpoint at the value stfucted decay leptons as a neutrino. The extractiamof
m [36], wherem is the invariant mass of the charged-leptonfrom the mt distribution provides a test of the recoil cali-
and neutrino system, which is related gy through the bration. The combination of the extraction of, from the
BreitbWigner distribution of Eqlj. m , p; andmy distributions provides a closure test of the

The expected Pnal-state distributions, referred to as temmeasurement procedure. The precision of this validation pro-
plates, are simulated for several valuesraf and include cedure is limited by the Pnite size of tlzeboson sample,
signal and background contributions. The templates are comvhich is approximately ten times smaller than iveboson
pared to the observed distribution by means oflacom-  sample.
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Table 1 Summary of categories and kinematic distributions used imtfyeneasurement analysis for the electron and muon decay channels

Decay channel W e W u

Kinematic distributions pr. Mr pr. Mt

Charge categories wt, ws wt, ws

| | categories [0, 0.6],[0.6,1.2],[1.8,2.4] [0, 0.8],[0.8,1.4],[1.4,2.0], [2.0, 2.4]

The analysis of th&-boson sample does not probe dif- tainty. When relevant, these variations are applied simul-
ferences in the modelling oV- and Z-boson production taneously in theN-boson signal samples and in the back-
processes. Where&¥-boson production at the Tevatron is ground contributions. The systematic uncertainties are esti-
charge symmetric and dominated by interactions with at leagshated separately for each source and for bt ranges &f 32
one valence quark, the sea-quark PDFs play alargerrole attipg < 45GeV and 66< my < 99GeV. These bt ranges
LHC, and contributions from processes with heavy quarks imminimise the total expected measurement uncertainty, and
the initial state have to be modelled properly. Mié-boson  are used for the Pnal result as discussed in Sdct.
production rate exceeds that 8> bosons by about 40%, In Sects.6, 7, 8, and 10, which discuss the systematic
with a broader rapidity distribution and a softer transverseuncertainties of thenyy measurement, the uncertainties are
momentum distribution. Uncertainties in the modelling ofalso given for combinations of measurement categories. This
these distributions and in the relative fractions of iMe  providesinformation showing the reduction of the systematic
boson helicity states are constrained using measuremeniscertainty obtained from the measurement categorisation.
of W- and Z-boson production performed with the ATLAS For these cases, the combined uncertainties are evaluated
experimentat s= 7 TeVand s= 8TeV [41E45]. including only the expected statistical uncertainty in addi-

The Pnal measured value of théboson mass is obtained tionto the systematic uncertainty being considered. However,
from the combination of various measurements performethe total measurement uncertainty is estimated by adding all
in the electron and muon decay channels, and in charge- amnchcertainty contributions in quadrature for each measure-
| |-dependent categories, as debned in Tablde bound- ment category, and combining the results accounting for cor-
aries ofthg | categories are driven mainly by experimentalrelations across categories.
and statistical constraints. The measurements\gfused in During the analysis, an unknown offset was added to the
the combination are based on the observed distributiops of value ofmyy used to produce the templates. The offset was
andmr, which are only partially correlated. Measurementsrandomly selected from a uniform distribution in the range
of my based on th@?‘ssdistributions are performed as con- [S 100, 100 MeV, and the same value was used for &
sistency tests, but they are not used in the combination duend W® templates. The offset was removed after thg
to their signibcantly lower precision. The consistency of themeasurements performed in all categories were found to be
results in the electron and muon channels provide a furthexompatible and the analysis procedure was Pnalised.
test of the experimental calibrations, whereas the consistency
of the results for the different charge gnd| categories tests
the W-boson production model.

Further consistency tests are performed by repeating th3é

measurement in three intervals , in two intervals of . . . .
of The ATLAS experiment46] is a multipurpose particle detec-

uT andu , and by removing th@}"issselection requirement, _ | o
S LT . . . tor with a forward-backward symmetric cylindrical geome-
which is applied in the nominal signal selection. The con-

. : o . try. It consists of an inner tracking detector surrounded by a
sistency of the values ahyy in these additional categories . ) ) . .
probes the modelling of the recoil response, and the moqt-h'n superconducting solenoid, electromagnetic and hadronic
elling of the transverse-momentumspectrum(’)Mhboson calorimeters, and a muon spectrometer incorporating three

Finally, the stability of the result with respect to the charged—Iarge sgperconductlng toroid mag'ne.ts. . .
The inner-detector system (ID) is immersed in a 2 T axial

lepton azimuth, and upon variations of the btting ranges is . . . I
vepribed P grang magnetic Peld and provides charged-patrticle tracking in the

. .. . . . < -
Systematic uncertainties in the determinatiomygf are rqnge| | 2.5. At small radi, a h|gh granul_arlty 5|I|cqn
. ixel detector covers the vertex region and typically provides
evaluated using pseudodata samples produced from the nofm- . .
three measurements per track. It is followed by the silicon

inal simulated event samples by varying the parameters cor-. . ) . .
. L ... _Mmicrostrip tracker, which usually provides eight measure-
responding to each source of uncertainty in turn. The differ-

ences between the valuesmjy extracted from the pseudo- 262: %Ol')nts per Eﬁcz -[rh?;f i'll(;:)nndifiteﬁo:jsi a:iren(f:miler-
data and nominal samples are used to estimate the uncer-e. edbyagas- _e straw-tube fransition racia 0. acker,
which enables radially extended track reconstruction up to

The ATLAS detector

123



Eur. Phys. J. C (2018) 78:110 Page 5 of 61 110

| | = 2.0. The transition radiation tracker also provides elec- The Powheg MC generator 49E61] (v1/r1556) is used
tron identibcation information based on the fraction of hitsfor the simulation of the hard-scattering processe&/eand
(typically 35 in total) above a higher energy-deposit thresh-Z-boson production and decay in the electron, muon, and tau
old corresponding to transition radiation. channels, and is interfacedRgthia 8 (v8.170) for the mod-
The calorimeter system covers the pseudorapidity rangelling of the parton shower, hadronisation, and underlying
| | < 4.9.Withintheregion | < 3.2, electromagnetic (EM) event p2,53], with parameters set according to the AZNLO
calorimetry is provided by high-granularity lead/liquid-argon tune §4]. The CT10 PDF set34] is used for the hard-
(LAr) calorimeters, with an additional thin LAr presampler scattering processes, whereas the CTEQ6L1 PDBSEis
covering| | < 1.8 to correct for upstream energy-loss RBuc-used for the parton shower. In tEdeboson samples, the effect
tuations. The EM calorimeter is divided into a barrel sec-of virtual photon production ( ) andZ/ interference is
tion covering| | < 1.475 and two endcap sections coveringincluded. The effect of QED bnal-state radiation (FSR) is
1.375< | | < 3.2. For| | < 25itis divided into three lay- simulated withPhotos (v2.154) b6]. Tau lepton decays are
ersindepth, which are bnely segmentedand . Hadronic  handled byPythia 8, taking into account polarisation effects.
calorimetry is provided by a steel/scintillator-tile calorime- An alternative set of samples fév- andZ-boson production
ter, segmented into three barrel structures withjn< 1.7 is generated witPowheginterfaced tdHerwig (v6.520) for
and two copper/LAr hadronic endcap calorimeters coveringhe modelling of the parton showéx{], and toJimmy(v4.31)
15 < | | < 3.2. The solid-angle coverage is completedfor the underlying eventg]. The W- and Z-boson masses
with forward copper/LAr and tungsten/LAr calorimeter mod- are set tomy = 80.399GeV andmz = 91.1875GeV,
ulesin31 < | | < 4.9, optimised for electromagnetic and respectively. During the analysis, the value of Weboson
hadronic measurements, respectively. mass in thew andW samples was blinded
The muon spectrometer (MS) comprises separate triggersing the reweighting procedure described in S2ct.
and high-precision tracking chambers measuring the def3ec- Top-quark pair production and the single-top-quark pro-
tion of muons in a magnetic beld generated by supercorcesses are modelled using the MC@NLO MC generator
ducting air-core toroids. The precision chamber system couv4.01) p9E61], interfaced toHerwig andJimmy Gauge-
ers the region | < 2.7 with three layers of monitored boson pair productionWW, W Z, Z Z) is simulated with
drift tubes, complemented by cathode strip chambers in thElerwig (v6.520). In all the samples, the CT10 PDF set
forward region. The muon trigger system covers the rangées used. Samples of heavy-Bavour multijet evenp (
| | < 2.4 with resistive plate chambers in the barrel, andbb + X and pp cc + X) are simulated witlPythia 8
thin gap chambers in the endcap regions. to validate the data-driven methods used to estimate back-
A three-level trigger system is used to select events fogrounds with non-prompt leptons in the bnal state.
off3ine analysis47]. The level-1 trigger is implemented in ~ Whereas the extraction ofyy is based on the shape of dis-
hardware and uses a subset of detector information to redutgbutions, and is not sensitive to the overall normalisation of
the event rate to a design value of at most 75kHz. This ishe predicted distributions, it is affected by theoretical uncer-
followed by two software-based trigger levels which togethetainties in the relative fractions of background and signal.
reduce the event rate to about 300 Hz. The W- andZ-boson event yields are normalised according
to their measured cross sections, and uncertainties of 1.8%
and 2.3% are assigned to té" / Z andW*/ Z production
4 Data samples and event simulation cross-section ratios, respectivefl]. Thett sample is nor-
malised according to its measured cross sec6@hwith an
The data sample used in this analysis consisWoéndZ-  uncertainty of 3.9%, whereas the cross-section predictions
boson candidate events, collected in 2011 with the ATLASor the single-top production processes of ReSEB5]| are
detector in protonbproton collisions at the LHC, at a centredsed for the normalisation of the corresponding sample, with
of-mass energy of s = 7 TeV. The sample for the electron an uncertainty of 7%. The samples of events with massive
channel, with all relevant detector systems operational, cogauge-boson pair production are normalised to the NLO pre-
responds to approximately6ifb>? of integrated luminosity. dictions calculated with MCFMdg], with an uncertainty of
A smaller integrated luminosity of approximatelyi4b>lis ~ 10% to cover the differences to the NNLO predictio#][
used in the muon channel, as part of the data was discarded The response of the ATLAS detector is simulated using a
dueto atiming problemin the resistive plate chambers, whiclprogram B8] based onGeant 4 [69]. The ID and the MS
affected the muon trigger efbciency. The relative uncertaintyvere simulated assuming an ideal detector geometry; align-
of the integrated luminosity is 1.8%4§]. This data set pro- ment corrections are applied to the data during event recon-
vides approximately 1.4 10’ reconstructetlV-boson events  struction. The description of the detector material incorpo-
and 1.8« 10° Z-boson events, after all selection criteria haverates the results of extensive studies of the electron and pho-
been applied. ton calibration B9]. The simulated hard-scattering process
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is overlaid with additional protonBproton interactions, simfrom the measurement, as the amount of passive material in
ulated withPythia 8 (v8.165) using the A2 tuné&/()]. The  front of the calorimeter and its uncertainty are largest in this
distribution of the average number of interactions per bunchegion 9], preventing a sufpciently accurate description of
crossing L spans the range2D160, with a mean value of non-Gaussian tails in the electron energy response. Addi-
approximately 9D. tional isolation requirements on the nearby activity in the
Simulation inaccuracies affecting the distributions of thelD and calorimeter are applied to improve the background
signal, the response of the detector, and the underlying-evergjection. These isolation requirements are implemented by
modelling, are corrected as described in the following secrequiring the scalar sum of thgr of tracks in a cone of size
tions. Physics-modelling corrections, such as those affect- R () 2+ () 2< 0.4aroundthe electrom; "
ing theW-boson transverse-momentum distribution and theand the transverse energy deposited in the calorimeter within

angular decay coefpcients, are discussed in $edali- a cone of size R < 0.2 around the electrorE{°", to be
bration and detector response corrections are presentedsmall. The contribution from the electron candidate itself is
Sects.7 and8. excluded. The specibc criteria are optimised as a function

of electron and pt to have a combined efpciency of about

95% in the simulation for isolated electrons from the decay
5 Particle reconstruction and event selection of aW or Z boson.

The muon reconstruction is performed independently in

This section describes the reconstruction and identibcatiathe ID and in the MS, and a combined muon candidate is
of electrons and muons, the reconstruction of the recoil, anfbrmed from the combination of a MS track with an ID track,
the requirements used to sel&t and Z-boson candidate based on the statistical combination of the track parame-
events. The recoil provides an event-by-event estimate dérs §0]. The kinematic properties of the reconstructed muon
theW-boson transverse momentum. The reconstructed kinexre dePned using the ID track parameters alone, which allows
matic properties of the leptons and of the recoil are used simpler calibration procedure. The loss of resolution is
to infer the transverse momentum of the neutrino and themall (10D15%) in the transverse-momentum range relevant

transverse-mass kinematic variables. for the measurement of thé&/-boson mass. The ID tracks
associated with the muons must satisfy quality requirements
5.1 Reconstruction of electrons, muons and the recoil on the number of hits recorded by each subdetecty. [

In order to reject muons from cosmic rays, the longitudinal
Electron candidates are reconstructed from clusters of energyordinate of the point of closest approach of the track to the
deposited in the electromagnetic calorimeter and associatdtamline is required to be within 10 mm of the collision ver-
with atleast one track in the II3B,39]. Quality requirements tex. Muon candidates are required to hgye> 20 GeV and
are applied to the associated tracks in order to reject poorly | < 2.4. Similarly to the electrons, the rejection of multijet
reconstructed charged-particle trajectories. The energy dfackground is increased by applying an isolation require-
the electron is reconstructed from the energy collected iment : the scalar sum of ther of tracks in a cone of size
calorimeter cells within an area of size x = 0.075x R < 0.2 around the muon candidatgy “°", is required
0.175 in the barrel, and.025x 0.125 in the endcaps. A to be less than 10% of the mugqu.
multivariate regression algorithm, developed and optimised The recoil,uT, is reconstructed from the vector sum of the
on simulated events, is used to calibrate the energy recotransverse energy of all clusters measured in the calorimeters,
struction. The reconstructed electron energy is corrected tas debned in Sec2.1 The ATLAS calorimeters measure
account for the energy deposited in front of the calorimeteenergy depositions in the rangg < 4.9 with a topologi-
and outside the cluster, as well as for variations of the energgal clustering algorithm71], which starts from cells with an
response as afunction of the impact point of the electroninthenergy of at least four times the expected noise from elec-
calorimeter. The energy calibration algorithm takes as inputgronics and pile-up. The momentum vector of each cluster is
the energy collected by each calorimeter layer, including theletermined by the magnitude and coordinates of the energy
presampler, the pseudorapidity of the cluster, and the localeposition. Cluster energies are initially measured assuming
position of the shower within the cell of the second layer,that the energy deposition occurs only through electromag-
which corresponds to the cluster centroid. The kinematimetic interactions, and are then corrected for the different
properties of the reconstructed electron are inferred frongalorimeter responses to hadrons and electromagnetic parti-
the energy measured in the EM calorimeter, and from theles, for losses due to dead material, and for energy which
pseudorapidity and azimuth of the associated track. Electrois not captured by the clustering process. The debnition of
candidates are required to hape > 15GeV and | < 24  ut and the inferred quantitiep)?‘iss andmy do not involve
and to fulbl a set of tight identibcation requiremer86]]  the explicit reconstruction of particle jets, to avoid possible
The pseudorapidity range2l < | | < 1.82 is excluded threshold effects.
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Clusters located a distanceR < 0.2 from the recon- 6 Vector-boson production and decay
structed electron or muon candidates are not used for the
reconstruction ofit. This ensures that energy deposits orig-Samples of inclusive vector-boson production are produced
inating from the lepton itself or from accompanying pho-using thePowheg MC generator interfaced tBythia 8,
tons (from FSR or Bremsstrahlung) do not contribute tohenceforth referred to @&owheg+Pythia 8. TheW- and
the recoil measurement. The energy of any soft particleZ-boson samples are reweighted to include the effects of
removed along with the lepton is compensated for usindpigher-order QCD and electroweak (EW) corrections, as well
the total transverse energy measured in a cone of the saras the results of bts to measured distributions which improve
size R = 0.2, placed at the same absolute pseudorapidthe agreement of the simulated lepton kinematic distribu-
ity as the lepton with randomly chosen sign, and at dif-tions with the data. The effect of virtual photon production
ferent . The total transverse momentum measured in thignd Z/  interference is included in both the predictions
cone is rotated to the position of the lepton and added tand thePowheg+Pythia 8 simulatedZ-boson samples. The

uT. reweighting procedure used to include the corrections in the
simulated event samples is detailed in Séct.
5.2 Event selection The correction procedure is based on the factorisation of

the fully differential leptonic DrellDYan cross sectid3i]
The W-boson sample is collected during data-taking withinto four terms:
triggers requiring at least one muon candidate with trans-

verse momentum larger than 18 GeV or at leastone electron 4~ _ d(m) d(y) d(pry) d(y) ot
candidate with transverse momentum larger than 20 Gevdp1dp2 dm dy dpr dy dy

The transverse-momentum requirement for the electron can- 7

didate was raised to 22 GeV in later data-taking periods x (1+ cog )+ Ai(pr.y)RP(cos, )

to cope with the increased instantaneous luminosity deliv- i=0

ered by the LHC. Selected events are required to have a (2)
reconstructed primary vertex with at least three associated

tracks. where p; and p; are the lepton and anti-lepton four-

W-boson candidate events are selected by requirin§lomentam, pr, andy are the invariant mass, transverse
exactly one reconstructed electron or muon wjth > ~ Momentum, and rapidity of the dilepton systenand  are
30 GeV. The leptons are required to match the correspondh® Polar angle and azimuth of the leptan any given rest
ing trigger object. In addition, the reconstructed recoil isframe of the dilepton systend; are numerical coefbcients,
required to beir < 30 GeV, the missing transverse momen-and P are spherical harmonics of order zero, one and two.
tum p'ss> 30 GeV and the transverse mass > 60 GeV. The differential cross section as a function of the invari-
These selection requirements are optimised to reduce tft mass, d m)/dm, is modelled with a BreitbWigner
multijet background contribution, and to minimise modelParameterisation according to Ed).(In the case of the
uncertainties fromW bosons produced at high transverseZ-Poson samples, the photon propagator is included using

momentum. A total of 5.88 10° W-boson candidate events the running electromagnetic coupling constant; further elec-
are selected inth&/ e channel, and 7.84 10° events  troweak corrections are discussed in Séctl The dif-

intheW  p channel. ferential cross section as a function of boson rapidity,

As mentioned in Sec®, Z-boson events are extensively d ( ¥)/ dy, and the coefbcientd; are modelled with pertur-
used to calibrate the response of the detector to electrof&tive QCD bxed-order predictions, as described in Sezt.
and muons, and to derive recoil corrections. In additon, The transverse-momentum spectrum at a given rapidity,
boson events are used to test several aspects of the md#{ Pt. ¥)/(dprdy) - (d (y)/ dy)>*, is modelled with pre-
elling of vector-boson productioZ-boson candidate events dictions based on theythia 8 MC generator, as discussed
are collected with the same trigger selection used for théh Sect6.3. An exhaustive review of available predictions for
W-boson sample. The analysis selection requires exactlyV- @ndZ-boson production at the LHC is given in Ref2].
two reconstructed leptons with; > 25GeV, having the Measurements ofV- and Z-boson production are used
same Ravour and opposite charges. The events are requirl‘éUVEallidate and constrain the modelling of the fully differen-
to have an invariant mass of the dilepton system in the rangtgil leptonic DrellBYan cross section. The PDF central values
80< m < 100 GeV. In both channels, selected leptons aré@nd uncertainties, as well as the modelling of the differential
required to be isolated in the same way as in\tfiéooson ~ Cross section as a function of boson rapidity, are validated
event selection. In total, 0.5810° and 1.23x 10° Z-boson
candidate events are selected in the electron and muon deca)ere, lepton refers to the negatively charged lepton frofSaor Z
channels, respectively. boson, and the neutrino from&* boson.
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by comparing to the 7 TeW- and Z-boson rapidity mea- The corresponding uncertainties are evaluated comparing the
surements41], based on the same data sample. The QCDpnal state distributions obtained including QED FSR only
parameters of the parton shower model were determined hyith predictions using the complete NLO EW corrections
bts to the transverse-momentum distribution ofZhigoson  in the ( 0) andG,, renormalisation scheme87]. The lat-
measured at 7 TeVf]. The modelling of theA; coefbcients ter predicts the larger correction and is used to assign the
is validated by comparing the theoretical predictions to thesystematic uncertainty.

8 TeV measurement of the angular coefbcientZihoson Final-state lepton pair production, through radi-
decays42. ation, is formally a higher-order correction but constitutes an
signibcant additional source of energy loss for\ittdooson
decay products. This process is not included in the event
simulation, and the impact on the determinatiomaf; is

The dominant source of electroweak correctionstandz-  €valuated usinghotos andSanc. o _

boson production originates from QED bnal-state radiation, '2PI€2 summarises the effect of the uncertainties associ-

and is simulated witPhotos . The effect of QED initial-state  21€d With the electroweak corrections on thgy measure-

radiation (ISR) is also included through tRgthia 8 par- ments..AII comparlson.s descr.|bed above were p.erfgrmed

ton shower. The uncertainty in the modelling of QED FSRat Particle level. The impact is larger for they distri-

is evaluated by comparing distributions obtained using th@ution than for themr distribution, and similar between

default leading-order photon emission matrix elements witih€ €lectron and muon decay channels. A detailed eval-

predictions obtained using NLO matrix elements, as wellation of these uncertainties was performed in R8§] [

as by comparin@hotos with an alternative implementation USing Powheg [78], and the results are in fair agreement

based on the YennieDFrautschibSuura formali§infhich ~ With Table 2. The study of Ref. §3] also compares, at

is available ifWinhac [74]. The differences are smallinboth PX€d order, the effect of the approxima@( s) cor-

cases, and the associated uncertainty is considered negligictions with the full calculation of Ref8[l, and good

ble. agreement is found. The same sources of uncertainty affect
Other sources of electroweak corrections are not includef'® '€Pton momentum calibration through their impact on

in the simulated event samples, and their full effects are corf® M distribution in Z-boson events, as discussed in

sidered as systematic uncertainties. They include the intePeCt-7.

ference between ISR and FSR QED corrections (IFl), pure

weak corrections due to virtual-loop and box diagrams, an®.2 Rapidity distribution and angular coefbcients

Pnal-state emission of lepton pairs. Compl&¢€) elec-

troweak corrections to thep W+ X, W pro- At leading orderW and Z bosons are produced with zero

cess were initially calculated in Refs7q,76]. Combined transverse momentum, and the angular distribution of the

QCD and EW corrections are however necessary to evaluatiecay leptons depends solely on the polar angle of the lepton

the effect of the latter in presence of a realiqu}ﬁ’ distri-  in the boson rest frame. Higher-order corrections give rise

bution. ApproximateO( s) corrections including parton to sizeable boson transverse momentum, and to azimuthal

shower effects are available frolinhac, Sanc [77] and  asymmetries in the angular distribution of the decay leptons.

in thePowheg framework [/8280]. A complete, bxed-order The angular distribution of th&/- and Z-boson decay lep-

calculation ofO( s) corrections in the resonance region tons is determined by the relative fractions of helicity cross

appeared in Refdl]. sections for the vector-boson production. The fully differen-
In the present work the effect of the NLO EW correctionstial leptonic DrellBYan cross section can be decomposed as

are estimated usingVinhac, which employs thePythia a weighted sum of nine harmonic polynomials, with weights

6 MC generator for the simulation of QCD and QED ISR.given by the helicity cross sections. The harmonic polyno-

6.1 Electroweak corrections and uncertainties

Table 2 Impact on themyy

. Decay channel W e W u
measurement of systematic Ki tic distributi
uncertainties from higher-order ~ematc distribution Pr mr Pr mr
electroweak corrections, for the
pr andmy distributions in the mw [MeV]
electron and muon decay FSR (real) <01 <01 <01 <01
channels Pure weak and IFI corrections 3.3 2.5 3.5 2.5
FSR (pair production) 3.6 0.8 4.4 0.8
Total 4.9 2.6 5.6 2.6
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mials depend on the polar angle,and the azimuth,, of 6.3 Transverse-momentum distribution

the lepton in a given rest frame of the boson. The helicity

cross sections depend, in their most general expression, &tredictions of the vector-boson transverse-momentum spec-
the transverse momentuimy, rapidity,y, and invariant mass, trum cannot rely solely on bxed-order perturbative QCD.
m, of the boson. It is customary to factorise the unpolarisedviost W-boson events used for the analysis have a low
or angular-integrated, cross section/,(djp?r dydm), and transverse-momentum value, in the kinematic regi§9h<
express the decomposition in terms of dimensionless ang®0 GeV, where large logarithmic terms of the type
lar coefbcientsA;, which represent the ratios of the helic- log(mw/ p¥") need to be resummed, and non-perturbative
ity cross sections with respect to the unpolarised cross seeffects must be included, either with parton showers or
tion [34], leading to the following expression for the fully with predictions based on analytic resummati@8EP2].

differential DrellDYan cross section: The modelling of the transverse-momentum spectrum of
vector bosons at a given rapidity, expressed by the term
d 3 d d ( pr, y)/(dprdy) - (d (y)dy)tin Eq. ), is based on

the Pythia 8 parton shower MC generator. The predictions

dpZdydmdcos d 16 dpZdydm = .
of vector-boson production in thBythia 8 MC genera-

x (1+cod ) + A0}(15 3cod ) tor employ leading-order matrix elements for thg
2 . -
1 W, Z processes and include a reweighting of the prst par-
+ A1 sin2 cos + Ay > sin? cos2 ton shower emission to the leading-ordétjet cross sec-

tion [93]. The resulting prediction of the bosopr spec-
trum is comparable in accuracy to those of an NLO plus
parton shower generator setup suclPasvheg+Pythia 8,
+ A7 sin sin . (3) and of resummed predictions at next-to-leading logarithmic
order P4].
The values of the QCD parameters used Hpthia

The angular coefbcients depend in generapgny andm. 8 were determined from bts to th&-boson transverse
The AsPA; coefbcients are non-zero only at ord®¢ 2)  momentum distribution measured with the ATLAS detec-
and above. They are small in tipg region relevant for the tor at a centre-of-mass energy o6 = 7 TeV [44]. Three
present analysis, and are not considered further. The anglegiCD parameters were considered in the bt: the intrin-

and are debned in the CollinsBSoper (CS) fraf#.[ sic transverse momentum of the incoming partons, the

The differential cross section as a function of boson rapidvalue of s(mz) used for the QCD ISR, and the value
ity, d ( y)/ dy, and the angular coefbcienss,, are modelled of the ISR infrared cut-off. The resulting values of the
with bxed-order perturbative QCD predictions@t 2) in  Pythia 8 parameters constitute the AZ tune. TRgthia
the perturbative expansion of the strong coupling constarg AZ prediction was found to provide a satisfactory descrip-
and using the CT10nnlo PDF s&j. The dependence of tion of the p# distribution as a function of rapidity, con-
the angular coefbPcients anis neglected; the effect of this trarily to Powheg+Pythia 8 AZNLO; hence the former
approximation on the measurementrofy is discussed in is chosen to predict thgY distribution. The good con-
Sect.6.4. For the calculation of the predictions, an opti- sistency of themy, measurement results ih | cate-
mised version of DYNNLO 86] is used, which explicitly gories, presented in Sedtl, is also a consequence of this
decomposes the calculation of the cross section into the dithoice.
ferent pieces of ther-subtraction formalism, and allows the  Toillustrate the results of the parameters optimisation, the
computation of statistically correlated PDF variations. In thisPythia 8 AZ and 4C p5] predictions of thep# distribution
optimised version of DYNNLO, the CuballibrargTisused  are compared in Fidato the measurementused to determine
for the numerical integration. the AZ tune. Kinematic requirements onthe decay leptons are

The values of the angular coefpcients predicted by thapplied according to the experimental acceptance. For further

Powheg+Pythia 8 samples differ signibcantly from the validation, the predicted differential cross-section ratio,
corresponding NNLO predictions. In particular, large dif-

ferences are observed in the prediction®\gfat low values Rw/ z(pr) = i . M i . M >
of p\TN'Z. Other coefbcients, such &g and Ay, are affected w dpr z dpr

by signiPcant NNLO corrections at higt¥\"z. In Z-boson is compared to the corresponding ratio of ATLAS measure-
production,Az and A4 are sensitive to the vector couplings ments of vector-boson transverse momentdd)45]. The
between theZ boson and the fermions, and are predictedcomparison is shown in Fidlb, where kinematic require-
assuming the measured value of the effective weak mixingnents onthe decay leptons are applied according to the exper-
angle sik off [32]. imental acceptance. The measufetiosonpr distributionis

+ Az sin cos + A4 cos

+Ag sin® sin2 + Ag sin2 sin
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Fig. 1 aNormalised differential cross section as a functiorpgf in compared to the predictions of thieythia 8 AZ tune and, ina, of
Z-boson events4d] andb differential cross-section ratiBw; z(pr) as  thePythia 8 4C tune. The shaded bands show the total experimental
a function of the bosompr [44,45]. The measured cross sections are uncertainties
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Fig. 2 Ratios of the reconstruction-levelp; andb mr normalised distributions obtained usiRgwheg+Pythia 8 AZNLO, DYRes and®owheg
MINLO+Pythia 8 to the baseline normalised distributions obtained uBiyitpia 8 AZ

rebinned to match the coarser bins of tWebosonpr distri-  icantly under variations of these parameters. These predic-
bution, which was measured using only 3¢piof data. The tions are therefore not used in the determinatiomgfor its
theoretical prediction is in agreement with the experimentalincertainty.
measurements for the region wifr < 30 GeV, which is Figure 2 compares the reconstruction-leve} and my
relevant for the measurement of th¢boson mass. distributions obtained witlPowheg+Pythia 8 AZNLO,
The predictions of RESBOS39,90], DYRes P1] and DYRes and Powheg MiNLO+Pythia 8 to those of
Powheg MINLO+Pythia 8 [96,97] are also considered. Pythia 8 AZ.2 The effect of varying thep‘TN distribution
All predict a harderp¥" distribution for a givenp% dis- islargest at highp, which explains why the uncertainty due
tribution, compared td’ythia 8 AZ. Assuming the latter to thep¥" modelling is reduced when limiting the; Ptting
can be adjusted to match the measurement of Rdf, fhe  range as described in Setf.3
correspondinq)¥v distribution induces a discrepancy with
the detector-levelr andu distributions observed in the 2 geconstruction-level  distributions are  obtained from  the
W-boson data, as discussed in S&dt2 This behaviour is Powheg+Pythia 8 signal sample by reweighting the particle-
observed using default values for the non-perturbative parantevel py’ distribution according to the product of i distribution

eters of these programs, but is not expected to change signlﬂg’&hﬂg %ﬁé‘e "’S‘”:ngﬁ‘\;vv’hze (ng,\)me,‘\lsL‘())rfgi;tﬁi g)DOWhngrPythia
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6.4 Reweighting procedure of the angular coefbcients on the bnal state invariant mass.
The procedure is used to include the corrections described
TheW andZ production and decay model described above isn Sects6.2and6.3, as well as to estimate the impact of the
applied to thd>owheg+Pythia 8 samples through an event- QCD modelling uncertainties described in Séchk
by-event reweighting. Equatior8) expresses the factorisa-  The validity of the reweighting procedure is tested at
tion of the cross section into the three-dimensional bosoparticle level by generating independafftboson samples
production phase space, debned by the variablepr, using the CT10nnlo and NNPDF3.04] NNLO PDF sets,
andy, and the two-dimensional boson decay phase spacand the same value afiy. The relevant kinematic distribu-
debned by the variables and . Accordingly, a predic- tions are calculated for both samples and used to reweight
tion of the kinematic distributions of vector bosons and theithe CT10nnlo sample to the NNPDF3.0 one. The procedure
decay products can be transformed into another predictiodescribed in SecR.2is then used to determine the value of
by applying separate reweighting of the three-dimensionainy by btting the NNPDF3.0 sample using templates from
boson production phase-space distributions, followed by &he reweighted CT10nnlo sample. The btted value agrees
reweighting of the angular decay distributions. with the input value within 5+ 2.0 MeV. The statistical
The reweighting is performed in several steps. First, thgrecision of this test is used to assign the associated system-
inclusive rapidity distribution is reweighted according to theatic uncertainty.
NNLO QCD predictions evaluated with DYNNLO. Then,ata  The resulting model is tested by comparing the pre-
given rapidity, the vector-boson transverse-momentum shapicted Z-boson differential cross section as a function of
is reweighted to th@ythia 8 prediction with the AZ tune. rapidity, theW-boson differential cross section as a func-
This procedure provides the transverse-momentum distribdion of lepton pseudorapidity, and the angular coefbcients
tion of vector bosons predicted Bythia 8, preserving the in Z-boson events, to the corresponding ATLAS measure-
rapidity distribution at NNLO. Finally, at given rapidity and ments §1,42]. The comparison with the measur&d and
transverse momentum, the angular variables are reweightefl cross sections is shown in Fi§@. Satisfactory agree-

according to: ment between the measurements and the theoretical pre-
dictions is observed. A 2 compatibility test is performed
W(cos . . pr.y) = 1+ cos +  A(pr.y)PRi(cos,) , for the three distributions simultaneously, including the cor-
1+cog + ; A(pry) PR(cos,) relations between the uncertainties. The compatibility test

yields a 2/ dof value of 4334. Other NNLO PDF sets
where A are the angular coefbcients evaluatedXt 2),  such as NNPDF3.0, CT1409], MMHT2014 [100, and
and A; are the angular coefbcients of tRewheg+Pythia  ABM12 [101] are in worse agreement with these distribu-

8 samples. This reweighting procedure neglects the smajjons. Based on the quantitative comparisons performed in
dependence of the two-dimensionalr(y) distribution and

B P00 7B
S gof ATLAS 1 = 700EATLAS
> Vs=7TeV, 4.6 fh? ] — {s=7TeV, 46 fb?
T 160 six = | 650E | wex
T 140 3 © 600
120 = 550
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"+ oua E [ e
20F- mmm prediction (CT10nnlo) = 300E" wmm Prediction (CT10nnlo)
002040608 1 12141618 2 2224 250y 5 04 0608 T 12 141618 2 52 94
(@ Iy,| (b) L

Fig. 3 a Differential Z-boson cross section as a function of bosontions, corrected to NNLO using DYNNLO with the CT10nnlo PDF
rapidity, andb differential W* andW> cross sections as a function of set. The error bars show the total experimental uncertainties, including
charged decay-lepton pseudorapidity a = 7 TeV [41]. The mea-  luminosity uncertainty, and the bands show the PDF uncertainties of
sured cross sections are compared toRbevheg+Pythia 8 predic-  the predictions
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Ref. [41], only CT10nnlo, CT14 and MMHT2014 are consid- 6.5 Uncertainties in the QCD modelling
ered further. The better agreement obtained with CT10nnlo
can be ascribed to the weaker suppression of the strange quakveral sources of uncertainty related to the perturbative
density compared to the andd-quark sea densities in this and non-perturbative modelling of the strong interaction
affect the dynamics of the vector-boson production and

PDF set.

The predictions of the angular coefbcients4drboson
events are compared to the ATLAS measurement ait=

decay B3,1020104. Their impact on the measurement of
myy is assessed through variations of the model parameters of

8TeV [42]. Good agreement between the measurements arttle predictions for the differential cross sections as functions
DYNNLO is observed for the relevant coefbcients, excepbf the boson rapidity, transverse-momentum spectrum at a
for Az, where the measurement is signibcantly below thejiven rapidity, and angular coefbcients, which correspond to
prediction. As an example, Figt shows the comparison the second, third, and fourth terms of the decomposition of

for Ag and A, as a function ofp%. For Ay, an additional

Eq. @), respectively. The parameter variations used to esti-

source of uncertainty in the theoretical prediction is considmate the uncertainties are propagated to the simulated event
ered to account for the observed disagreement with data, aamples by means of the reweighting procedure described in
Sect.6.4. Table3 shows an overview of the uncertainties due
to the QCD modelling which are discussed below.

discussed in Secb.5.3
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Fig. 4 Thea Ag andb Az angular coefbcients iZ-boson events as
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the total experimental uncertainties, and the bands show the uncertain-

a function ofp; [42]. The measured coefbcients are compared to theies assigned to the DYNNLO predictions
DYNNLO predictions using the CT10nnlo PDF set. The error bars show

Table 3 Systematic uncertainties in they measurement due to rateW* andWS bnal states corresponds to the quadrature sum of the

QCD modelling, for the different kinematic distributions andboson

CT10nnlo uncertainty variations; the charge-combined uncertainty also

charges. Except for the case of PDFs, the same uncertainties appipntains a 3 MeV contribution from comparing CT10nnlo to CT14
to W* andW®>. The bxed-order PDF uncertainty given for the sepa-and MMHT2014

W-boson charge w wS Combined

Kinematic distribution pr mr Pr mr pr mr
mw [MeV]
Fixed-order PDF uncertainty 13 149 120 142 80 8.7
AZ tune 30 34 30 34 30 34
Charm-quark mass 2 15 12 15 12 15
Parton showep g with heavy-Ravour decorrelation .® 6.9 5.0 6.9 50 6.9
Parton shower PDF uncertainty .63 40 26 24 10 16
Angular coefbcients B 53 5.8 5.3 5.8 53
Total 159 181 148 172 116 129
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6.5.1 Uncertainties in the bxed-order predictions factorisation scales by factors off0and 20 with respect to
their nominal valugir = pg = my in the DYNNLO pre-
The imperfect knowledge of the PDFs affects the differentiallictions. The corresponding relative uncertainty in the nor-
cross section as a function of boson rapidity, the angular coefnalised distributions is of the order of 0.1D0.3%, and signif-
pcients, and theY distribution. The PDF contribution to the icantly smaller than the PDF uncertainties. These uncertain-
prediction uncertainty is estimated with the CT10nnlo PDRies are expected to have a negligible impact on the measure-
set by using the Hessian methdtDf. There are 25 error ment ofmyy, and are not considered further.
eigenvectors, and a pair of PDF variations associated with The effect of the LHC beam-energy uncertainty of
each eigenvector. Each pair corresponds to positive and nega65% [L07] on the bxed-order predictions is studied. Rela-
tive 90% CL excursions along the corresponding eigenvectotive variations of 0.65% around the nominal value & BeV
Symmetric PDF uncertainties are debned as the mean valaee considered, yielding variations of the inclusi€ and
of the absolute positive and negative excursions correspondV® cross sections of 0.6 and 0.5%, respectively. No signif-
ing to each pair of PDF variations. The overall uncertaintyicant dependence as a function of lepton pseudorapidity is
of the CT10nnlo PDF set is scaled to 68% CL by applying aobserved in the kinematic region used for the measurement,
multiplicative factor of 1/1.645. and the dependence as a functiorpgfandmsy is expected

The effect of PDF variations on the rapidity distributionsto be even smaller. This uncertainty is not considered further.
and angular coefbcients are evaluated with DYNNLO, while
their impact on thew-boson py distribution is evaluated 6.5.2 Uncertainties in the parton shower predictions
usingPythia 8 and by reweighting event-by-event the PDFs
of the hard-scattering process, which are convolved with th&everal sources of uncertainty affect tAgthia 8 parton
LO matrix elements. Similarly to other uncertainties whichshower model used to predict the transverse momentum of the
affect thep‘TN distribution (Sect6.5.2, only relative varia- W boson. The values of the AZ tune parameters, determined
tions of thep¥’ andp# distributions induced by the PDFs are by pts to the measurement of theboson transverse momen-
considered. The PDF variations are applied simultaneouslyim, are affected by the experimental uncertainty of the mea-
to the boson rapidity, angular coefpbcients, and transverssurement. The corresponding uncertainties are propagated
momentum distributions, and the overall PDF uncertainty igo the p¥v predictions through variations of the orthogonal
evaluated with the Hessian method as described above. eigenvector components of the parameters error makdjx [

Uncertainties in the PDFs are the dominant source oThe resulting uncertainty imy is 3.0 MeV for the p; dis-
physics-modelling uncertainty, contributing about 14 andribution, and 34 MeV for themr distribution. In the present
13 MeV when averaging; andmr bts forw* and WS, analysis, the impact obw distribution uncertainties is in
respectively. The PDF uncertainties are very similar whemgeneral smaller when using; than when usingnr, as a
using p; or mr for the measurement. They are stronglyresult of the comparatively narrow range used for the
anti-correlated between positively and negatively chakiyed distribution bts.
bosons, and the uncertainty is reduced.foMeV on average Other uncertainties affecting predictions of the transverse-
for p; andmy bts, when combining opposite-charge cate-momentum spectrum of th& boson at a given rapidity, are
gories. The anti-correlation of the PDF uncertainties is due tpropagated by considering relative variations of g§éand
the fact that the total light-quark sea PDF is well constrainecb% distributions. The procedure is based on the assumption
by deep inelastic scattering data, whereasithel-, ands-  that model variations, when applied f&f, can be largely
quark decomposition of the seaiis less precisely knd®f|[  reabsorbed into new values of the AZ tune parameters bt-
Anincrease intha PDF is atthe expense of tld°DF, which  ted to thep% data. Variations that cannot be reabsorbed by
produces opposite effects in the longitudinal polarisation ofhe bt are excluded, since they would lead to a signibcant
positively and negatively charg&tl bosons 87]. disagreement of the prediction with the measuremem%of

Other PDF sets are considered as alternative choices. Tiée uncertainties due to model variations which are largely
envelope of values ofyy extracted with the MMHT2014 and correlated betweep¥v and p% cancel in this procedure. In
CT14 NNLO PDF sets is considered as an additional PDIEontrast, the procedure allows a correct estimation of the
uncertainty of 33 MeV, which is added in quadrature after uncertainties due to model variations which are uncorrelated
combining thew* and W® categories, leading to overall betweenp‘TN and p#, and which represent the only relevant
PDF uncertainties of.8 MeV and 87 MeV for p; andmy  sources of theoretical uncertainties in the propagation of the
bts, respectively. QCD modelling fromp# to p.

The effect of missing higher-order corrections on the Uncertainties due to variations of parton shower parame-
NNLO predictions of the rapidity distributions @ bosons, ters that are not btted to tn% measurement include vari-
and the pseudorapidity distributions of the decay leptons odtions of the masses of the charm and bottom quarks, and
W bosons, is estimated by varying the renormalisation andariations of the factorisation scale used for the QCD ISR.
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The mass of the charm quark is variedFyithia 8, conser- in Sect.11.2 predictions matched to the NL@/+jet cross
vatively, by+ 0.5GeV around its nominal value of3GeV. section, such &Bowheg MiNLO+Pythia8 and DYRes, are
The resulting uncertainty contribute2MeV for thep; bts,  in disagreement with the observeddistribution and cannot
and 15 MeV for themy bts. The mass of the bottom quark be used to provide a reliable estimate of the associated uncer-
is varied inPythia 8, conservatively, by 0.8 GeV around tainty. Theu distribution, on the other hand, validates the
its nominal value of 8 GeV. The resulting variations have a Pythia 8 AZ prediction and its uncertainty, which gives con-
negligible impact on the transverse-momentum distribution$dence that missing higher-order corrections tafhboson
of Z andW bosons, and are not considered further. pr distribution are small in comparison to the uncertainties
The uncertainty due to higher-order QCD corrections tahat are already included, and can be neglected at the present
the parton shower is estimated through variations of the fadevel of precision.
torisation scalgyr, in the QCD ISR by factors of.6 and 20 The sum in quadrature of the experimental uncertainties
with respect to the central choipé = p%o+ p% wherepro  of the AZ tune parameters, the variations of the mass of the
is an infrared cut-off, angbt is the evolution variable of the charm quark, and the factorisation scale variations, leads to
parton showerJ0§. Variations of the renormalisation scale uncertainties ormyy of 6.0 and 78 MeV when using the
in the QCD ISR are equivalent to a redebnition gfmz) p; distribution and themy distribution, respectively. These
used for the QCD ISR, which is bxed from the bts to;ﬂ%e sources of uncertainty are taken as fully correlated between
data. As a consequence, variations of the ISR renormalis@lie electron and muon channels, the positively and negatively
tion scale do not apply when estimating the uncertainty ircharged/V/-boson production, and the | bins.
the predictecb¥v distribution. The Pythia 8 parton shower simulation employs the
Higher-order QCD corrections are expected to be largeNCTEQG6L1 leading-order PDF set. An additional independent
correlated betweeW-boson an@-boson productioninduced source of PDF-induced uncertainty in tlpé" distribution
by the light quarksy, d, ands, in the initial state. How- is estimated by comparing several choices of the leading-
ever, a certain degree of decorrelation betwéénand Z-  order PDF used in the parton shower, corresponding to the
boson transverse-momentum distributions is expected, dueéT14lo, MMHT2014lo and NNPDF2.3l01fL(] PDF sets.
to the different amounts of heavy-quark-initiated production,The PDFs which give the largest deviation from the nominal
where heavy refers to charm and bottom 3avours. The physiatio of thep¥" and p% distributions are used to estimate the
cal origin of this decorrelation can be ascribed to the presenaencertainty. This procedure yields an uncertainty of about
of independent QCD scales corresponding to the three-tatMeV for W, and of about 5 MeV for W=. Similarly to
four Bavours and four-to-bve Ravours matching scales the case of bxed-order PDF uncertainties, there is a strong
andpuyp in the variable-Bavour-number scheme PDF evolu-anti-correlation between positively and negatively charged
tion [109, which are of the order of the charm- and bottom- W bosons, and the uncertainty is reduced to abduMEeV
quark masses, respectively. To assess this effect, the variahen combining positive- and negative-charge categories.
tions of ug in the QCD ISR are performed simultaneously The prediction of thep¥" distribution relies on thepr-
for all light-quarkqq W, Z processes, witq = u,d,s, ordered parton shower model of tAgthia 8 MC generator.

but independently for each of thec Z, bb Z, Inorder to assess the impact of the choice of parton shower
and cq W processes, wherg = d,s. The effect of model on the determination afyy, thePythia 8 prediction
the cq W variations on the determination ofy is  of the ratio of thep¥V and p% distributions is compared to

reduced by a factor of two, to account for the presence athe corresponding prediction of théerwig 7 MC genera-

only one heavy-Ravour quark in the initial state. The result{or [111,117), which implements an angular-ordered parton

ing uncertainty inmy is 5.0 MeV for the p; distribution,  shower model. Differences between thghia 8 andHer-

and 69 MeV for the mr distribution. Since thqug varia- wig 7 predictions are smaller than the uncertainties in the

tions affect all the branchings of the shower evolution andPythia 8 prediction, and no additional uncertainty is con-

not only vertices involving heavy quarks, this procedure issidered.

expected to yield a sufpcient estimate of fhep-induced

decorrelation between th&- andZ-bosonpr distributions.  6.5.3 Uncertainties in the angular coefbcients

Treating they g variations as correlated between all quark

Bavours, but uncorrelated betweah andZ-boson produc-  The full set of angular coefbcients can only be measured pre-

tion, would yield a systematic uncertaintyrimy of approx-  cisely for the production oZ bosons. The accuracy of the

imately 30 MeV. NNLO predictions of the angular coefbcients is validated by
The predictions of th®ythia 8 MC generator include a comparisontoth&-boson measurement, and extrapolated to

reweighting of the brst parton shower emission to the leading¥W/-boson production assuming that NNLO predictions have

orderW+jet cross section, and do not include matching corsimilar accuracy for théV- and Z-boson processes. The

rectionstothe higher-ord®v+jet cross section. As discussed ATLAS measurement of the angular coefbcientZ #hoson
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production at a centre-of-mass energy of = 8TeV [42]  presented below. In most cases, the corrections are applied

is used for this validation. Th@( 2) predictions, evaluated to the simulation, with the exception of the muon sagitta bias

with DYNNLO, are in agreement with the measurementscorrections and electron energy response corrections, which

of the angular coefpbcients within the experimental uncerare applied to the data. Backgrounds to the selefted

tainties, except for the measurement/ef as a function of samples are taken into account using the same procedures

Z-bosonpr. as discussed in Sed@. Since theZ samples are used sep-
Two sources of uncertainty affecting the modelling of thearately for momentum calibration and efbciency measure-

angular coefbcients are considered, and propagatedféthe ments, as well as for the recoil response corrections discussed

boson predictions. One source is debned from the experimem Sect.8, correlations among the corresponding uncertain-

tal uncertainty of theZ-boson measurement of the angularties can appear. These correlations were investigated and

coefbcients which is used to validate the NNLO predictionsfound to be negligible.

The uncertainty in the correspondiig-boson predictions

is estimated by propagating the experimental uncertainty of 1 Muon momentum calibration

the Z-boson measurement as follows. A set of pseudodata

distributions are obtained by Buctuating the angular coefbas described in Sect5.1 the kinematic parameters of
cients within the experimental uncertainties, preserving thgejected muons are determined from the associated inner-
correlations between the different measurement bins for thgetectortracks. The accuracy of the momentum measurement
different coefpcients. For each pseudoexperiment, the difs |imited by imperfect knowledge of the detector alignment
ferences in they coefpcients between Suctuated and nomizng resolution, of the magnetic Peld, and of the amount of
nal Z-boson measurement results are propagated to the CQassive material in the detector.
responding coefbcient ilV-boson production. The corre-  Bjases in the reconstructed muon track momenta are
sponding uncertainty is debned from the standard deviatiofjassiped as radial or sagitta biases. The former originate
of themy values as estimated from the pseudodata distribrom detector movements along the particle trajectory and
tions. can be corrected by an-dependent, charge-independent
The other source of uncertainty is considered to accounthomentum-scale correction. The latter typically originate
for the disagreement between the measurement and th@m curl distortions or linear twists of the detector around
NNLO QCD predictions observed for th&; angular coef-  the z-axis [113, and can be corrected withdependent cor-
bcient as a function of th&-bosonpr (Fig. 4). The cor-  rection factors proportional x p, whereq is the charge
responding uncertainty imy is estimated by propagating of the muon. The momentum scale and resolution corrections

the difference inAz between theZ-boson measurement and gre applied to the simulation, while the sagitta bias correction
the theoretical prediction to the corresponding coefbcient ifs applied to the data:

W-boson production. The corresponding uncertainty in the
measurement ey is 1.6 MeV for the extraction from thp pyeeom= pMC oy (14 (,) ]
distribution. Including this contribution, total uncertainties of MC
5.8 and 53 MeV due to the modelling of the angular coef- X I+ an() -GOY-pre
bcients are estimated in the determination of Widoson data,corr_ p$ata
mass from thep; and my distributions, respectively. The T o1+ q-(,) - pgata'
uncertainty is dominated by the experimental uncertainty of
the Z-boson measurement used to validate the theoreticathere pgata'MCis the uncorrected muon transverse momen-
predictions. tum in data and simulatiori; (0, 1) are normally distributed
random variables with mean zero and unit width, andyry,
and represent the momentum scale, intrinsic resolution
7 Calibration of electrons and muons and sagitta bias corrections, respectively. Multiple-scattering
contributions to the resolution are relevant at Ipyy and the
Any imperfect calibration of the detector response to eleceorresponding corrections are neglected.
trons and muons impacts the measurement of/teoson Momentum scale and resolution corrections are derived
mass, as it affects the position and shape of the Jacobiarsing Z pp decays, following the method described in
edges reRecting the valuemify. In addition, thep; andmr  Ref. [40]. Template histograms of the dimuon invariant mass
distributions are broadened by the electron-energy and muomre constructed from the simulated event samples, includ-
momentum resolutions. Finally, the lepton-selection efbciening momentum scale and resolution corrections in narrow
cies depend on the lepton pseudorapidity and transversteps within a range covering the expected uncertainty. The
momentum, further modifying these distributions. Correc-optimal values of and . are determined by means of
tions to the detector response are derived from the data, amd 2 minimisation, comparing data and simulation in the
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range of twice the standard deviation on each side of thénearity given by the larger of the btted value pf and its
mean value of the invariant mass distribution. In the Prstincertainty. This source of uncertainty is considered uncor-
step, the corrections are derived by averaging oveand related across muon pseudorapidity given thais domi-
for 24 pseudorapidity bins in the ran§e2.4 < < 2.4. nated by statistical Buctuations. The effect of the imperfect
In the second iteration,-dependent correction factors are knowledge of the material in the ID is studied using simu-
evaluated in coarser bins of. The typical size of varies lated event samples including an increase of the ID material
from S 0.0005 toS 0.0015 depending on, while ¢ val- by 10%, according to the uncertainty estimated in Rief4].
ues increase from@ TeVPlin the barrel to 6 TeV>linthe  The impact of this variation is found to be negligible in com-
high  region. Before the correction, thedependence has parison with the uncertainties discussed above.
an amplitude at the level of 0.1%. Two methods are used for the determination of the sagitta
The and ¢y corrections are sensitive to the following bias . The brst method exploitg MU events. Muons
aspects of the calibration procedure, which are considereate categorised according to their charge and pseudorapid-
for the systematic uncertainty: the choice of the btting rangdty, and for each of these categories, the position of the peak
methodological biases, background contributions, theoretin the dimuon invariant mass distribution is determined for
cal modelling ofZ-boson production, non-linearity of the data and simulation. The procedure allows the determina-
corrections, and material distribution in the ID. The uncer-tion of the charge dependence of the momentum scale for
tainty due to the choice of btting range is estimated by varypr values of approximately 42 GeV, which corresponds to
ing the range byt 10%, and repeating the procedure. Thethe average transverse momentum of muons fEolyoson
uncertainty due to the bt methodology is estimated by comdecays. The second method exploits identibed electrons in
paring the template bt results with an alternative approacltg sample of¥ e decays. It is based on the ratio of the
based on an iterative? minimisation. Background contribu- measured electron energy deposited in the calorimeteq
tions from gauge-boson pair and top-quark pair productionthe electron momentunp, measured in the ID. A clean sam-
are estimated using the simulation. The uncertainty in thesgle of W e events with tightly identibed electron3g]
background contributions is evaluated by varying their noris selected. Assuming that the response of the electromag-
malisation within the theoretical uncertainties on the producnetic calorimeter is independent of the charge of the incom-
tion cross sections. The uncertainty in the theoretical moding particle, charge-dependent ID track momentum biases
elling of Z-boson production is evaluated by propagating theare extracted from the average differenceg&irp for elec-
effect of electroweak corrections to QED FSR, QED radiatrons and positrond[L3. This method benebts from a larger
tion of fermion pairs, and other NLO electroweak correctionsevent sample compared to the brst method, and allows the
described in Sec6.1 The experimental uncertainty in the determination of charge-dependent correctionpfovalues
value of theZ-boson mass used as input is also accountedf approximately 38 GeV, which corresponds to the average
for. These sources of uncertainty are summed in quadraturgansverse momentum of muons \W-boson decays. The
yielding an uncertainty in the muon momentum scale sagitta bias correction factors are derived using both methods
correction of approximately.B x 10°%: these sources are separatelyin 40 binsand 40 bins. The results are found to
considered fully correlated across muon pseudorapidity. agree within uncertainties and are combined, as illustrated in
The systematic uncertainty in the muon momentum scal€&ig. 5b. The combined correction uncertainty is dominated
dueto the extrapolation fromtl®  pyu momentumrange by the Pnite size of the event samples.
totheW p momentum range is estimated by evaluating Figure 6 shows the dimuon invariant mass distribution
momentum-scale corrections as afunction/gidfor muons  of Z pu decays in data and simulation, after applying
in various| | ranges. The extrapolation uncertainty is  all corrections. Tabl&d summarises the effect of the muon

parameterised as follows: momentum scale and resolution uncertainties on the deter-
p1 mination ofmy. The dominant systematic uncertainty in the
= Ppot —IOT(W) ' momentum scale is due to the extrapolation of the correction

from theZ-boson momentum range to tié-boson momen-
where p(W) is the averagepr of muons inW-boson  tum range. The extrapolation uncertaintyis (2D§ x 10°°
events, anghy andp; are free parameters. If the momentum-for | | < 2.0, and(4Dj x 10> for | | > 2.0. System-
scale corrections are independent bpt, the btting param-  atic uncertainties from other sources are relatively small. The
eters are expected to @ = 1 andp; = 0. Deviations systematic uncertainty of the resolution corrections is domi-
of p; from zero indicate a possible momentum dependencenated by the statistical uncertainty of theboson event sam-
The btted values of are shown in Figba, and are consis- ple, and includes a contribution from the imperfect closure of
tent with one, within two standard deviations of the statisti-the method. The latter is dePned from the residual difference
cal error. The corresponding systematic uncertaintgnjp ~ between the standard deviations of the dimuon invariant mass
is dePned assuming, in each bin|of, a momentum non- in data and simulation, after applying resolution corrections.
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Fig. 5 a Residual muon momentum scale corrections as a functioraged over . The results are obtained with th# pp and E/ p

of muon 1 pr in four pseudorapidity regions, obtained wizh  pu

events. The points are btted using a linear function which parameterises

the extrapolation of the muon momentum scale correction ffoto
W events, as explained in the text. The error bars on the points shoare combined assuming they are uncorrelated. The error bars on the
statistical uncertainties onlig. Sagitta bias, , as a function of aver-

methods and the combination of the two. The results obtained with the
Uy method are corrected for the global sagitta bias. Eh@
method uses electrons frold e decays. The two measurements

points show statistical uncertainties only
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Fig. 6 Dimuon invariant mass distribution i& U events. The Corrections to the muon reconstruction, trigger and isola-
data are compared to the simulation including signal and backgrountion efbciencies are estimated by applying the tag-and-probe
contributions. Qorr_ections for momentum sgale_and resolu_tion, angnethod #o] to Z UW events in data and simulation.
for reconstruction, isolation, and trigger efbciencies are :_;lpphed to th bciency corrections are debned as the ratio of efbciencies
muons in the simulated events. Background events contribute less th

0.2% of the observed distribution. The lower panel shows the data-toevaluated in datato efPciencies evaluated in simulated events.
prediction ratio, with the error bars showing the statistical uncertaintyThe corrections are evaluated as functions of two variables,
pr andu , and in various regions of the detector. The detec-
tor is segmented into regions corresponding to ttend
coverage of the muon spectrometer. The subdivision accounts
for the geometrical characteristics of the detector, such as the
The selection of muon candidatesm  p andZ ML presence of uninstrumented or transition regions. The depen-
events requires an isolated track reconstructed in the innélence of the efpciencies on agree in data and simulation.
detector and in the muon spectrometer. In addition, the eventherefore, the muon efpciency corrections are evaluated only
are required to pass the muon trigger selection. Difference®s a function ofp; and , separately for positive and nega-

in the efbciency of the reconstruction and selection requiretive muon charges. The Pnal efPciency correction factors are
ments between data and simulation can introduce a systerfpearly interpolated as a function of mugm. No signiPcant

atic shiftin the measurement of thé-boson mass, and have

m, [GeV]

7.2 Muon selection efbciency
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Table 4 Systematic uncertainties in they measurement from muon momentum-scale uncertainties include the effects of both the momen-
calibration and efbciency corrections, for the different kinematictum scale and linearity corrections. Combined uncertainties are evalu-
distributions and| | categories, averaged over lepton charge. Theated as described in Se2t2

| |range [0.0,0.8] [0.8,1.4] [1.4,2.0] [2.0,2.4] Combined
Kinematic distribution pr mr pr mr pr mr Pr mr Pr mr
mw [MeV]
Momentum scale 8 9.3 142 156 274 292 1110 1154 84 88
Momentum resolution 8 20 19 17 15 22 34 38 10 12
Sagitta bias a 0.8 17 17 31 31 45 43 0.6 0.6
Reconstruction and isolation efbciencies .04 36 51 37 4.7 35 6.4 55 2.7 22
Trigger efbciency L5} 5.0 7.1 5.0 118 9.1 121 9.9 41 32
Total 114 114 169 170 304 310 1120 1161 9.8 9.7
x10°
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Fig. 7 aScale factors for the muon reconstruction, trigger and isola-simulation including signal and background contributions. Corrections
tion efbciency obtained with the tag and probe method as a function dbr momentum scale and resolution, and for reconstruction, isolation,
the muonpr. Scale factors for the trigger efbciency are averaged oveand trigger efbciencies are applied to the muons in the simulated events.
two data-taking periods as explained in the text. The error bars on thBackground events contribute less than 0.2% of the observed distribu-
points show statistical uncertainties onttyDistribution of the recon-  tion. The lower panel shows the data-to-prediction ratio, with the error
structed muons in Z pu events. The data are compared to the bars showing the statistical uncertainty

pr-dependence of the corrections is observed in any of th&he trigger and isolation efpciency corrections are typically
detector regions. below 0.3%, while the reconstruction efbciency correction is
The selection of tag-and-probe pairs fram ML on average about 1.1%. The corresponding impact on muon
events is based on the kinematic requirements described gelection inefpciency reaches up to about 20%.
Sect.5.2 The tag muon is required to be a combined and The quality of the efpciency corrections is evaluated by
energy-isolated muon candidate (see Sed).which fulbls  applying the corrections to th#2  pp simulated sample,
the muon trigger requirements. The selection requirementsnd comparing the simulated kinematic distributions to the
applied to the probe muon candidate differ for each efbciencgorresponding distributions in data. Figuiteillustrates this
determination: the selection requirement for which the efbprocedure for the distribution. Further distributions are
ciency is determined is removed from the set of requirementshown in Sect9.
applied to the probe muon. All the efbciency corrections are  The dominant source of uncertainty in the determination
derived inclusively for the full data set, with the exceptionof the muon efbciency corrections is the statistical uncer-
of the trigger, for which they are derived separately for twotainty of the Z-boson data sample. The largest sources of
different data-taking periods. The resulting scale factors argystematic uncertainty are the multijet background contribu-
shown as a function op; and averaged over in Fig. 7a.  tion and the momentum-scale uncertainty. The correspond-
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ing uncertainty in the measurementrofy is approximately  energy range. The effect of these uncertainties is averaged
5 MeV. The ID tracking efbciencies for muon candidates arevithin the different  categories. The overall relative energy-
above 99.5% without any signibcapt dependence, and scale uncertainty, averaged over is 9.4 x 10°° for elec-

the associated uncertainties are not considered further. Arons fromZ-boson decays.

overview of the uncertainties associated with the muon efp- In addition to the uncertainties in the energy-scale cor-

ciency corrections is shown in Table rections arising from thez-boson calibration procedure,
possible differences in the energy response between elec-
7.3 Electron energy response trons fromZ-boson andV-boson decays constitute a signif-

icant source of uncertainty. The linearity of the response is

The electron-energy corrections and uncertainties are large8ffected by uncertainties in the intercalibration of the layers
based on the ATLAS Run 1 electron and photon calibratiorand in the passive material and calorimeter read-out correc-
results B9]. The correction procedure starts with the intercal-tions mentioned above. Additional uncertainties are assigned
ibration of the brst and second layers of the EM calorimeteto cover imperfect electronics pedestal subtraction affecting
for minimume-ionising particles, using the energy deposits othe energy measurement in the cells of the calorimeter, and
muons inZ  pu decays. After the intercalibration of the to the modelling of the interactions between the electrons
calorimeter layers, the longitudinal shower-energy probleand the detector material fBeant4. The contribution from
of electrons and photons are used to determine the presatitese sources to the relative energy-scale uncertairi8Bis
pler energy scale and probe the passive material in front df2) x 10°% in each bin, and 54 x 10°° when averaged
the EM calorimeter, leading to an improved description ofover the full range after taking into account the correlation
the detector material distribution and providing estimates obetween the bins.
the residual passive material uncertainty. Finally, a depen- Azimuthal variations of the electron-energy response are
dence of the cell-level energy measurement on the read-oakpected from gravity-induced mechanical deformations of
gain is observed in the second layer and corrected for. Aftethe EM calorimeter, and are observed especially in the end-
these preliminary corrections, an overall energy-scale coraps, as illustrated in Fi§. As theZ-boson calibration aver-
rection is determined as a function of from Z ee agesover and the azimuthal distributions of the selected
decays, by comparing the reconstructed mass distributioredectrons differ in the two processes, a small residual effect
in data and simulation. Simultaneously, an effective constarftom this modulation is expected when applying the cal-
term for the calorimeter energy resolution is extracted bybration results to theV e sample. Related effects
adjusting the width of the reconstructed dielectron invarianare discussed in Sed. A dedicated correction is derived
mass distribution in simulation to match the distribution inusing the azimuthal dependence of the mean of the electron
data. energy/momentum ratioE/ p , after correctingp for the

Uncertainties in the energy-response corrections arissmomentum scale and curvature bias discussed in 3€ct.
fromthe limited size ofth&  eesample, from the physics The effect of this correction is a relative change of the aver-
modelling of the resonance and from the calibration algoage energy response aB3 10°° in W-boson events, with
rithm itself. Physics-modelling uncertainties include uncernegligible uncertainty.
tainties from missing higher-order electroweak corrections The E/ p distribution is also used to test the modelling
(dominated by the absence of lepton-pair emissions in thef non-Gaussian tails in the energy response. An excess of
simulation) and from the experimental uncertaintynig;  events is observed in data at low values=sfp, and inter-
these effects are taken fully correlated with the muon channepreted as the result of the mismodelling of the lateral devel-
Background contributions are small and the associated uncespment of EM showers in the calorimeter. Its impactis evalu-
tainty is considered to be negligible. Uncertainties related tated by removing the electrons wiil1 p values in the region
the calibration procedure are estimated by varying the invariwhere the discrepancy is observed. The effect of this removal
ant mass range used for the calibration, and with a closurie compatible for electrons frorV- and Z-boson decays
test. For the closure test, a pseudodata sample of ee  within4.9x 10°°, which corresponds to the statistical uncer-
events is obtained from the nominal sample by rescalingainty of the test and is considered as an additional systematic
the electron energies by knowndependent factors; the uncertainty.
calibration algorithm is then applied, and the measured The result of the complete calibration procedure is illus-
energy corrections are compared with the input rescalingrated in Fig.9, which shows the comparison of the dielec-
factors. tron invariant mass distribution fot eeevents in data

These sources of uncertainty constitute a subset of thosed simulation. The impact of the electron-energy calibra-
listed in Ref. B9], where additional variations were consid- tion uncertainties on they measurement is summarised in
ered in order to generalise the applicability of thdboson  Table5.
calibration results to electrons and photons spanning a wide

123



110 Page 20 of 61 Eur. Phys. J. C (2018) 78:110
L 1.006 [ © 1006 [T

3 :ATLAS 1 2 - ATLAS 1
& 1004 {5=7 TeV, 4.6 fb’* = & 1.004 - Vs=7 TeV, 4.6 b
2 r ] 2 C ]
o 1.002 . ® 1,002 .
2 Ca L % B - + + + ]
s L i A ] I C ]
o) L oo A - o T + ———————
@ ¥ 4 A ] @ ¥ {
L 4 A A , ,+ ,
0.998 |- - 0.998 |- + + + -
T W e +Z ee ] T W oe +Z ee ]
0.996 - 4 <Efp> DataPred., | |<1.2 7 0.996 |~ A <Elp> DatalPred., 1.8<| |<2.4 7
00940 v v v 1 b L ] 0094 v v L b e L ]
A=) 2 s1 0 1 2 3 A=) [ S1 0 1 2 3
©) | [rad] (b) | [rad]

Fig. 8 Azimuthal variation of the data-to-prediction ratio &/ p in
W andZ events, for electronsia| | < 1.2and(b)18< | |< 24.
The electron energy calibration based®dn eeevents is applied, and

the trackp is corrected for the momentum scale, resolution and sagitta
bias. The mean for th&/ p distribution integrated in is normalised
to unity. The error bars are statistical only

T T

T T
-@-Data

E 30000 - ATLAS » E For a data-taking period corresponding to approximately
< E (s=7Tev, 461" Eéacf found 3 20% of the integrated luminosity, the LAr calorimeter suf-
f 25000 = ’ = fered from six front-end board failures. During this period,
£ 20000~ = electrons could not be reconstructed in the region of 0
% 15000 3 < 1475andS 0.9 < < S0.5. The data-taking con-
10000 - E ditions are reRected in the simulation for the correspond-
E 3 ing fraction of events. However, the trigger acceptance loss
5000 £ E is not perfectly simulated, and dedicated efbciency correc-
S o — tiqns are Qerived as a _fungtion qf_and to (.:o.rrect the
E o IH |T+++ +++++ﬁ+++ et TH mlsmodelllng, and applied in addition to the initial correc-
= 095F + o B tions.
§ 80 82 81 86 88 90 92 91 95 95 100 As qlescr_ibed in Sech, isolatiqn requ_ireme_nts are applied
m, [GeV] to the identibed electrons. Their efbciency is approximately

95% in the simulated event samples, and energy-isolation

Fig. 9 Dielectron invariant mass distribution @ eeevents. The efPciency corrections are derived as for the reconstruc-
data are compared to the simulation including signal and backgroundgion, identibcation, and trigger efbciencies. The energy-

Corrections for energy resolution, and for reconstruction,identiI:>catior}sol‘,mon efbciency corrections deviate from unity by less
isolation and trigger efbciencies are applied to the simulation; energy-

scale corrections are applied to the data. Background events contribuian 0.5%, with an uncertainty smaller than 0.2% on aver-
less than 0.2% of the observed distribution. The lower panel showage.

the datg—to-prediction ratio, with the error bars showing the statistical Finally, as positively and negatively charg&d-boson
uncertainty events have different Pnal-state distributions, W& con-
tamination in thewS sample, and vice versa, constitutes
an additional source of uncertainty. The rate of electron
charge mismeasurement in simulated events rises from about
Electron efpciency corrections are determined using sampl&g2% in the barrel to 4% in the endcap. Estimates of charge
of W e,Z egandl/ eeevents, and measured mismeasurement in data conbrm these predictions within
separately for electron reconstruction, identibcation and trignetter than 0.1%, apart from the high| region where

ger efbciencies3g], as a function of electron and pr. In  differences up to 1% are observed. The electron charge

the pr range relevant for the measurement of Weboson  mismeasurement induces a systematic uncertainiynin
mass, the reconstruction and identibcation efpciency corregf approximately 0.5 MeV in the regions ¢f | < 0.6

tions have a typical uncertainty of 0.190.2% inthe barrel,angnd 06 < | | < 1.2, and of 5 MeV in the region of
0.3% in the endcap. The trigger efPciency corrections havgg < | | < 2.4, separately foWW* and WS Since the
an uncertainty smaller than 0.1%, and are weakly dependegy* and WS samples contaminate each other, the effect
on py.
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Table 5 Systematic

A | |range [0.0, 0.6] [0.6,1.2] [1.8,2.4] Combined
uncertainties in theny Kinematic distribution m m m m
measurement due to electron Pr T Pr T Pr T Pr i
energy_callbratlon, efbciency mw [MeV]
corrections and charge
mismeasurement, for the Energy scale ¢ 103 108 101 161 171 81 8.0
different kinematic distributions Energy resolution D 6.0 7.3 6.7 104 155 35 55
and| | regions, averaged over  gnergy finearity 2 42 58 89 86 106 34 55
lepton charge. Combined .
uncertainties are evaluated as Energy tails 8 33 23 33 23 33 2.3 3.3
described in SecR.2 Reconstruction efbciency B 88 99 7.8 145 110 7.2 6.0

Identibcation efpciency 10 7.7 117 88 167 121 7.3 5.6

Trigger and isolation efpciencies .20 05 0.3 0.5 20 22 0.8 0.9

Charge mismeasurement 20 02 0.2 0.2 15 15 0.1 0.1
Total 190 175 211 194 307 305 142 143
g 80000JX-,ll'_A'é”'""""""""""';b;{;”v”"” 8 Calibration of the recoil
% 70000 - Vs=7TeV, 4.6 fbo* Wz ee
Q [1Background . . .
5 60000 The calibration of the recoiljT, affects the measurement of
1]

50000
40000
30000

theW-boson mass through its impact on the distribution,
whichis used to extrachyy. In addition, the reco_il calibration
affects thep; andmy distributions through the™sS, mr, and

20000 uT event-selection requirements. The calibration procedure
10000 proceeds in two steps. First, the dominant part ofitheeso-
lution mismodelling is addressed by correcting the modelling
g 1.05E 5 of the overall event activity in simulation. These corrections
o 1" T T e Bilnn + are derived separately in thg- and Z-boson samples. Sec-
g ORI i ond, corrections for residual differences in the recoil response
8 © &5 & %5 0 05 1 15 2

and resolution are derived usidgboson events in data, and
transferred to th&V-boson sample.

Fig. 10 Distribution of reconstructed electronsin Z eeevents.

The data are compared to the simulation including signal and back8.1 Event activity corrections

ground contributions. Corrections for energy resolution, and for recon-

struction, identibcation, isolation and trigger efbciencies are applied tﬂ'he ile-up of multiple protonBoroton interactions has a sia-
the simulation; energy-scale corrections are applied to the data. Back- P p plep P 9

ground events contribute less than 0.2% of the observed distributiofliPcantimpact on the resolution of the recoil. As described in
The lower panel shows the data-to-prediction ratio, with the error bar§ect.4, the pile-up is modelled by overlaying the simulated
showing the statistical uncertainty hard-scattering process with additiong interactions sim-
ulated usind®ythia 8 with the A2 tune. The average number
of interactions per bunch crossing is debned, for each event,
as U = L in/ fgc, wherel is the instantaneous luminosity,
is anti-correlated for themy measurements in the two j, is the totalppinelastic cross section arf@c is the aver-
different charge categories, and cancels in their combiage bunch-crossing rate. The distributionjof in the simu-
nation, up to the asymmetry in th&*/ WS> production lated event samples is reweighted to match the corresponding
rate. After combination, the residual uncertaintynigy is  distribution in data. The distribution ofi is affected in par-
0.2 MeV for| | < 1.2,and 1.5MeV for B < | | < ticular by the uncertainty in the cross section and properties
2.4, for both thep; and my distributions. The uncertain- of inelastic collisions. In the simulationyt is scaled by a
ties are considered as uncorrelated across pseudorapidfgctor to optimise the modelling of observed data distri-
bins. butions which are relevant to the modellingwef. A value
Figure10 compares the distribution in data and simu- of = 1.10+ 0.04 is determined by minimising the?
lation for Z eeevents, after applying the efbciency cor- function of the compatibility test between data and simula-
rections discussed above. The corresponding uncertaintiestion for the E; andu? distributions, where the uncertainty
my due to the electron efbciency corrections are shown iaccounts for differences in the values determined using the
Tableb. two distributions.
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Fig. 11 Distributions ofa E; andb azimuth of the recoil in data distribution is shown before and after thgy correction. The lower

and simulation forZ pu events. The Eq distribution is shown  panels show the data-to-prediction ratios, with the vertical bars showing
before and after applying the Smirnov-transform correction, and thehe statistical uncertainty

After the correction applied to the average number of pilefevel p% The superscript&V and Z refer to W- or Z-
up interactions, residual data-to-prediction differences in thboson event samples, and the double ratio in the second term
E; distribution are responsible for most of the remain-accounts for the differences between the inclusive distribu-
ing ut resolution mismodelling. The E; distribution is  tions in W- and Z-boson events. This correction is debned
corrected by means of a Smirnov transform, which is aseparately for positively and negatively charg&dosons,
mapping x X (X) such that a functionf (x) is trans-  so astoincorporate the dependence ofp}“(ajistribution on
formed into another target functiag(x) through the rela- the charge of thiV boson. Usin@é/‘;ta( (= p¥’) debnedin
tion f(x) f(x) 9(x) [115. Accordingly, a mapping Eq. @) as the target distribution, th&" -dependent Smirnov
Er E; is dePned such that the distribution oE;  transform of the E; distribution in W-boson events is
in simulation,hmc( Ey), is transformed intdwc( E;)  debned as follows:
to match the E; distribution in datahgat Ey). The cor-
rection is derived foiZ-boson events in bins ,asthe pw S AW w S AW w D AW
observed differences in theE distribution decg;nd onthe et ETPT) el Eripr) Raad Eripr)
Z-boson transverse momentum. The result of this procedur: - S .
is illustrated in Fig1la. The modibed distribution is used to The \_/a“d'ty of the a_pprvc\)/xmatlon w\;&roduced n Egd,)(
parameterise the recoil response corrections discussed in tﬁeve”peg by comparmgdata(_ Er)/ hyc( Ey) a.ndhdata
next section. ( ET)/ hic( E_T).ln broad.blns OfJT.. The associated sys-
InW-boson events, the transverse momentum of the bosafi " atc Uncertainties are discussed in Se.
can only be inferred fronut, which has worse resolution
compared top; in Z-boson events. To overcome this lim- 8.2 Residual response corrections
itation, a pr-dependent correction is debned assuming that
the pr dependence of differences between data and simuldP the ideal case of beams coinciding with thexis, the
tion in the E; distribution inW-boson events follows the Physical transverse momentum f and Z bosons is uni-
corresponding differences observeddrboson events. The formly distributed in . However, an offset of the interac-
E. distribution to be matched by the simulation is debnedion point with respect to the detector centre in the trans-

as follows forW-boson events: verse plane, the non-zero crossing angle between the pro-
W W ton beams, and -dependent response of the calorimeters
hgal Er. PT) generate anisotropies in the reconstructed recoil distribution.
2 h\é\ét { Ep hgat { Ep) Corresponding differences between data and simulation are
hdad Er: Pr) h\vxl/lvc( E-) hl\Z/IC( E-) , (4) addressed by effective corrections appliedifoanduy in
simulation:

wherep¥v is the particle-leveWW-boson transverse momen- .
tum, andp; the transverse momentum measured from thélx = Ux + ( Ux dataS Ux mc)
decay-lepton pair, used as an approximation of the particle,

Uy+ Uy goqS Uy ye
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where Uxy gam@nd Uxy ,c are the mean values of underlying event. The procedure described above is used

these distributions in data and simulation, respectively. Théo correct the recoil response froRowheg+Pythia 8 to

corrections are evaluated iB-boson events and parame- Powheg+Herwig 6, where the latter is treated as pseudo-

terised as a function of E;. The effect of these corrections data. As shown in Figl3, the correctedV recoil distribu-

on the recoil distribution is illustrated in Figllb. tions inPowheg+Pythia 8 match the corresponding distri-
The transverse momentum & bosons can be recon- butions inPowheg+Herwig 6. For this study, the effect of

structed from the decay-lepton pair with a resolution of 18he different particle—leveb¥v distributions in both samples

2 GeV, which is negligible compared to the recoil energy resis removed by reweighting tHeowheg+Pythia 8 prediction

olution. The recoil response can thus be calibrated from conte Powheg+Herwig 6. This study is performed applying the

parisons with the reconstructgg in data and simulation. standard lepton selection cuts, but avoiding further kinematic

Recoil energy scale and resolution corrections are derived iselections in order to maximize the statistics available for the

bins of E; andp; atreconstruction level, and are applied test.

in simulation as a function of the particle-level vector-boson

momentump}’ in both theW- and Z-boson samples. The 8.3 Systematic uncertainties

energy scale of the recoil is calibrated by comparing the

u? + p; distribution in data and simulation, whereas res-The recoil calibration procedure is sensitive to the following

olution corrections are evaluated from thé distribution. ~ sources of systematic uncertainty: the uncertainty of the scale

Energy-scale correctiot p\T/ E; ) are debned as the dif- factor applied to thep distribution, uncertainties due to the

ference between the average values of ufe+ py dis- Smirnov transform of the E; distribution, uncertainties in

tributions in data and simulation, and the energy-resolutioihe correction of the average value of they distributions,

correction factorg(p¥ , E;) as the ratio of the standard statistical uncertainties in the residual correction factors and

deviations of the corresponding distributions. their pt dependence, and expected differences in the recoill
The parallel component afr in simulated events is cor- response betwees- andW-boson events.

rected for energy scale and resolution, whereas the perpen- The uncertainty from theu scale-factor is evaluated

dicular component is corrected for energy resolution onlyby varying it by its uncertainty and repeating all steps of

The corrections are debned as follows: the recoil calibration procedure. These variations affect the
determination oy by less than 1 MeV.
V,corr _  VMC &  Zdata/ .V Y . .
ute =y S u”™(py, Er) -r(pr, Er) The systematic uncertainty related to the dependence of
the E; correction ompr is estimated by comparing with the
s uPR Y, Er)+ by, Er) () T o o

results of apr-inclusive correction. This source contributes,
Vieorr _ \V.MC -r(p¥, Er), (6)  averaging oveW-boson charges, an uncertainty of approx-
imately 1 MeV for the extraction afy from the p; distri-

whereV = W, Z, u""M® andu""M are the parallel and per- bution, and 11 MeV when using ther distribution.
pendicular components of; in the simulation, andi""" The recoil energy scale and resolution corrections of
V,corr Egs. 6) and @) are derived from theZ-boson sample
and applied toN-boson events. Differences in the detector
response to the recoil betwe&t- and Z-boson processes
reconstructegh; in Z-boson data, and used as a function ofare considered as a source of systematic uncertainty for these
py in bothW- andZ-boson simulation. Since the resolution corrections. Differences between thé andu? distributions
of ur has a sizeable dependence on the amount of pile-upyiginating from different vector-boson kinematic properties,
the correction procedure is debned in three bingiof cor-  different ISR and FSR photon emission, and from different
responding to low, medium, and high pile-up conditions, andelection requirements are, however, discarded as they are
debned by therangesqf [ 25,6.5], 4 [ 6.5,9.5], eitheraccurately modelled inthe simulation or already incor-
and pu [ 9.5, 16.0], respectively. Values fdJ(p¥ , E;)  porated in the correction procedure.
are typicallyO(100 MeV), andr(p¥, E; ) deviates from To remove the effect of such differences, the two-
unity by 2% at most. The effect of the calibration is shown indimensional distributiom}\’,'\’c( pr, E;) in W-boson sim-
Fig.12forZ  pp events. The level of agreement obtainedulated events is corrected to match the corresponding dis-
after corrections is satisfactory, and similar performance igribution in Z-boson simulated events, treating the neutri-
observed folZ  eeevents. nos inW-boson decays as charged leptons to calculate

A closure test of the applicability af-based corrections as inZ-boson events. Finally, events containing a particle-
to W production is performed using/ andZ samples sim- level photon from Pnal-state radiation are removed. After
ulated with Powheg+Herwig 6, which provide an alter- these corrections, the standard deviation ofutthedistribu-
native model for the description of hadronisation and thdion agrees within 0.03% between simulat®¥dandZ-boson

u

andu are the corresponding corrected values. Agfor

Z,data

andr, the averageu is mapped as a function of the
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Fig. 12 Recoil distributions form uZ, b u + pr ., (c) uZ, and (d)ur in Z up events. The data are compared to the simulation before and
after applying the recoil corrections described in the text. The lower panels show the data-to-prediction ratios, with the vertical bars showing the
statistical uncertainty

events. This difference is equivalent to 6% of the size of thdinned and interpolated correction paramehélp;\r’, E;)
residual resolution correction, which increases the standarahdr(p\T’, E; ) leads to a systematic uncertaintynify of
deviation of theu distribution by 0.5%. Accordingly, the 1.4 and 31 MeV forthep; andmry distributions, respectively.
corresponding systematic uncertainty due to the extrapoléystematic uncertainties in thi y corrections are found to
tion of the recoil calibration fronZ- to W-boson events is be small compared to the other systematic uncertainties, and
estimated by varying the energy resolution parametef  are neglected.
Egs. 6) and 6) by 6%. The impact of this uncertainty onthe  The impact of the uncertainties of the recoil calibra-
extraction ofmyy is approximately @ MeV for the p; dis-  tion on the extraction of th&V-boson mass from the,
tribution, and 51 MeV for themy distribution. The extrapo- andmy distributions are summarised in TalieThe deter-
lation uncertainty of the energy-scale correctiomas found  mination of my from the p; distribution is only slightly
to be negligible in comparison. affected by the uncertainties of the recoil calibration, whereas
In addition, the statistical uncertainty of the correctionlarger uncertainties are estimated fortinedistribution. The
factors contributes .2 MeV for the p; distribution, and largest uncertainties are induced by thE corrections and
2.7 MeV for the mr distribution. Finally, instead of using by the extrapolation of the recoil energy-scale and energy-
a binned correction, a smooth interpolation of the correcresolution corrections frorz - to W-boson events. The sys-
tion values between the bins is performed. Comparing theematic uncertainties are in general smaller\¢f events
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Fig. 13 Distributions ofa ur andb u in W events simulated using text. The p¥’ distribution in Powheg+Pythia 8 is reweighted to
Powheg+Pythia 8 and Powheg+Herwig 6. The recoil response in the Powheg+Herwig 6 prediction. The lower panels show the ratios
Powheg+Pythia 8 is corrected to théowheg+Herwig 6 response  0f Powheg+Herwig 6 to Powheg+Pythia 8, with and without the
using simulatedZ events following the method described in the response correction in tttowheg+Pythia 8 sample

Table 6. Systgmatlc W-boson charge w* wS Combined
uncertainties in theny

measurement due to recoil Kinematic distribution Pr mr pr mr Pr mr

corrections, for the different
kinematic distributions and My [MeV]

W-boson charge categories. u scale factor @ 10 0.2 10 02 10
Combined uncertainties are E; correction 09 122 11 102 10 112
g\;‘il:’zatgd as described in Residual corrections (statistics) 02 2.7 20 2.7 20 2.7
Residual corrections (interpolation) A 31 14 31 14 31
Residual correctionsZ W extrapolation) @ 5.8 02 43 0.2 51
Total 26 142 27 118 26 130

than forW™ events, as the E; distribution inWS eventsis trino and ignoring its transverse momentum when debning
closer to the corresponding distributionZnboson events.  the event kinematics. This procedure allows rbﬁﬂss and
myt variables to be debned in theboson sample in close
analogy to their dePnition in th&/-boson sample. The pro-
cedure is repeated, removing the positive and negative lepton

9 Consistency tests withZ-boson events in turn.
o In the Z-boson sample, the background contribution aris-
The Z event sample allows several validation anding from top-quark and electroweak production is estimated

consistency tests of thé/-boson analysis to be performed. ysing Monte Carlo samples. Each process is normalised
All the identiPcation requirements of Sebtl, the calibra-  ysing the corresponding theoretical cross sections, evaluated
tion and efPciency corrections of Secfsand8, as well as  at NNLO in the perturbative expansion of the strong cou-
the physics-modelling corrections described in Séctre  pling constant. This background contributes a 0.12% frac-
applied consistently in thé/- andZ-boson samples. Th&-  tjon in each channel. In the muon channel, the background
boson sample differs from th&/-boson sample in the selec- contribution from multijet events is estimated to be smaller
tion requirements, as described in S&cR In addition to  than 0.05% using simulated event samplesbbfand cc

the event-selection requirements described there, the transroduction, and neglected. In the electron channel, a data-
verse momentum of the dilepton systep,, is required to  driven estimate of the multijet background contributes about

be smaller than 30 GeV. a 0.1% fraction, before applying the isolation selections,
The missing transverse momentumarboson events is  which reduce it to a negligible level.

debned by treating one of the two decay leptons as a neu-
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Fig. 14 Thea,b p; andc,dy distributionsinZ-boson eventsforthe Background events contribute less than 0.2% of the observed distribu-
a, c electron and, d muon decay channels. The data are compared tdions. The lower panels show the data-to-prediction ratios, with the error
the simulation including signal and backgrounds. Detector calibratiorbars showing the statistical uncertainty

and physics-modelling corrections are applied to the simulated events.

Figure 14 shows the reconstructed distributions jof the physics modelling and efpciency corrections. Finaily,
andy in selectedZ-boson events; these distributions aremeasurements from tmer distribution provides a test of the
not sensitive to the value ahz. Figure15 shows the cor- recoil calibration.
responding distributions fop andmy, variables which are Similarly to theW-boson mass, the value ofz is deter-
sensitive tomz. Data and simulation agree at the level of mined by minimising the 2 function of the compatibility
1D2% percent in all the distributions. test between the templates and the measured distributions.

The mass of th&Z boson is extracted with template bts The templates are generated with valuemgfin steps of 4
to them , p;, andmy kinematic distributions. The extrac- to 25MeV within a range o 450 MeV, centred around a
tion of the Z-boson mass from the dilepton invariant massreference value corresponding to the LEP combined value,
distribution is expected to yield, by construction, the valuemz = 911875MeV [32]. The 2 function is interpolated
of mz used as input for the muon-momentum and electronwith a second order polynomial. The minimum of thé
energy calibrations, providing a closure test of the lepton calfunction yields the extracted value iz, and the difference
ibration procedures. Thp, distribution is very sensitive to between the extracted value wfz and the reference value
the physics-modelling corrections described in S&cThe is debPned as mz. The ranges used for the extraction are
comparison of the value ahz extracted from thep, distri-  [80, 10(0 GeV for them distributions[30, 55] GeV for the
bution with the value used as input for the calibration testgp; distribution, and40, 12Q GeV for themy distribution.
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Fig. 15 Thep; distribution in thea electron andb muon channels, and
my distributions in the, eelectron andl, f muon decay channels far
events whenthe, d negatively charged, @ f positively charged lepton
is removed. The data are compared to the simulation including signalncertainty
and backgrounds. Detector calibration and physics-modelling correc-
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tions are applied to the simulated events. Background events contribute
less than 0.2% of the observed distributions. The lower panels show
the data-to-prediction ratios, with the error bars showing the statistical
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Fig. 16 Summary of themz
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Table 7 Difference betwee@ -boson mass, extracted fropy andmy systematic uncertainty, which includes lepton efbciency and recoil cali-
distributions, and the LEP combined value. The results are shown sephbration uncertainties where applicable. Physics-modelling uncertainties
rately for the electron and muon decay channels, and their combinatioare neglected

The brst quoted uncertainty is statistical, the second is the experimental

Lepton charge + s Combined

Kinematic distribution pr mr Pr mr pr mr
mz [Me\/]
Z ee 13+ 31+ 10 $93+ 38+ 15 $20+ 31+ 10 4+ 38+ 15 §$3+21+10 S45+ 27+ 15
Z 1+22+ 8 S35+28+13 S$36+22+ 8 S1+27+13 S17+ 14+ 8  S18+ 19+ 13
Combined 5 18+ 6 §58+ 23+ 12 S$31+ 18+ 6 1+ 22+ 12 S12+ 12+ 6 §29+ 16+ 12

The extraction ofmz from themy distribution is performed each pseudodata sample. The correlation valuesS &%
separately for positively and negatively charged leptons irfior the p; distributions, andS12% for themr distribu-
the event, by reconstructingr from the kinematic prop- tions.
erties of one of the two charged leptons and of the recoil Accountingforthe experimental uncertainties as described
reconstructed by treating the other as a neutrino. above, the combined extraction ofz from the p; distri-

Z-boson mass bts are performed using iiheand p;  bution yields a result compatible with the reference value
distributions in the electron and muon decay channels, incluwithin 0.9 standard deviations. The difference between the
sively in  and separately for positively and negatively mz extractions from positively and negatively charged lep-
charged leptons. The results of the bts are summarised ton distributions is compatible with zero withindlstandard
Fig. 16 and Table7. The p; bt results include all lepton deviations. For the extraction from timer distribution, the
reconstruction systematic uncertainties exceptdhgased compatibility with the reference value of; is at the level of
energy or momentum scale calibration uncertaintiespthe 1.5 standard deviations. Fits using the lepton pair invariant
bt results include recoil calibration systematic uncertaintiesnass distribution agree with the reference, yieldingz =
in addition. Physics-modelling uncertainties are neglected.1 + 3 MeV in the muon channel andmz = 3+ 5MeV in

The value omz measured from positively charged leptonsthe electron channel, as expected from the calibration proce-
is correlated with the corresponding extraction from the negeure. In summary, the consistency tests based oA-theson
atively charged leptons. The; distributions for positively ~sample agree with the expectations within the experimental
and negatively charged leptons are statistically independenincertainties.
but themr distributions share the same reconstructed recoil
event by event, and are statistically correlated. In both cases,
the decay of theZ-boson induces a kinematical correla- 10 Backgrounds in theW-boson sample
tion between the distributions of positively and negatively
charged leptons. The correlation is estimated by constructrhew-boson eventsample, selected as described ins&ct.
ing two-dimensional * and * distributions, separately for includes events from various background processes. Back-
Pt and mr, RBuctuating the bin contents of these diStribU-ground contributions fronZ-boson,W , boson pair,
tions within their uncertainties, and repeating the Pts foland top-quark production are estimated using simulation.
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Contributions from multijet production are estimated withing transverse momentum is reconstructed in the event. In-

data-driven techniques. Right decays of pions or kaons within the tracking region
can mimic theW-boson signal in the muon channel. In
10.1 Electroweak and top-quark backgrounds the electron channel, events with photon conversions and

hadrons misidentiped as electrons can be selecté-as
The dominant sources of background contribution in theboson events. Due to the small selection probability for mul-
W sample areZ events, in which one of the tijet events, their large production cross section, and the rela-
two leptons escapes detection, and events, where tively complex modelling of the hadronisation processes, the
the decays to an electron or muon. These background comultijet background contribution cannot be estimated pre-
tributions are estimated using tRewheg+Pythia 8 sam-  cisely using simulation, and a data-driven method is used
ples after applying the modelling corrections discussed imnstead.
Sect.6, which include NNLO QCD corrections to the angu-  The estimation of the multijet background contribution
lar coefbcients and rapidity distributions, and corrections tdollows similar procedures in the electron and muon decay
the vector-boson transverse momentum. Zhe eeback- channels, and relies on template bts to kinematic distribu-
ground represents 2.9% of thié" e sample and 4.0% tions in background-dominated regions. The analysis uses
oftheW® e sample. Inthe muonchannel,tde pp  the distributions ofpsS, mr, and thep;/ mr ratio, where
background represents 4.8 and 6.3% ofWi&  u and jet-enriched regions are obtained by relaxing a subset of

wS KL samples, respectively. ThWg background  the signal event-selection requirements. The Prst kinematic
represents 1.0% of the selected sample in both channels, arebion, denoted FR1, is debned by removing g
thez background contributes approximately 0.12%.and my requirements from the event selection. A second

The normalisation of these processes relative tétHeoson  kinematic region, FR2, is debned in the same way as
signal and the corresponding uncertainties are discussed KR1, but by also removing the requirement opn. Mul-
Sect.4. A relative uncertainty of 0.2% is assigned to thetijet background events, which tend to have smaller val-
normalisation of thew samples with respect to the ues of pI'sS and my than the signal, are enhanced by this
W-boson signal sample, to account for the uncertainty in theelection. Thep;/ mr distribution is sensitive to the angle

-lepton branching fractions to electrons and muons. In théetween thep; and p{"s® vectors in the transverse plane.
determination of thaV-boson mass, the variations ofyy ~ WhereasV-boson events are expected to peak at values of
are propagated to th&/ background templates inthe p;/ mr = 0.5, relatively large tails are observed for multijet
same way as for the signal. events.

Similarly, backgrounds involving top-quark (top-quark  Templates of the multijet background distributions for
pairs and single top-quark) production, and boson-pair prothese observables are obtained from data by inverting the lep-
duction are estimated using simulation, and normalisatioton energy-isolation requirements. Contamination of these
uncertainties are assigned as discussed in &ethese pro- control regions by electroweak and top production is esti-
cesses represent0.11 and 0.07% of the signal event selectionated using simulation and subtracted. In the muon channel,

respectively. the anti-isolation requirements are debned from the ratio of
Uncertainties in the distributions of thé&/ and the scalar sum of thpy of tracks in a cone of size R < 0.2
z processes are described by the physics-modellinground the reconstructed muon to the mymn The iso-

K €M% introduced in Sect5.1, is required

uncertainties discussed in Segtand are treated as fully cor- lation variable

related with the signal. Shape uncertainties for boson-paio satisfyc; < p& "7 p; < c,, where the anti-isolation
production and top-quark production are considered negliboundarieg; andc, are varied as discussed below. In order
gible compared to the uncertainties in their cross section$p avoid overlap with the signal region, the lower boundary

given the small contributions of these processes to the signaj is always larger than.Q. In the electron channel, the scalar

event selection. sum of thepr of tracks in a cone of size R < 0.4 around
the reconstructed electron, dePnech§°"®in Sect.5.1, is
10.2 Multijet background used to debne the templates, while the requirements on the

calorimeter isolation are omitted.

Inclusive multijet production in strong-interaction processes The multijet background normalisation is determined by

constitutes a signibPcant source of background. A fractiofetting each of thep™ss, mr, and p;/ mr distributions in

of multijet events contains semileptonic decays of bottonthe two kinematic regions FR1 and FR2, using templates of
and charm hadrons to muons or electrons and neutrinos, atitese distributions based on multijet events and obtained with
can pass th&V-boson signal selection. In addition, inclu- several ranges of the anti-isolation variables. The multijet
sive jet production contributes to the background if onebackground in the signal region is determined by correcting
jet is misidentibed as electron or muon, and sizeable mis¢he multijet fraction btted in the FR1 and FR2 for the different
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efbciencies of the selection requirements of the signal regiorl.1 Measurement of theW-boson mass

In the electron channet; is varied from 4 to 9 GeV in steps

of 1GeV, andc; is set toc; = ¢; + 1GeV. In the muon This section presents the determination of the mass of the

channelc; is varied from 0.1 to 0.37 in steps of 0.03, and W boson from template bts to the kinematic distributions of

Co is settoco = ¢; + 0.03. Example results of template bts the W-boson decay products. The bnal measured value is

in the electron and muon channels are shown inElgThe  obtained from the combination of measurements performed

results corresponding to the various observables and to thesing the lepton transverse momentum and transverse mass

different kinematic regions are linearly extrapolated in thedistributions in categories corresponding to the electron and

isolation variables to the signal regions, denoted¢py 0.  muon decay channels, positively and negatively chakyed

Figurel18illustrates the extrapolation procedure. bosons, and absolute pseudorapidity bins of the charged lep-
The systematic uncertainty in the multijet backgroundton, as illustrated in Tablg. The number of selected events

fraction is dePned as half of the largest difference betweeim each category is shown in Talde

the results extrapolated from the different kinematic regions

anq observables. The_ multijet background contripution i‘cll.l Control distributions

estimated separately in all measurement categories. In the

electron channel, the multijet background fraction rises froMrhe detector calibration and the physics modelling are val-
0.58+ 0.08% at IOVVI |t0 1.73+ Ovlg% in the last measure- idated by Comparing data with simulat&¥®-boson Signal
ment bin, averaging th&/* andw® channels. In the muon - 5,4 yackgrounds for several kinematic distributions that are
channel, the charge-averaged multijet background f.raCt'Ofﬁsensitive to thaV-boson mass. The comparison is based
decreases frpm.IDZJ_r 0.07%to O‘_lgf—r 0'_03%’ Whe.r_1 goINng  ona 2 compatibility test, including statistical and system-
fromlow to high| - |. The uncertainties in the multijet back- e ncertainties, and the bin-to-bin correlations induced by
ground fractions are sufbcient to account for the observeg ater. The systematic uncertainty comprises all sources of
residual discrepancies between the ptted distributions angd e rimental uncertainty related to the lepton and recoil cali-
the data (see Fidl7). The estimated rgultuet background pation, and to the background subtraction, as well as sources
yields are consistent betwe¥t" andW?=, but the multijet ¢ 1o delling uncertainty associated with electroweak cor-
background fraction is smallerin th#” channels duetothe o tions or induced by the helicity fractions of vector-boson
higher signal yield. ) production, the vector-boson transverse-momentum distribu-
Corrections to the shape of the multijet background CONfjon, and the PDFs. Comparisons of data and simulation for
tributions and corresponding uncertainties in the distribug, ,ur, andu distributions, in positively and negatively
tions used to measure th€-boson mass are estimated with chargedW-boson events, are shown in Fig€ and 20 for
a similar procedure. The kinematic distributions in the CONhe electron and muon decay channels, respectively.
trol regions are obtained for a set of anti-isolation ranges, and Data and simulation agree within uncertainties for all dis-
parameterised with linear functions of the lower bound of thetributions, as conbrmed by the satisfactory/ dof values.
anti-isolation requirement. The distributions are extrapolateq-he effect of the residual discrepancies inthalistributions

to the signal regions accordingly. Uncertainties in the extrapgy, \wS visible at low values in Figel9d and20d, is
olated distributions are dominated by the statistical uncergiscussed in éec].l.S '

tainty, which is determined with a toy MC method by Ructu-
ating within their statistical uncertainty the bin contents of the
histograms in the various anti-isolation ranges. The resulting";
multijet background distribution is propagated to the tem-
plates, and the standard deviation of the determined values ] ] o S
of my vields the estimated uncertainty due to the shape ofhe uncertainty in the prediction of the distribution is
the multijet background. Uncertainties due to the choice oflominated bypy" distribution uncertainties, especially at
parameterisation are small in comparison and neglected. Nnegative values ofi in the kinematic region correspond-
Uncertainties in the normalisation of multijet, elec-ingtou < S15GeV. This is illustrated in Fig21, which
troweak, and top-quark background processes are consideredmpares the recoil distributions in tiowheg+Pythia
correlated across decay channels, boson charges and rapidtyand Powheg+Herwig 6 samples, before and after the
bins, whereas the uncertainty in the shape of multijet backeorrections described in Se&2 (the p¥" distribution pre-
ground is considered uncorrelated between decay channelgted by Powheg+Pythia 8 is not reweighted to that of
and boson charges. The impact of the background systemattowheg+Herwig 6). As can be seen, the recoil corrections
uncertainties on the determinationrmfy is summarised in and the differenp¥v distributions have a comparable effect
Table8. on theurt distribution. In contrast, the effect of the recoil
corrections is small at negative valuesof, whereas the

1.2 Data-driven check of the uncertainty in qn\él
distribution
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and 02 < pi "% p; < 0.4 in the muon channel. The data are com-
simulation including signal and background contributions

pared to the
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Fig. 18 Estimated number of multijet-background events as a func-extrapolations are indicated by the solid lines. The thick crosses show
tion of the lower bound of the isolation-variable range used to debné¢he results of the linear extrapolation of the background estimate to the
the control regions, fom electron ando muon decay channel. The signal region, including uncertainties from the extrapolation only. The
estimation is performed for the two regions FR1 and FR2 and thre¢hin crosses also include the uncertainty induced by the contamination
distributionsp{"sS, my, andp;/ mr, as described in the text. The linear of the control regions by EW and top-quark processes

Table 8 Systematic

A Kinematic distribution Pr mr
uncertainties in then
measurement due tg/ Decay channel W+ e < W+ V] < W+ e < W+ V] <
electroweak, top-quark, and W-boson charge w w w W W w W w
multijet background estimation,
for pts to thep; andmr Mw [MeV] )
distributions, in the electronand W (fraction, shape) a 01 0.1 0.2 01 0.2 01 0.3
muon decay channels, with Z  ee(fraction, shape) 3 4.8 b b 8 6.4 b b
Eﬁzlrtl\:aeci\)ll\/at?c?sgtnagatlvely Z  pu (fraction, shape) D b B 45 b 5} 8 52
g z (fraction, shape) a 0.1 0.1 0.2 01 0.2 01 0.3
WW, W Z, ZZ (fraction) Q1 0.1 0.1 0.1 04 0.4 03 0.4
Top (fraction) 01 0.1 0.1 0.1 0.3 0.3 03 03
Multijet (fraction) 32 36 18 24 81 8.6 37 4.6
Multijet (shape) 3B 31 16 15 8.6 8.0 25 24
Total 6.0 6.8 43 5.3 126 134 6.2 7.4
J\";‘P'gr? d\'/\'vlé”;t\’/‘;ﬁg :ﬁi‘;ﬂed | | range 0D0.8 0.8D1.4 1.4D2.0 2.002.4 Inclusive
I‘:}'gﬁg%ldeg:é’ fcofmgfl'zrii’;l:’:ta’ AT 1283332 1063131 1377773 885582 4609818
I categ)(/)ries ws ué - 1001592 769876 916163 547329 3234960
| |range 0D0.6 0.6b1.2 1.8b2.4 Inclusive
wt et 1233960 1207136 956620 3397716
wSs &S 969170 908327 610028 2487525

difference in thep¥V distributions has a large impact in this tutes the main source of uncertainty in the modelling of the
region. p¥V distribution. Variations of thai distribution induced
The sensitivity of thau distribution is exploited to vali- by changes in the factorisation scale of tig W pro-
date the modelling of th@Y distribution byPythia 8 AZ, ~ cesses are parameterised and btted to the datau Ttiis-
and its theory-driven uncertainty, described in Séck.2  tribution is predicted for the two boundary values |of,
with a data-driven procedure. The parton-shower factorisa@nNd assumed to vary linearly as a functionuef Variations
tion scale associated with theq W processes consti- induced by changes jnr are parameterised using a variable
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Fig. 19 Thea, b ,(c,d)ur, ande, f u distributions fora, c, e W* prediction ratios, the error bars show the statistical uncertainty, and the
events and, d, f WS events in the electron decay channel. The databand shows the systematic uncertainty of the prediction. Theal-

are compared to the simulation including signal and background cories displayed in each Pgure account for all sources of uncertainty and
tributions. Detector calibration and physics-modelling corrections ardnclude the effects of bin-to-bin correlations induced by the systematic

applied to the simulated events. The lower panels show the data-téincertainties
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Fig. 20 Thea,b ,(c,d)ur, ande, f u distributions fora, c, e W* prediction ratios, the error bars show the statistical uncertainty, and the

events and, d, f WS events in the muon decay channel. The databand shows the systematic uncertainty of the prediction. Theal-

are compared to the simulation including signal and background cortes displayed in each Pgure account for all sources of uncertainty and
tributions. Detector calibration and physics-modelling corrections ardnclude the effects of bin-to-bin correlations induced by the systematic
applied to the simulated events. The lower panels show the data-tétncertainties
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Fig. 21 Distributions ofa ut andb u in W 1 events sim-  to that of Powheg+Herwig 6. The lower panels show the ratios of
ulated usingPowheg+Pythia 8 and Powheg+Herwig 6 after all ~Powheg+Herwig 6 to Powheg+Pythia 8, with and without the recoil
analysis selection cuts are applied. TPewheg+Pythia 8 distribu- ~ response correction in tiowheg+Pythia 8 sample. The discrepancy
tions are shown before and after correction of the recoil responséemaining after recoil corrections ref3ects the differpe‘f’ftdistributions

s debPned in units of the initially allowed range, i.e. valuescover the observed difference with the data. The potential

of s = $1,0,+1 correspond to half the effécof chang-  effect of usingRw, z( pr) as predicted by DYRes instead of

ing frompug = my to g = my/ 2, my, 2my respectively. Pythia 8 AZ for the determination ofyy is discussed in

The optimal value o8 is determined by btting the fraction Sect.11.5

of events in the kinematic regic®30 < u < S15GeV.

The bt accounts for all experimental and modelling uncer-

tainties affecting thas distribution, and gives a value of 11.3 Results fomyy in the measurement categories

s = S 0.22+ 1.06. The best-bt value of conbrms the

good agreement between the thgthia 8 AZ prediction Measurements ahyy are performed using the. andmry dis-

and the data; its uncertainty is dominated by PDF and recoilributions, separately for positively and negatively chaiged

calibration uncertainties, and matches the variation rangeosons, in three bins ¢f | in the electron decay channel,

of e used for the initial estimation of thpY distribution ~ andinfourbinsof |in the muon decay channel, leading to

uncertainty. a total of 28myy determinations. In each category, the value
This validation test supports theythia 8 AZ predic- Of mw is determined by a 2 minimisation, comparing the

tion of the p¥v distribution and the theory-driven associ- Pt andmr distributions in data and simulation for different

ated uncertainty estimate. On the other hand, as shown kalues ofmy. The templates are generated with values of

Fig. 22, the data disagree with the DYRes aRdwheg  Mw in steps of 1 to 10 MeV within a range af 400 MeV,

MiNLO+Pythia 8 predictions. The latter are obtained centred around the reference value used in the Monte Carlo

reweighting the initialp¥V distribution inPowheg+Pythia signal samples. The statistical uncertainty is estimated from
8 according to the product of thep% distribution of the halfwidth ofthe 2function at the value corresponding to
Pythia 8 AZ, which matches the measurement of R&f]]  one unitabove the minimum. Systematic uncertainties due to
and Rwz(pr) as predicted by DYRes and Physics-modelling corrections, detector-calibration correc-
Powheg MiINLO+Pythia 8. The uncertainty bands in tions, and background subtraction, are discussed in $zts.
the DYRes prediction are calculated using variations of and10, respectively.
the factorisation, renormalisation and resummation scales The lower and upper bounds of the range of phedistri-
UE, HR and pRes following the procedure described in bution used in the bt are varied from 30 to 35 GeV, and from
Ref. [116,117]. The uncertainty obtained applying corre- 45 to 50 GeV respectively, in steps of 1GeV. For the
lated scale variations iW and Z production does not distribution, the boundaries are varied from 65 to 70 GeV,
and from 90 to 100 GeV. The total measurement uncer-

3 Halfthe effect is used because only one of the two quarks in the initiafinty is evaluated for each range, after combining the mea-
state is heavy, as discussed in S6c.2 surement categories as described in Sktt4 below. The
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Fig. 22 Ratio between the predictions &ythia 8 AZ, DYRes and the Pythia 8 AZ prediction reRects the uncertainty in thé" distri-
Powheg MiINLO+Pythia 8 and the data for tha ur andb u dis- bution. The uncertainty band around the DYRes prediction assumes
tributions inW events. TheW-boson rapidity distribution is  that uncertainties induced by variations of the QCD scalegir and
reweighted according to the NNLO prediction. The error bars on the datfires collectively referred to aggcp, are fully correlated i andZ
points display the total experimental uncertainty, and the band aroungroduction

smallest total uncertainty imyy is found for the bt ranges value ofmyy used in the predictions is set to the overall mea-
32< p; < 45GeV and 66< my < 99GeV. The optimi- surement result presented in the next section. Thealues
sation is performed before the unblinding of timg, value  quantifying the comparison between data and prediction are
and the optimised range is used for all the results describezhlculated over the full histogram range and account for all
below. sources of uncertainty. The bin-to-bin correlations induced

The bnal measurement uncertainty is dominated by mody the experimental and physics-modelling systematic uncer-
elling uncertainties, with typical values in the range 25Bainties are also accounted for. Overall, satisfactory agree-
35MeV for the various charge arjd | categories. Lepton- ment is observed. The dePcit of data visible pgr 40D
calibration uncertainties are the dominant sources of exper42 GeV in thew* e channel does not strongly affect
mental systematic uncertainty for the extractiomgf from  the mass measurement, as the observed effect differs from
the p; distribution. These uncertainties vary from aboutthat expected frormyy variations. Cross-checks of possible
15 MeV to about 35 MeV for most measurement categoriessources of this effect were performed, and its impact on the
except the highest | bin in the muon channel where the mass determination was shown to be within the correspond-
total uncertainty of about 120 MeV is dominated by the muoring systematic uncertainties.
momentum linearity uncertainty. The uncertainty in the cal-
ibration of the recoil is the largest source of experimental
systematic uncertainty for tmer distribution, with a typical 114 Combination and Pnal results
contribution of about 15 MeV for all categories. The determi- _ _ _
nation ofmyy from the p; andmr distributions in the various  The measurements oy in the various categories are com-
categories is summarised in Tall@ including an overview bined accounting for statistical and systematic uncertainties
of statistical and systematic uncertainties. The results are alg§d their correlations. The statistical correlation of tig
shown in Fig.23. No signipcant differences in the values of values determined from they andmr distributions is eval-
mw corresponding to the different decay channels and to thgated with the bootstrap methatil|d, and is approximately
various charge and | categories are observed. 50% for all measurement categories.

The comparison of data and simulation for kinematic dis- The systematic uncertainties have specibc correlation
tributions sensitive to the value ofy provides further vali- Patterns across theny measurement categories. Muon-
dation of the detector calibration and physics modelling. Thénomentum and electron-energy calibration uncertainties
comparison is performed in all measurement categories. TH'€ uncorrelated between the different decay channels, but

-inclusive p;, mr and pss distributions for positively and largely correlated between thp; and my distributions.
negatively chargetlV bosons are shown in Figg4 and25 Recoil-calibration uncertainties are correlated between elec-

for the electron and muon decay channels, respectively. THEON and muon decay channels, and they are smalpfor
distributions. The PDF-induced uncertainties are largely cor-

123



Page 37 of 61 110

y

U
-S

J. C (2018) 78:110

Eur. Phys

as Lee €S €8 STT Lz L0€ 0) 10 v'ETv08 ve>l1>8T'a gom

&e 602 € 08 €L Yird LBT (0] 6'v¢ 8'60€08 2T > 1>90'a om

zv 99z €' T8 4 92 86T (0] T'ee 0'TS€08 90>11'a gm

Br Tve €g L9 6TT 92 80¢ (0] ove L'¥ve08 vz>l1>8T's8 .M

1€ S0z €'g 6'8 L9 92 vTC (0] 8'2¢ 8'G€08 Zt >l 1>90'8 . Mm

oy Sve € 06 9 SC 102 (0] zee G'9€€08 9o >|1'a . m
821 128 09 €8 9/ 92 00 91T S'Gy 2'STE08 ve>l1>o0c'1  om

@S 902 09 08 95 92 00 Bt 1'8¢C 9'08€08 oc>|1>yT ' om

1 86T 09 08 95 SC 00 8T 6,2 9'G6£08 vT>1>80"'M om

®e ¥'92 09 18 85 92 00 g1 €€ee 8',2v08 go>| ' gom
ot 8'Te 09 L9 9 SC 00 0TT R% T'7€€08 vz>11>02 ' .m

14 z'se 09 Z'8 67 SC 00 tE 6'€C 6'97708 oz>l1>vT 'l .m

e 902 09 6'8 LY SC 00 BT T's¢ €'/G€08 vT>11>80 "' .m

e L've 09 06 TS 92 00 z1 122 1'12€08 go>| | .m
(s1d 19 jpuueyd

A 182 v'e 6'6 15€ 8¢l zee (0] 8y 8'€2v08 ve>|1>8T'a oM

(14 6'€C v'e L6 821 ZTT 18T (0] oee G'/6208 2T > 1>90'a oM

S €T1e v'e 56 GGT 8TT 79T (0] €71e 8'GT108 90> 18 gm

9 €2 v'e v'8 82¢ 9T 99z (0] v'ze ¥'25€08 vz>|l1>8T'a8 .M

104 g€z v'e 9'6 ZeT TST v1e (0] ¥'0e G'78€08 Zt > 1>90'a .M

@S 5’82 v'e 6'6 €97 TET S6T (0] ¥'62 6'25€08 9o >|1'a .m
6ET Tve v'e 6'6 ZoT 9TT 00 £2T ¥'2S Z'7€€08 ve>l1>o0c M om

&S 1€ v'e L6 T8 S0T 00 6t 9'Ge ¥'6.€08 oz>|I>yT ' om

By zee v'e L6 Ll zet 00 8T ¥'9e G'/T¥08 vT>l1>80"'1 gom

BY 90 v'e g6 S8 TET 00 g1 9°0¢ §'5/€08 go>| ' gom
LT} 8'ze v'e '8 06 144" 00 AN 607 9'7££08 vz>1>0¢ ' .m

&S (AR v'e €6 zL eVl 00 e A €'92108 oz>l1>vT ‘1 .m

oy €€ v'e 9'6 89 0%T 00 61 43 T'¥5£08 vT>11>80 "' .m

'A% '8¢ v'e 6'6 T8 ZsT 00 Z1 z62 £'T.E08 go>| ‘M .m

N [eloL "oun 4ad ‘oun “Bxog "oun 1028y "oun "08|3 "oun uon aun 1S [AsIN] Mwi (s1d L) jpuueyd
N

| UsAIb aJe sanureladun ||V 'S4dd pPLm 'FBeNmaldale ‘S1ualddiaod Jejnbue pue Jamoys uoned ‘suoiele ajeas Buipnjoul Buljjapow @O0 Joj Ajoreredas ‘sanurenasun Buljspow e pue
bllurelaoun parejal-punolbxoeq pue -|103a4-Ho0UDBIUI PAPIAIP ‘SanuIelIaoun [eluswadxa |fe yum Jayiabo) ‘sanurenasun [eoansnels ayl smoys ajgel ay ‘abuel Bumd pasiwndo ayl ul
suonnquisip tdpue Lay) Buisn ‘sebues |-yoids) usiayip ui ‘syesogup Ajonnebau pue Ajoanisod Joj ‘sjpuuryd Aedsp uonw pue uoJd9|d sy} Ul sjuswainseaw Musy) Jo synsay 0T 9|qel

123



110 Page 38 of 61 Eur. Phys. J. C (2018) 78:110

80700

80700

;Z goes0 [ ATLAS :Sﬂ% = roml une § 8050 [-ATLAS ¢$;(%) = romi une
= E Vs=7TeV, 4.6 fo my(W?) [IStat. Unc. = E (s=7TeV, 4.1fo? my(W") [Stat. Unc.
E; 80600 ?V\F . ! ! m(W3) - Total Unc. E; 80600 ?V\F ! ! m (W3 - Total Unc.
80550 £ I I — Comb Flt [[]Total Unc. 80550 £ n ! ! — Comb Flt [[]Total Unc.
80500 [ 80500 [ |
80450 [ } } } 80450 [ ‘ } } *
80400 | 1 1 1 80400 |- 1 !
80350 ﬂ ‘ r ‘ ‘ L 80350 I - - L
80300 |- ‘ 80300 £
80250 £ j } j 80250 £ } }
80200 E 1 1 1 80200 E 1 1 ‘
0.0<| ||<O.6 0.6<| I|<1.2 1.8<] ||<2.4 0.0<| ||<0.8 0.8<| ||<1.4 1.4<| I|<2.O 2.0<] ||<2.4
(@ Category (b) Category

Fig. 23 Overview of themy measurements in the electron ando coloured bands and solid lines show the statistical and total uncertain-
muon decay channels, Results are shown for gheand my distri- ties, respectively. The horizontal line and band show the fully combined
butions, forw* andW® events in the different | categories. The result and its uncertainty

related between electron and muon decay channels, but sitively. Compatibility of the results is also observed for the
nibcantly anti-correlated between positively and negativelyorresponding combinations from tipg distribution, with
chargedW bosons, as discussed in S&tDue to the differ-  values of 2/dof of 56, 106, and 1913, for positively
ent balance of systematic uncertainties and to the variety aharged, negatively charged, and charge-inclusive combina-
correlation patterns, a signibcant reduction of the uncertairtions, respectively. The 2 compatibility test validates the
ties in the measurement ofyy is achieved by combining the consistency oftheresultsintlié e andW  p decay
different decay channels and the charge pnficategories. channels. The precision of the determinatiomgj from the

As discussed in Se@, the comparison of the results from mr distribution is slightly worse than the result obtained from
the p; andmry distributions, from the different decay chan- the p; distribution, due to the larger uncertainty induced by
nels, and in the various charge gnd| categories, provides the recoil calibration. In addition, the impact of PDF- and
a test of the experimental and physics modelling correction3)¥v—related uncertainties on the pts is limited by the opti-
Discrepancies between the positively and negatively chargedisation of the btting range. In the second step, determina-
lepton categories, or in the variols | bins would primarily  tions ofmy from the p; andmy distributions are combined
indicate an insufbcient understanding of physics-modellingeparately for the electron and the muon decay channels. The
effects, such as the PDFs and ¢ distribution. Inconsis-  results are compatible, with values ot/ dof of 4/5 and 8/5in
tencies between the electron and muon channels could indie electron channel for the, andmy distributions, respec-
cate problems in the calibration of the muon-momentum antively, and values of 7/7 and 3/7 in the muon channel for the
electron-energy responses. Signibcant differences betwegn andmy distributions, respectively. They determina-
results from thep; and mr distributions would point to tions in the electron and in the muon channels agree, further
either problems in the calibration of the recoil, or to anvalidating the consistency of the electron and muon cali-
incorrect modelling of the transverse-momentum distribu-brations. Agreement between thgy determinations from
tion of theW boson. Several measurement combinations arthe p; andmry distributions supports the calibration of the
performed, using the best linear unbiased estimate (BLUE)ecoil, and the modelling of the transverse momentum of the
method [11912Q. The results of the combinations are ver- W boson.
iped with theHERAverager program [L21], which gives The results are summarised in F&S. The combination
very close results. of all the determinations afhyy reported in TablelO has a

Table11 shows an overview of partiahy measurement value of 2/ dof of 29 27, and yields a bnal result of
combinations. In the brst step, determinationsgf in the
electron and muon decay channels from the distribu- mMw = 803695+ 6.8(stat) + 10.6(exp. sysi.
tion are combined separately for the positive- and negative- + 13.6(mod. sysf MeV
charge categories, and together for b@fhboson charges. 803695 + 185 MeV,
The results are compatible, and the positively charged, nega-

tively chzarged, and charge-inclusive combinations yield valyyhere the brst uncertainty is statistical, the second corre-
ues of </ dof corresponding to/B, 7/ 6, and 1113, respec-  gponds to the experimental systematic uncertainty, and the
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