
Measurement of the W-boson mass in pp collisions at s=7 �
TeV with the ATLAS detector
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Abstract A measurement of the mass of theW boson is
presented based on protonÐproton collision data recorded in
2011 at a centre-of-mass energy of 7 TeV with the ATLAS
detector at the LHC, and corresponding to 4.6 fbŠ1 of
integrated luminosity. The selected data sample consists of
7.8× 106 candidates in theW � µ� channel and 5.9× 106

candidates in theW � e� channel. TheW-boson mass is
obtained from template Þts to the reconstructed distributions
of the charged lepton transverse momentum and of theW
boson transverse mass in the electron and muon decay chan-
nels, yielding

mW = 80370± 7 (stat.) ± 11(exp. syst.)

± 14 (mod. syst.) MeV

= 80370± 19 MeV,

where the Þrst uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty. A mea-
surement of the mass difference between theW+ andWŠ

bosons yieldsmW+ Š mWŠ = Š 29± 28 MeV.

1 Introduction

The Standard Model (SM) of particle physics describes the
electroweak interactions as being mediated by theW boson,
the Z boson, and the photon, in a gauge theory based on
the SU(2)L × U(1)Y symmetry [1Ð3]. The theory incorpo-
rates the observed masses of theW andZ bosons through a
symmetry-breaking mechanism. In the SM, this mechanism
relies on the interaction of the gauge bosons with a scalar
doublet Þeld and implies the existence of an additional phys-
ical state known as the Higgs boson [4Ð7]. The existence of
theW andZ bosons was Þrst established at the CERN SPS in
1983 [8Ð11], and the LHC collaborations ATLAS and CMS
reported the discovery of the Higgs boson in 2012 [12,13].

� e-mail:atlas.publications@cern.ch

At lowest order in the electroweak theory, theW-boson
mass,mW, can be expressed solely as a function of theZ-
boson mass,mZ, the Þne-structure constant,� , and the Fermi
constant,Gµ . Higher-order corrections introduce an addi-
tional dependence of theW-boson mass on the gauge cou-
plings and the masses of the heavy particles of the SM. The
mass of theW boson can be expressed in terms of the other
SM parameters as follows:

m2
W

�

1 Š
m2

W

m2
Z

�

=
� �

�
2Gµ

(1 + � r ),

where � r incorporates the effect of higher-order correc-
tions [14,15]. In the SM,� r is in particular sensitive to the
top-quark and Higgs-boson masses; in extended theories,� r
receives contributions from additional particles and interac-
tions. These effects can be probed by comparing the mea-
sured and predicted values ofmW. In the context of global
Þts to the SM parameters, constraints on physics beyond the
SM are currently limited by theW-boson mass measurement
precision [16]. Improving the precision of the measurement
of mW is therefore of high importance for testing the overall
consistency of the SM.

Previous measurements of the mass of theW boson were
performed at the CERN SPS protonÐantiproton (pp̄) collider
with the UA1 and UA2 experiments [17,18] at centre-of-
mass energies of

�
s = 546 GeV and

�
s = 630 GeV, at

the Tevatronpp̄ collider with the CDF and D0 detectors at�
s = 1.8 TeV [19Ð21] and

�
s = 1.96 TeV [22Ð24], and at

the LEP electronÐpositron collider by the ALEPH, DELPHI,
L3, and OPAL collaborations at

�
s = 161Ð209 GeV [25Ð

28]. The current Particle Data Group world average value
of mW = 80385± 15 MeV [29] is dominated by the CDF
and D0 measurements performed at

�
s = 1.96 TeV. Given

the precisely measured values of� , Gµ andmZ, and taking
recent top-quark and Higgs-boson mass measurements, the
SM prediction ofmW is mW = 80358± 8 MeV in Ref. [16]
andmW = 80362± 8 MeV in Ref. [30]. The SM prediction
uncertainty of 8 MeV represents a target for the precision of
future measurements ofmW.
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At hadron colliders, theW-boson mass can be determined
in DrellÐYan production [31] from W � �� decays, where�
is an electron or muon. The mass of theW boson is extracted
from the Jacobian edges of the Þnal-state kinematic distribu-
tions, measured in the plane perpendicular to the beam direc-
tion. Sensitive observables include the transverse momenta
of the charged lepton and neutrino and theW-boson trans-
verse mass.

The ATLAS and CMS experiments beneÞt from large sig-
nal and calibration samples. The numbers of selectedW-
andZ-boson events, collected in a sample corresponding to
approximately 4.6 fbŠ1 of integrated luminosity at a centre-
of-mass energy of 7 TeV, are of the order of 107 for the
W � �� , and of the order of 106 for the Z � �� pro-
cesses. The available data sample is therefore larger by an
order of magnitude compared to the corresponding samples
used for the CDF and D0 measurements. Given the precisely
measured value of theZ-boson mass [32] and the clean lep-
tonic Þnal state, theZ � �� processes provide the primary
constraints for detector calibration, physics modelling, and
validation of the analysis strategy. The sizes of these samples
correspond to a statistical uncertainty smaller than 10 MeV
in the measurement of theW-boson mass.

Measurements ofmW at the LHC are affected by signif-
icant complications related to the strong interaction. In par-
ticular, in protonÐproton (pp) collisions at

�
s = 7 TeV,

approximately 25% of the inclusiveW-boson production
rate is induced by at least one second-generation quark,s
or c, in the initial state. The amount of heavy-quark-initiated
production has implications for theW-boson rapidity and
transverse-momentum distributions [33]. As a consequence,
the measurement of theW-boson mass is sensitive to the
strange-quark and charm-quark parton distribution functions
(PDFs) of the proton. In contrast, second-generation quarks
contribute only to approximately 5% of the overallW-boson
production rate at the Tevatron. Other important aspects of
the measurement of theW-boson mass are the theoretical
description of electroweak corrections, in particular the mod-
elling of photon radiation from theW- and Z-boson decay
leptons, and the modelling of the relative fractions of helicity
cross sections in the DrellÐYan processes [34].

This paper is structured as follows. Section2 presents an
overview of the measurement strategy. Section3 describes
the ATLAS detector. Section4describes the data and simula-
tion samples used for the measurement. Section5 describes
the object reconstruction and the event selection. Section6
summarises the modelling of vector-boson production and
decay, with emphasis on the QCD effects outlined above.
Sections7 and8 are dedicated to the electron, muon, and
recoil calibration procedures. Section9 presents a set of val-
idation tests of the measurement procedure, performed using
theZ-boson event sample. Section10describes the analysis

of the W-boson sample. Section11 presents the extraction
of mW. The results are summarised in Sect.12.

2 Measurement overview

This section provides the deÞnition of the observables used in
the analysis, an overview of the measurement strategy for the
determination of the mass of theW boson, and a description
of the methodology used to estimate the systematic uncer-
tainties.

2.1 Observable deÞnitions

ATLAS uses a right-handed coordinate system with its origin
at the nominal interaction point (IP) in the centre of the detec-
tor and thez-axis along the beam pipe. Thex-axis points
from the IP to the centre of the LHC ring, and they-axis
points upward. Cylindrical coordinates(r, �) are used in the
transverse plane,� being the azimuth around thez-axis. The
pseudorapidity is deÞned in terms of the polar angle	 as

 = Š ln tan(	/ 2).

The kinematic properties of charged leptons fromW- and
Z-boson decays are characterised by the measured transverse
momentum,p�

T, pseudorapidity,
 � , and azimuth,� � . The
mass of the lepton,m� , completes the four-vector. ForZ-
boson events, the invariant mass,m�� , the rapidity,y�� , and
the transverse momentum,p��

T , are obtained by combining
the four-momenta of the decay-lepton pair.

The recoil in the transverse plane,�uT, is reconstructed
from the vector sum of the transverse energy of all clusters
reconstructed in the calorimeters (Sect.3), excluding energy
deposits associated with the decay leptons. It is deÞned as:

�uT =
�

i

�ET,i ,

where �ET,i is the vector of the transverse energy of cluster
i . The transverse-energy vector of a cluster has magnitude
ET = E/ cosh
 , with the energy deposit of the clusterE and
its pseudorapidity
 . The azimuth� of the transverse-energy
vector is deÞned from the coordinates of the cluster in the
transverse plane. InW- and Z-boson events,Š�uT provides
an estimate of the boson transverse momentum. The related
quantitiesux anduy are the projections of the recoil onto the
axes of the transverse plane in the ATLAS coordinate system.
In Z-boson events,uZ

� anduZ
� represent the projections of

the recoil onto the axes parallel and perpendicular to theZ-
boson transverse momentum reconstructed from the decay-
lepton pair. WhereasuZ

� can be compared toŠ p��
T and probes

the detector response to the recoil in terms of linearity and
resolution, theuZ

� distribution satisÞes
�
uZ

�

�
= 0 and its width

provides an estimate of the recoil resolution. InW-boson
events,u�

� andu�
� are the projections of the recoil onto the
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axes parallel and perpendicular to the reconstructed charged-
lepton transverse momentum.

The resolution of the recoil is affected by additional event
properties, namely the per-event number ofpp interactions
per bunch crossing (pile-up)µ , the average number ofpp
interactions per bunch crossing�µ � , the total reconstructed
transverse energy, deÞned as the scalar sum of the transverse
energy of all calorimeter clusters,� ET 	

�
i ET,i , and the

quantity � E

T 	 � ET Š |�uT|. The latter is less correlated

with the recoil than� ET, and better represents the event
activity related to the pile-up and to the underlying event.

The magnitude and direction of the transverse-momentum
vector of the decay neutrino,�p �

T , are inferred from the vector
of the missing transverse momentum,�pmiss

T , which corre-
sponds to the momentum imbalance in the transverse plane
and is deÞned as:

�pmiss
T = Š

�
�p �

T + �uT

	
.

The W-boson transverse mass,mT, is derived frompmiss
T

and from the transverse momentum of the charged lepton as
follows:

mT =



2p�
T pmiss

T (1 Š cos��),

where �� is the azimuthal opening angle between the
charged lepton and the missing transverse momentum.

All vector-boson masses and widths are deÞned in the
running-width scheme. Resonances are expressed by the rel-
ativistic BreitÐWigner mass distribution:

d�
dm

�
m2

(m2 Š m2
V )2 + m4
 2

V / m2
V

, (1)

wheremis the invariant mass of the vector-boson decay prod-
ucts, andmV and
 V , with V = W, Z, are the vector-boson
masses and widths, respectively. This scheme was introduced
in Ref. [35], and is consistent with earlier measurements of
theW- andZ-boson resonance parameters [24,32].

2.2 Analysis strategy

The mass of theW boson is determined from Þts to the trans-
verse momentum of the charged lepton,p�

T, and to the trans-
verse mass of theW boson,mT. For W bosons at rest, the
transverse-momentum distributions of theW decay leptons
have a Jacobian edge at a value ofm/ 2, whereas the distri-
bution of the transverse mass has an endpoint at the value of
m [36], wherem is the invariant mass of the charged-lepton
and neutrino system, which is related tomW through the
BreitÐWigner distribution of Eq. (1).

The expected Þnal-state distributions, referred to as tem-
plates, are simulated for several values ofmW and include
signal and background contributions. The templates are com-
pared to the observed distribution by means of a� 2 com-

patibility test. The� 2 as a function ofmW is interpolated,
and the measured value is determined by analytical minimi-
sation of the� 2 function. Predictions for different values
of mW are obtained from a single simulated reference sam-
ple, by reweighting theW-boson invariant mass distribution
according to the BreitÐWigner parameterisation of Eq. (1).
TheW-boson width is scaled accordingly, following the SM
relation
 W � m3

W.
Experimentally, thep�

T andpmiss
T distributions are affected

by the lepton energy calibration. The latter is also affected
by the calibration of the recoil. Thep�

T and pmiss
T distribu-

tions are broadened by theW-boson transverse-momentum
distribution, and are sensitive to theW-boson helicity states,
which are inßuenced by the proton PDFs [37]. Compared
to p�

T, the mT distribution has larger uncertainties due to
the recoil, but smaller sensitivity to such physics-modelling
effects. Imperfect modelling of these effects can distort the
template distributions, and constitutes a signiÞcant source of
uncertainties for the determination ofmW.

The calibration procedures described in this paper rely
mainly on methods and results published earlier by ATLAS
[38Ð40], and based onW and Z samples at

�
s = 7 TeV

and
�

s = 8 TeV. The Z � �� event samples are used
to calibrate the detector response. Lepton momentum cor-
rections are derived exploiting the precisely measured value
of the Z-boson mass,mZ [32], and the recoil response is
calibrated using the expected momentum balance withp��

T .
IdentiÞcation and reconstruction efÞciency corrections are
determined fromW- andZ-boson events using the tag-and-
probe method [38,40]. The dependence of these corrections
on p�

T is important for the measurement ofmW, as it affects
the shape of the template distributions.

The detector response corrections and the physics mod-
elling are veriÞed inZ-boson events by performing mea-
surements of theZ-boson mass with the same method used
to determine theW-boson mass, and comparing the results
to the LEP combined value ofmZ, which is used as input
for the lepton calibration. The determination ofmZ from
the lepton-pair invariant mass provides a Þrst closure test
of the lepton energy calibration. In addition, the extraction
of mZ from the p�

T distribution tests thep�
T-dependence of

the efÞciency corrections, and the modelling of theZ-boson
transverse-momentum distribution and of the relative frac-
tions of Z-boson helicity states. Thepmiss

T andmT variables
are deÞned inZ-boson events by treating one of the recon-
structed decay leptons as a neutrino. The extraction ofmZ

from themT distribution provides a test of the recoil cali-
bration. The combination of the extraction ofmZ from the
m�� , p�

T andmT distributions provides a closure test of the
measurement procedure. The precision of this validation pro-
cedure is limited by the Þnite size of theZ-boson sample,
which is approximately ten times smaller than theW-boson
sample.
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Table 1 Summary of categories and kinematic distributions used in themW measurement analysis for the electron and muon decay channels

Decay channel W � e� W � µ�

Kinematic distributions p�
T, mT p�

T, mT

Charge categories W+ , WŠ W+ , WŠ

|
 � | categories [0, 0.6], [0.6, 1.2], [1.8, 2.4] [0, 0.8], [0.8, 1.4], [1.4, 2.0], [2.0, 2.4]

The analysis of theZ-boson sample does not probe dif-
ferences in the modelling ofW- and Z-boson production
processes. WhereasW-boson production at the Tevatron is
charge symmetric and dominated by interactions with at least
one valence quark, the sea-quark PDFs play a larger role at the
LHC, and contributions from processes with heavy quarks in
the initial state have to be modelled properly. TheW+ -boson
production rate exceeds that ofWŠ bosons by about 40%,
with a broader rapidity distribution and a softer transverse-
momentum distribution. Uncertainties in the modelling of
these distributions and in the relative fractions of theW-
boson helicity states are constrained using measurements
of W- andZ-boson production performed with the ATLAS
experiment at

�
s = 7 TeV and

�
s = 8 TeV [41Ð45].

The Þnal measured value of theW-boson mass is obtained
from the combination of various measurements performed
in the electron and muon decay channels, and in charge- and
|
 � |-dependent categories, as deÞned in Table1. The bound-
aries of the|
 � | categories are driven mainly by experimental
and statistical constraints. The measurements ofmW used in
the combination are based on the observed distributions ofp�

T
andmT, which are only partially correlated. Measurements
of mW based on thepmiss

T distributions are performed as con-
sistency tests, but they are not used in the combination due
to their signiÞcantly lower precision. The consistency of the
results in the electron and muon channels provide a further
test of the experimental calibrations, whereas the consistency
of the results for the different charge and|
 � | categories tests
theW-boson production model.

Further consistency tests are performed by repeating the
measurement in three intervals of�µ � , in two intervals of
uT andu�

� , and by removing thepmiss
T selection requirement,

which is applied in the nominal signal selection. The con-
sistency of the values ofmW in these additional categories
probes the modelling of the recoil response, and the mod-
elling of the transverse-momentum spectrum of theW boson.
Finally, the stability of the result with respect to the charged-
lepton azimuth, and upon variations of the Þtting ranges is
veriÞed.

Systematic uncertainties in the determination ofmW are
evaluated using pseudodata samples produced from the nom-
inal simulated event samples by varying the parameters cor-
responding to each source of uncertainty in turn. The differ-
ences between the values ofmW extracted from the pseudo-
data and nominal samples are used to estimate the uncer-

tainty. When relevant, these variations are applied simul-
taneously in theW-boson signal samples and in the back-
ground contributions. The systematic uncertainties are esti-
mated separately for each source and for Þt ranges of 32<
p�

T < 45 GeV and 66< mT < 99 GeV. These Þt ranges
minimise the total expected measurement uncertainty, and
are used for the Þnal result as discussed in Sect.11.

In Sects.6, 7, 8, and10, which discuss the systematic
uncertainties of themW measurement, the uncertainties are
also given for combinations of measurement categories. This
provides information showing the reduction of the systematic
uncertainty obtained from the measurement categorisation.
For these cases, the combined uncertainties are evaluated
including only the expected statistical uncertainty in addi-
tion to the systematic uncertainty being considered. However,
the total measurement uncertainty is estimated by adding all
uncertainty contributions in quadrature for each measure-
ment category, and combining the results accounting for cor-
relations across categories.

During the analysis, an unknown offset was added to the
value ofmW used to produce the templates. The offset was
randomly selected from a uniform distribution in the range
[Š 100, 100] MeV, and the same value was used for theW+

and WŠ templates. The offset was removed after themW

measurements performed in all categories were found to be
compatible and the analysis procedure was Þnalised.

3 The ATLAS detector

The ATLAS experiment [46] is a multipurpose particle detec-
tor with a forward-backward symmetric cylindrical geome-
try. It consists of an inner tracking detector surrounded by a
thin superconducting solenoid, electromagnetic and hadronic
calorimeters, and a muon spectrometer incorporating three
large superconducting toroid magnets.

The inner-detector system (ID) is immersed in a 2T axial
magnetic Þeld and provides charged-particle tracking in the
range|
 | < 2.5. At small radii, a high-granularity silicon
pixel detector covers the vertex region and typically provides
three measurements per track. It is followed by the silicon
microstrip tracker, which usually provides eight measure-
ment points per track. These silicon detectors are comple-
mented by a gas-Þlled straw-tube transition radiation tracker,
which enables radially extended track reconstruction up to
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|
 | = 2.0. The transition radiation tracker also provides elec-
tron identiÞcation information based on the fraction of hits
(typically 35 in total) above a higher energy-deposit thresh-
old corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range
|
 | < 4.9. Within the region|
 | < 3.2, electromagnetic (EM)
calorimetry is provided by high-granularity lead/liquid-argon
(LAr) calorimeters, with an additional thin LAr presampler
covering|
 | < 1.8 to correct for upstream energy-loss ßuc-
tuations. The EM calorimeter is divided into a barrel sec-
tion covering|
 | < 1.475 and two endcap sections covering
1.375< |
 | < 3.2. For|
 | < 2.5 it is divided into three lay-
ers in depth, which are Þnely segmented in
 and� . Hadronic
calorimetry is provided by a steel/scintillator-tile calorime-
ter, segmented into three barrel structures within|
 | < 1.7
and two copper/LAr hadronic endcap calorimeters covering
1.5 < |
 | < 3.2. The solid-angle coverage is completed
with forward copper/LAr and tungsten/LAr calorimeter mod-
ules in 3.1 < |
 | < 4.9, optimised for electromagnetic and
hadronic measurements, respectively.

The muon spectrometer (MS) comprises separate trigger
and high-precision tracking chambers measuring the deßec-
tion of muons in a magnetic Þeld generated by supercon-
ducting air-core toroids. The precision chamber system cov-
ers the region|
 | < 2.7 with three layers of monitored
drift tubes, complemented by cathode strip chambers in the
forward region. The muon trigger system covers the range
|
 | < 2.4 with resistive plate chambers in the barrel, and
thin gap chambers in the endcap regions.

A three-level trigger system is used to select events for
ofßine analysis [47]. The level-1 trigger is implemented in
hardware and uses a subset of detector information to reduce
the event rate to a design value of at most 75kHz. This is
followed by two software-based trigger levels which together
reduce the event rate to about 300Hz.

4 Data samples and event simulation

The data sample used in this analysis consists ofW- andZ-
boson candidate events, collected in 2011 with the ATLAS
detector in protonÐproton collisions at the LHC, at a centre-
of-mass energy of

�
s = 7 TeV. The sample for the electron

channel, with all relevant detector systems operational, cor-
responds to approximately 4.6 fbŠ1 of integrated luminosity.
A smaller integrated luminosity of approximately 4.1 fbŠ1 is
used in the muon channel, as part of the data was discarded
due to a timing problem in the resistive plate chambers, which
affected the muon trigger efÞciency. The relative uncertainty
of the integrated luminosity is 1.8% [48]. This data set pro-
vides approximately 1.4× 107 reconstructedW-boson events
and 1.8× 106 Z-boson events, after all selection criteria have
been applied.

The Powheg MC generator [49Ð51] (v1/r1556) is used
for the simulation of the hard-scattering processes ofW- and
Z-boson production and decay in the electron, muon, and tau
channels, and is interfaced toPythia 8 (v8.170) for the mod-
elling of the parton shower, hadronisation, and underlying
event [52,53], with parameters set according to the AZNLO
tune [44]. The CT10 PDF set [54] is used for the hard-
scattering processes, whereas the CTEQ6L1 PDF set [55] is
used for the parton shower. In theZ-boson samples, the effect
of virtual photon production (� 
 ) and Z/� 
 interference is
included. The effect of QED Þnal-state radiation (FSR) is
simulated withPhotos (v2.154) [56]. Tau lepton decays are
handled byPythia 8, taking into account polarisation effects.
An alternative set of samples forW- andZ-boson production
is generated withPowheginterfaced toHerwig (v6.520) for
the modelling of the parton shower [57], and toJimmy(v4.31)
for the underlying event [58]. The W- andZ-boson masses
are set tomW = 80.399 GeV andmZ = 91.1875 GeV,
respectively. During the analysis, the value of theW-boson
mass in theW � �� and W � � � samples was blinded
using the reweighting procedure described in Sect.2.

Top-quark pair production and the single-top-quark pro-
cesses are modelled using the MC@NLO MC generator
(v4.01) [59Ð61], interfaced toHerwig andJimmy. Gauge-
boson pair production (W W, W Z, Z Z) is simulated with
Herwig (v6.520). In all the samples, the CT10 PDF set
is used. Samples of heavy-ßavour multijet events (pp �
bb̄ + X and pp � cc̄ + X) are simulated withPythia 8
to validate the data-driven methods used to estimate back-
grounds with non-prompt leptons in the Þnal state.

Whereas the extraction ofmW is based on the shape of dis-
tributions, and is not sensitive to the overall normalisation of
the predicted distributions, it is affected by theoretical uncer-
tainties in the relative fractions of background and signal.
TheW- andZ-boson event yields are normalised according
to their measured cross sections, and uncertainties of 1.8%
and 2.3% are assigned to theW+ / Z andWŠ / Z production
cross-section ratios, respectively [41]. Thet t̄ sample is nor-
malised according to its measured cross section [62] with an
uncertainty of 3.9%, whereas the cross-section predictions
for the single-top production processes of Refs. [63Ð65] are
used for the normalisation of the corresponding sample, with
an uncertainty of 7%. The samples of events with massive
gauge-boson pair production are normalised to the NLO pre-
dictions calculated with MCFM [66], with an uncertainty of
10% to cover the differences to the NNLO predictions [67].

The response of the ATLAS detector is simulated using a
program [68] based onGeant 4 [69]. The ID and the MS
were simulated assuming an ideal detector geometry; align-
ment corrections are applied to the data during event recon-
struction. The description of the detector material incorpo-
rates the results of extensive studies of the electron and pho-
ton calibration [39]. The simulated hard-scattering process
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is overlaid with additional protonÐproton interactions, sim-
ulated withPythia 8 (v8.165) using the A2 tune [70]. The
distribution of the average number of interactions per bunch
crossing�µ � spans the range 2.5Ð16.0, with a mean value of
approximately 9.0.

Simulation inaccuracies affecting the distributions of the
signal, the response of the detector, and the underlying-event
modelling, are corrected as described in the following sec-
tions. Physics-modelling corrections, such as those affect-
ing theW-boson transverse-momentum distribution and the
angular decay coefÞcients, are discussed in Sect.6. Cali-
bration and detector response corrections are presented in
Sects.7 and8.

5 Particle reconstruction and event selection

This section describes the reconstruction and identiÞcation
of electrons and muons, the reconstruction of the recoil, and
the requirements used to selectW- and Z-boson candidate
events. The recoil provides an event-by-event estimate of
theW-boson transverse momentum. The reconstructed kine-
matic properties of the leptons and of the recoil are used
to infer the transverse momentum of the neutrino and the
transverse-mass kinematic variables.

5.1 Reconstruction of electrons, muons and the recoil

Electron candidates are reconstructed from clusters of energy
deposited in the electromagnetic calorimeter and associated
with at least one track in the ID [38,39]. Quality requirements
are applied to the associated tracks in order to reject poorly
reconstructed charged-particle trajectories. The energy of
the electron is reconstructed from the energy collected in
calorimeter cells within an area of size�
 × �� = 0.075×
0.175 in the barrel, and 0.125 × 0.125 in the endcaps. A
multivariate regression algorithm, developed and optimised
on simulated events, is used to calibrate the energy recon-
struction. The reconstructed electron energy is corrected to
account for the energy deposited in front of the calorimeter
and outside the cluster, as well as for variations of the energy
response as a function of the impact point of the electron in the
calorimeter. The energy calibration algorithm takes as inputs
the energy collected by each calorimeter layer, including the
presampler, the pseudorapidity of the cluster, and the local
position of the shower within the cell of the second layer,
which corresponds to the cluster centroid. The kinematic
properties of the reconstructed electron are inferred from
the energy measured in the EM calorimeter, and from the
pseudorapidity and azimuth of the associated track. Electron
candidates are required to havepT > 15 GeV and|
 | < 2.4
and to fulÞl a set of tight identiÞcation requirements [38].
The pseudorapidity range 1.2 < |
 | < 1.82 is excluded

from the measurement, as the amount of passive material in
front of the calorimeter and its uncertainty are largest in this
region [39], preventing a sufÞciently accurate description of
non-Gaussian tails in the electron energy response. Addi-
tional isolation requirements on the nearby activity in the
ID and calorimeter are applied to improve the background
rejection. These isolation requirements are implemented by
requiring the scalar sum of thepT of tracks in a cone of size
� R 	

�
(�
) 2 + (��) 2 < 0.4 around the electron,pe,cone

T ,
and the transverse energy deposited in the calorimeter within
a cone of size� R < 0.2 around the electron,Econe

T , to be
small. The contribution from the electron candidate itself is
excluded. The speciÞc criteria are optimised as a function
of electron
 and pT to have a combined efÞciency of about
95% in the simulation for isolated electrons from the decay
of a W or Z boson.

The muon reconstruction is performed independently in
the ID and in the MS, and a combined muon candidate is
formed from the combination of a MS track with an ID track,
based on the statistical combination of the track parame-
ters [40]. The kinematic properties of the reconstructed muon
are deÞned using the ID track parameters alone, which allows
a simpler calibration procedure. The loss of resolution is
small (10Ð15%) in the transverse-momentum range relevant
for the measurement of theW-boson mass. The ID tracks
associated with the muons must satisfy quality requirements
on the number of hits recorded by each subdetector [40].
In order to reject muons from cosmic rays, the longitudinal
coordinate of the point of closest approach of the track to the
beamline is required to be within 10 mm of the collision ver-
tex. Muon candidates are required to havepT > 20 GeV and
|
 | < 2.4. Similarly to the electrons, the rejection of multijet
background is increased by applying an isolation require-
ment : the scalar sum of thepT of tracks in a cone of size
� R < 0.2 around the muon candidate,pµ, cone

T , is required
to be less than 10% of the muonpT.

The recoil,�uT, is reconstructed from the vector sum of the
transverse energy of all clusters measured in the calorimeters,
as deÞned in Sect.2.1. The ATLAS calorimeters measure
energy depositions in the range|
 | < 4.9 with a topologi-
cal clustering algorithm [71], which starts from cells with an
energy of at least four times the expected noise from elec-
tronics and pile-up. The momentum vector of each cluster is
determined by the magnitude and coordinates of the energy
deposition. Cluster energies are initially measured assuming
that the energy deposition occurs only through electromag-
netic interactions, and are then corrected for the different
calorimeter responses to hadrons and electromagnetic parti-
cles, for losses due to dead material, and for energy which
is not captured by the clustering process. The deÞnition of
�uT and the inferred quantitiespmiss

T andmT do not involve
the explicit reconstruction of particle jets, to avoid possible
threshold effects.
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Clusters located a distance� R < 0.2 from the recon-
structed electron or muon candidates are not used for the
reconstruction of�uT. This ensures that energy deposits orig-
inating from the lepton itself or from accompanying pho-
tons (from FSR or Bremsstrahlung) do not contribute to
the recoil measurement. The energy of any soft particles
removed along with the lepton is compensated for using
the total transverse energy measured in a cone of the same
size � R = 0.2, placed at the same absolute pseudorapid-
ity as the lepton with randomly chosen sign, and at dif-
ferent � . The total transverse momentum measured in this
cone is rotated to the position of the lepton and added to
�uT.

5.2 Event selection

The W-boson sample is collected during data-taking with
triggers requiring at least one muon candidate with trans-
verse momentum larger than 18 GeV or at least one electron
candidate with transverse momentum larger than 20 GeV.
The transverse-momentum requirement for the electron can-
didate was raised to 22 GeV in later data-taking periods
to cope with the increased instantaneous luminosity deliv-
ered by the LHC. Selected events are required to have a
reconstructed primary vertex with at least three associated
tracks.

W-boson candidate events are selected by requiring
exactly one reconstructed electron or muon withp�

T >
30 GeV. The leptons are required to match the correspond-
ing trigger object. In addition, the reconstructed recoil is
required to beuT < 30 GeV, the missing transverse momen-
tum pmiss

T > 30 GeV and the transverse massmT > 60 GeV.
These selection requirements are optimised to reduce the
multijet background contribution, and to minimise model
uncertainties fromW bosons produced at high transverse
momentum. A total of 5.89× 106 W-boson candidate events
are selected in theW � e� channel, and 7.84× 106 events
in theW � µ� channel.

As mentioned in Sect.2, Z-boson events are extensively
used to calibrate the response of the detector to electrons
and muons, and to derive recoil corrections. In addition,Z-
boson events are used to test several aspects of the mod-
elling of vector-boson production.Z-boson candidate events
are collected with the same trigger selection used for the
W-boson sample. The analysis selection requires exactly
two reconstructed leptons withp�

T > 25 GeV, having the
same ßavour and opposite charges. The events are required
to have an invariant mass of the dilepton system in the range
80 < m�� < 100 GeV. In both channels, selected leptons are
required to be isolated in the same way as in theW-boson
event selection. In total, 0.58× 106 and 1.23× 106 Z-boson
candidate events are selected in the electron and muon decay
channels, respectively.

6 Vector-boson production and decay

Samples of inclusive vector-boson production are produced
using thePowheg MC generator interfaced toPythia 8,
henceforth referred to asPowheg+Pythia 8. TheW- and
Z-boson samples are reweighted to include the effects of
higher-order QCD and electroweak (EW) corrections, as well
as the results of Þts to measured distributions which improve
the agreement of the simulated lepton kinematic distribu-
tions with the data. The effect of virtual photon production
and Z/� 
 interference is included in both the predictions
and thePowheg+Pythia 8 simulatedZ-boson samples. The
reweighting procedure used to include the corrections in the
simulated event samples is detailed in Sect.6.4.

The correction procedure is based on the factorisation of
the fully differential leptonic DrellÐYan cross section [31]
into four terms:

d�
dp1 dp2

=
�

d� ( m)
dm


 �
d� ( y)

dy


 �
d� ( pT, y)

dpT dy

�
d� ( y)

dy

� Š1
�

×

�

(1+ cos2 	) +
7�

i = 0

Ai ( pT, y)Pi (cos	, �)

�

,

(2)

where p1 and p2 are the lepton and anti-lepton four-
momenta;m, pT, and y are the invariant mass, transverse
momentum, and rapidity of the dilepton system;	 and� are
the polar angle and azimuth of the lepton1 in any given rest
frame of the dilepton system;Ai are numerical coefÞcients,
andPi are spherical harmonics of order zero, one and two.

The differential cross section as a function of the invari-
ant mass, d� ( m)/ dm, is modelled with a BreitÐWigner
parameterisation according to Eq. (1). In the case of the
Z-boson samples, the photon propagator is included using
the running electromagnetic coupling constant; further elec-
troweak corrections are discussed in Sect.6.1. The dif-
ferential cross section as a function of boson rapidity,
d� ( y)/ dy, and the coefÞcientsAi are modelled with pertur-
bative QCD Þxed-order predictions, as described in Sect.6.2.
The transverse-momentum spectrum at a given rapidity,
d� ( pT, y)/( dpT dy) · (d� ( y)/ dy)Š1, is modelled with pre-
dictions based on thePythia 8 MC generator, as discussed
in Sect.6.3. An exhaustive review of available predictions for
W- andZ-boson production at the LHC is given in Ref. [72].

Measurements ofW- and Z-boson production are used
to validate and constrain the modelling of the fully differen-
tial leptonic DrellÐYan cross section. The PDF central values
and uncertainties, as well as the modelling of the differential
cross section as a function of boson rapidity, are validated

1 Here, lepton refers to the negatively charged lepton from aWŠ or Z
boson, and the neutrino from aW+ boson.
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by comparing to the 7 TeVW- and Z-boson rapidity mea-
surements [41], based on the same data sample. The QCD
parameters of the parton shower model were determined by
Þts to the transverse-momentum distribution of theZ boson
measured at 7 TeV [44]. The modelling of theAi coefÞcients
is validated by comparing the theoretical predictions to the
8 TeV measurement of the angular coefÞcients inZ-boson
decays [42].

6.1 Electroweak corrections and uncertainties

The dominant source of electroweak corrections toW- andZ-
boson production originates from QED Þnal-state radiation,
and is simulated withPhotos. The effect of QED initial-state
radiation (ISR) is also included through thePythia 8 par-
ton shower. The uncertainty in the modelling of QED FSR
is evaluated by comparing distributions obtained using the
default leading-order photon emission matrix elements with
predictions obtained using NLO matrix elements, as well
as by comparingPhotos with an alternative implementation
based on the YennieÐFrautschiÐSuura formalism [73], which
is available inWinhac [74]. The differences are small in both
cases, and the associated uncertainty is considered negligi-
ble.

Other sources of electroweak corrections are not included
in the simulated event samples, and their full effects are con-
sidered as systematic uncertainties. They include the inter-
ference between ISR and FSR QED corrections (IFI), pure
weak corrections due to virtual-loop and box diagrams, and
Þnal-state emission of lepton pairs. CompleteO(�) elec-
troweak corrections to thepp � W + X, W � �� pro-
cess were initially calculated in Refs. [75,76]. Combined
QCD and EW corrections are however necessary to evaluate
the effect of the latter in presence of a realisticpW

T distri-
bution. ApproximateO(� s�) corrections including parton
shower effects are available fromWinhac , Sanc [77] and
in thePowheg framework [78Ð80]. A complete, Þxed-order
calculation ofO(� s�) corrections in the resonance region
appeared in Ref. [81].

In the present work the effect of the NLO EW corrections
are estimated usingWinhac , which employs thePythia
6 MC generator for the simulation of QCD and QED ISR.

The corresponding uncertainties are evaluated comparing the
Þnal state distributions obtained including QED FSR only
with predictions using the complete NLO EW corrections
in the �( 0) andGµ renormalisation schemes [82]. The lat-
ter predicts the larger correction and is used to assign the
systematic uncertainty.

Final-state lepton pair production, through� 
 � �� radi-
ation, is formally a higher-order correction but constitutes an
signiÞcant additional source of energy loss for theW-boson
decay products. This process is not included in the event
simulation, and the impact on the determination ofmW is
evaluated usingPhotos andSanc.

Table2 summarises the effect of the uncertainties associ-
ated with the electroweak corrections on themW measure-
ments. All comparisons described above were performed
at particle level. The impact is larger for thep�

T distri-
bution than for themT distribution, and similar between
the electron and muon decay channels. A detailed eval-
uation of these uncertainties was performed in Ref. [83]
using Powheg [78], and the results are in fair agreement
with Table 2. The study of Ref. [83] also compares, at
Þxed order, the effect of the approximateO(� s�) cor-
rections with the full calculation of Ref. [81], and good
agreement is found. The same sources of uncertainty affect
the lepton momentum calibration through their impact on
the m�� distribution in Z-boson events, as discussed in
Sect.7.

6.2 Rapidity distribution and angular coefÞcients

At leading order,W and Z bosons are produced with zero
transverse momentum, and the angular distribution of the
decay leptons depends solely on the polar angle of the lepton
in the boson rest frame. Higher-order corrections give rise
to sizeable boson transverse momentum, and to azimuthal
asymmetries in the angular distribution of the decay leptons.
The angular distribution of theW- andZ-boson decay lep-
tons is determined by the relative fractions of helicity cross
sections for the vector-boson production. The fully differen-
tial leptonic DrellÐYan cross section can be decomposed as
a weighted sum of nine harmonic polynomials, with weights
given by the helicity cross sections. The harmonic polyno-

Table 2 Impact on themW
measurement of systematic
uncertainties from higher-order
electroweak corrections, for the
p�

T andmT distributions in the
electron and muon decay
channels

Decay channel W � e� W � µ�
Kinematic distribution p�

T mT p�
T mT

� mW [MeV]

FSR (real) < 0.1 < 0.1 < 0.1 < 0.1

Pure weak and IFI corrections 3.3 2.5 3.5 2.5

FSR (pair production) 3.6 0.8 4.4 0.8

Total 4.9 2.6 5.6 2.6
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mials depend on the polar angle,	 , and the azimuth,� , of
the lepton in a given rest frame of the boson. The helicity
cross sections depend, in their most general expression, on
the transverse momentum,pT, rapidity,y, and invariant mass,
m, of the boson. It is customary to factorise the unpolarised,
or angular-integrated, cross section, d�/( dp2

T dy dm), and
express the decomposition in terms of dimensionless angu-
lar coefÞcients,Ai , which represent the ratios of the helic-
ity cross sections with respect to the unpolarised cross sec-
tion [34], leading to the following expression for the fully
differential DrellÐYan cross section:

d�

dp2
T dy dmd cos	 d�

=
3

16�
d�

dp2
T dy dm

×
�
(1 + cos2 	) + A0

1
2

(1 Š 3 cos2 	)

+ A1 sin 2	 cos� + A2
1
2

sin2 	 cos 2�

+ A3 sin	 cos� + A4 cos	

+ A5 sin2 	 sin 2� + A6 sin 2	 sin�

+ A7 sin	 sin�



. (3)

The angular coefÞcients depend in general onpT, y andm.
The A5ÐA7 coefÞcients are non-zero only at orderO(� 2

s)
and above. They are small in thepT region relevant for the
present analysis, and are not considered further. The angles
	 and� are deÞned in the CollinsÐSoper (CS) frame [84].

The differential cross section as a function of boson rapid-
ity, d� ( y)/ dy, and the angular coefÞcients,Ai , are modelled
with Þxed-order perturbative QCD predictions, atO(� 2

s) in
the perturbative expansion of the strong coupling constant
and using the CT10nnlo PDF set [85]. The dependence of
the angular coefÞcients onm is neglected; the effect of this
approximation on the measurement ofmW is discussed in
Sect.6.4. For the calculation of the predictions, an opti-
mised version of DYNNLO [86] is used, which explicitly
decomposes the calculation of the cross section into the dif-
ferent pieces of theqT-subtraction formalism, and allows the
computation of statistically correlated PDF variations. In this
optimised version of DYNNLO, the Cuba library [87] is used
for the numerical integration.

The values of the angular coefÞcients predicted by the
Powheg+Pythia 8 samples differ signiÞcantly from the
corresponding NNLO predictions. In particular, large dif-
ferences are observed in the predictions ofA0 at low values
of pW,Z

T . Other coefÞcients, such asA1 andA2, are affected
by signiÞcant NNLO corrections at highpW,Z

T . In Z-boson
production,A3 and A4 are sensitive to the vector couplings
between theZ boson and the fermions, and are predicted
assuming the measured value of the effective weak mixing
angle sin2 	 �

eff [32].

6.3 Transverse-momentum distribution

Predictions of the vector-boson transverse-momentum spec-
trum cannot rely solely on Þxed-order perturbative QCD.
Most W-boson events used for the analysis have a low
transverse-momentum value, in the kinematic regionpW

T <
30 GeV, where large logarithmic terms of the type
log(mW/ pW

T ) need to be resummed, and non-perturbative
effects must be included, either with parton showers or
with predictions based on analytic resummation [88Ð92].
The modelling of the transverse-momentum spectrum of
vector bosons at a given rapidity, expressed by the term
d� ( pT, y)/( dpT dy) · (d� ( y)/ dy)Š1 in Eq. (2), is based on
thePythia 8 parton shower MC generator. The predictions
of vector-boson production in thePythia 8 MC genera-
tor employ leading-order matrix elements for theqq̄� �
W, Z processes and include a reweighting of the Þrst par-
ton shower emission to the leading-orderV+jet cross sec-
tion [93]. The resulting prediction of the bosonpT spec-
trum is comparable in accuracy to those of an NLO plus
parton shower generator setup such asPowheg+Pythia 8,
and of resummed predictions at next-to-leading logarithmic
order [94].

The values of the QCD parameters used inPythia
8 were determined from Þts to theZ-boson transverse
momentum distribution measured with the ATLAS detec-
tor at a centre-of-mass energy of

�
s = 7 TeV [44]. Three

QCD parameters were considered in the Þt: the intrin-
sic transverse momentum of the incoming partons, the
value of � s(mZ) used for the QCD ISR, and the value
of the ISR infrared cut-off. The resulting values of the
Pythia 8 parameters constitute the AZ tune. ThePythia
8 AZ prediction was found to provide a satisfactory descrip-
tion of the pZ

T distribution as a function of rapidity, con-
trarily to Powheg+Pythia 8 AZNLO; hence the former
is chosen to predict thepW

T distribution. The good con-
sistency of themW measurement results in|
 � | cate-
gories, presented in Sect.11, is also a consequence of this
choice.

To illustrate the results of the parameters optimisation, the
Pythia 8 AZ and 4C [95] predictions of thepZ

T distribution
are compared in Fig.1a to the measurement used to determine
the AZ tune. Kinematic requirements on the decay leptons are
applied according to the experimental acceptance. For further
validation, the predicted differential cross-section ratio,

RW/ Z( pT) =
�

1
� W

·
d� W( pT)

dpT

� �
1

� Z
·

d� Z( pT)
dpT

� Š1

,

is compared to the corresponding ratio of ATLAS measure-
ments of vector-boson transverse momentum [44,45]. The
comparison is shown in Fig.1b, where kinematic require-
ments on the decay leptons are applied according to the exper-
imental acceptance. The measuredZ-bosonpT distribution is
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Fig. 1 a Normalised differential cross section as a function ofp��
T in

Z-boson events [44] andb differential cross-section ratioRW/ Z( pT) as
a function of the bosonpT [44,45]. The measured cross sections are

compared to the predictions of thePythia 8 AZ tune and, ina, of
thePythia 8 4C tune. The shaded bands show the total experimental
uncertainties
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Fig. 2 Ratios of the reconstruction-levela p�
T andb mT normalised distributions obtained usingPowheg+Pythia 8 AZNLO, DYRes andPowheg

MiNLO+Pythia 8 to the baseline normalised distributions obtained usingPythia 8 AZ

rebinned to match the coarser bins of theW-bosonpT distri-
bution, which was measured using only 30 pbŠ1 of data. The
theoretical prediction is in agreement with the experimental
measurements for the region withpT < 30 GeV, which is
relevant for the measurement of theW-boson mass.

The predictions of RESBOS [89,90], DYRes [91] and
Powheg MiNLO+Pythia 8 [96,97] are also considered.
All predict a harderpW

T distribution for a givenpZ
T dis-

tribution, compared toPythia 8 AZ. Assuming the latter
can be adjusted to match the measurement of Ref. [44], the
correspondingpW

T distribution induces a discrepancy with
the detector-leveluT and u�

� distributions observed in the
W-boson data, as discussed in Sect.11.2. This behaviour is
observed using default values for the non-perturbative param-
eters of these programs, but is not expected to change signif-

icantly under variations of these parameters. These predic-
tions are therefore not used in the determination ofmW or its
uncertainty.

Figure 2 compares the reconstruction-levelp�
T and mT

distributions obtained withPowheg+Pythia 8 AZNLO,
DYRes and Powheg MiNLO+Pythia 8 to those of
Pythia 8 AZ.2 The effect of varying thepW

T distribution
is largest at highp�

T, which explains why the uncertainty due
to the pW

T modelling is reduced when limiting thep�
T Þtting

range as described in Sect.11.3.

2 Reconstruction-level distributions are obtained from the
Powheg+Pythia 8 signal sample by reweighting the particle-
level pW

T distribution according to the product of thepZ
T distribution

in Pythia 8 AZ, and ofRW/ Z( pT) as predicted byPowheg+Pythia
8 AZNLO, DYRes andPowheg MiNLO+Pythia 8 .
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6.4 Reweighting procedure

TheW andZ production and decay model described above is
applied to thePowheg+Pythia 8 samples through an event-
by-event reweighting. Equation (3) expresses the factorisa-
tion of the cross section into the three-dimensional boson
production phase space, deÞned by the variablesm, pT,
and y, and the two-dimensional boson decay phase space,
deÞned by the variables	 and � . Accordingly, a predic-
tion of the kinematic distributions of vector bosons and their
decay products can be transformed into another prediction
by applying separate reweighting of the three-dimensional
boson production phase-space distributions, followed by a
reweighting of the angular decay distributions.

The reweighting is performed in several steps. First, the
inclusive rapidity distribution is reweighted according to the
NNLO QCD predictions evaluated with DYNNLO. Then, at a
given rapidity, the vector-boson transverse-momentum shape
is reweighted to thePythia 8 prediction with the AZ tune.
This procedure provides the transverse-momentum distribu-
tion of vector bosons predicted byPythia 8, preserving the
rapidity distribution at NNLO. Finally, at given rapidity and
transverse momentum, the angular variables are reweighted
according to:

w(cos	, �, pT, y) =
1 + cos2 	 +

�
i A�

i ( pT, y) Pi (cos	, �)

1 + cos2 	 +
�

i Ai ( pT, y) Pi (cos	, �)
,

where A�
i are the angular coefÞcients evaluated atO(� 2

s),
and Ai are the angular coefÞcients of thePowheg+Pythia
8 samples. This reweighting procedure neglects the small
dependence of the two-dimensional (pT,y) distribution and

of the angular coefÞcients on the Þnal state invariant mass.
The procedure is used to include the corrections described
in Sects.6.2and6.3, as well as to estimate the impact of the
QCD modelling uncertainties described in Sect.6.5.

The validity of the reweighting procedure is tested at
particle level by generating independentW-boson samples
using the CT10nnlo and NNPDF3.0 [98] NNLO PDF sets,
and the same value ofmW. The relevant kinematic distribu-
tions are calculated for both samples and used to reweight
the CT10nnlo sample to the NNPDF3.0 one. The procedure
described in Sect.2.2 is then used to determine the value of
mW by Þtting the NNPDF3.0 sample using templates from
the reweighted CT10nnlo sample. The Þtted value agrees
with the input value within 1.5 ± 2.0 MeV. The statistical
precision of this test is used to assign the associated system-
atic uncertainty.

The resulting model is tested by comparing the pre-
dicted Z-boson differential cross section as a function of
rapidity, theW-boson differential cross section as a func-
tion of lepton pseudorapidity, and the angular coefÞcients
in Z-boson events, to the corresponding ATLAS measure-
ments [41,42]. The comparison with the measuredW and
Z cross sections is shown in Fig.3. Satisfactory agree-
ment between the measurements and the theoretical pre-
dictions is observed. A� 2 compatibility test is performed
for the three distributions simultaneously, including the cor-
relations between the uncertainties. The compatibility test
yields a � 2/ dof value of 45/ 34. Other NNLO PDF sets
such as NNPDF3.0, CT14 [99], MMHT2014 [100], and
ABM12 [101] are in worse agreement with these distribu-
tions. Based on the quantitative comparisons performed in

|
ll

|y

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

| [
pb

]
ll

/d
|y

�d

20

40

60

80

100

120

140

160

180

200

Data
Prediction (CT10nnlo)

ATLAS
-1 = 7 TeV, 4.6 fbs

Z+X�pp

(a) |
l

�|

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

| [
pb

]
l�

/d
|

�d

250

300

350

400

450

500

550

600

650

700

750

)+Data (W
)ŠData (W

Prediction (CT10nnlo)

ATLAS
-1 = 7 TeV, 4.6 fbs

+X±W�pp

(b)

Fig. 3 a Differential Z-boson cross section as a function of boson
rapidity, andb differentialW+ andWŠ cross sections as a function of
charged decay-lepton pseudorapidity at

�
s = 7 TeV [41]. The mea-

sured cross sections are compared to thePowheg+Pythia 8 predic-

tions, corrected to NNLO using DYNNLO with the CT10nnlo PDF
set. The error bars show the total experimental uncertainties, including
luminosity uncertainty, and the bands show the PDF uncertainties of
the predictions
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Ref. [41], only CT10nnlo, CT14 and MMHT2014 are consid-
ered further. The better agreement obtained with CT10nnlo
can be ascribed to the weaker suppression of the strange quark
density compared to theu- andd-quark sea densities in this
PDF set.

The predictions of the angular coefÞcients inZ-boson
events are compared to the ATLAS measurement at

�
s =

8 TeV [42]. Good agreement between the measurements and
DYNNLO is observed for the relevant coefÞcients, except
for A2, where the measurement is signiÞcantly below the
prediction. As an example, Fig.4 shows the comparison
for A0 and A2 as a function ofpZ

T . For A2, an additional
source of uncertainty in the theoretical prediction is consid-
ered to account for the observed disagreement with data, as
discussed in Sect.6.5.3.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative
and non-perturbative modelling of the strong interaction
affect the dynamics of the vector-boson production and
decay [33,102Ð104]. Their impact on the measurement of
mW is assessed through variations of the model parameters of
the predictions for the differential cross sections as functions
of the boson rapidity, transverse-momentum spectrum at a
given rapidity, and angular coefÞcients, which correspond to
the second, third, and fourth terms of the decomposition of
Eq. (2), respectively. The parameter variations used to esti-
mate the uncertainties are propagated to the simulated event
samples by means of the reweighting procedure described in
Sect.6.4. Table3 shows an overview of the uncertainties due
to the QCD modelling which are discussed below.
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Fig. 4 The a A0 andb A2 angular coefÞcients inZ-boson events as
a function ofp��

T [42]. The measured coefÞcients are compared to the
DYNNLO predictions using the CT10nnlo PDF set. The error bars show

the total experimental uncertainties, and the bands show the uncertain-
ties assigned to the DYNNLO predictions

Table 3 Systematic uncertainties in themW measurement due to
QCD modelling, for the different kinematic distributions andW-boson
charges. Except for the case of PDFs, the same uncertainties apply
to W+ andWŠ . The Þxed-order PDF uncertainty given for the sepa-

rateW+ andWŠ Þnal states corresponds to the quadrature sum of the
CT10nnlo uncertainty variations; the charge-combined uncertainty also
contains a 3.8 MeV contribution from comparing CT10nnlo to CT14
and MMHT2014

W-boson charge W+ WŠ Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

� mW [MeV]

Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7

AZ tune 3.0 3.4 3.0 3.4 3.0 3.4

Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5

Parton showerµ F with heavy-ßavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9

Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6

Angular coefÞcients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9
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6.5.1 Uncertainties in the Þxed-order predictions

The imperfect knowledge of the PDFs affects the differential
cross section as a function of boson rapidity, the angular coef-
Þcients, and thepW

T distribution. The PDF contribution to the
prediction uncertainty is estimated with the CT10nnlo PDF
set by using the Hessian method [105]. There are 25 error
eigenvectors, and a pair of PDF variations associated with
each eigenvector. Each pair corresponds to positive and nega-
tive 90% CL excursions along the corresponding eigenvector.
Symmetric PDF uncertainties are deÞned as the mean value
of the absolute positive and negative excursions correspond-
ing to each pair of PDF variations. The overall uncertainty
of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The effect of PDF variations on the rapidity distributions
and angular coefÞcients are evaluated with DYNNLO, while
their impact on theW-boson pT distribution is evaluated
usingPythia 8 and by reweighting event-by-event the PDFs
of the hard-scattering process, which are convolved with the
LO matrix elements. Similarly to other uncertainties which
affect thepW

T distribution (Sect.6.5.2), only relative varia-
tions of thepW

T andpZ
T distributions induced by the PDFs are

considered. The PDF variations are applied simultaneously
to the boson rapidity, angular coefÞcients, and transverse-
momentum distributions, and the overall PDF uncertainty is
evaluated with the Hessian method as described above.

Uncertainties in the PDFs are the dominant source of
physics-modelling uncertainty, contributing about 14 and
13 MeV when averagingp�

T andmT Þts for W+ and WŠ ,
respectively. The PDF uncertainties are very similar when
using p�

T or mT for the measurement. They are strongly
anti-correlated between positively and negatively chargedW
bosons, and the uncertainty is reduced to 7.4 MeV on average
for p�

T andmT Þts, when combining opposite-charge cate-
gories. The anti-correlation of the PDF uncertainties is due to
the fact that the total light-quark sea PDF is well constrained
by deep inelastic scattering data, whereas theu-, d-, ands-
quark decomposition of the sea is less precisely known [106].
An increase in thēu PDF is at the expense of thed̄ PDF, which
produces opposite effects in the longitudinal polarisation of
positively and negatively chargedW bosons [37].

Other PDF sets are considered as alternative choices. The
envelope of values ofmW extracted with the MMHT2014 and
CT14 NNLO PDF sets is considered as an additional PDF
uncertainty of 3.8 MeV, which is added in quadrature after
combining theW+ and WŠ categories, leading to overall
PDF uncertainties of 8.0 MeV and 8.7 MeV for p�

T andmT

Þts, respectively.
The effect of missing higher-order corrections on the

NNLO predictions of the rapidity distributions ofZ bosons,
and the pseudorapidity distributions of the decay leptons of
W bosons, is estimated by varying the renormalisation and

factorisation scales by factors of 0.5 and 2.0 with respect to
their nominal valueµ R = µ F = mV in the DYNNLO pre-
dictions. The corresponding relative uncertainty in the nor-
malised distributions is of the order of 0.1Ð0.3%, and signif-
icantly smaller than the PDF uncertainties. These uncertain-
ties are expected to have a negligible impact on the measure-
ment ofmW, and are not considered further.

The effect of the LHC beam-energy uncertainty of
0.65% [107] on the Þxed-order predictions is studied. Rela-
tive variations of 0.65% around the nominal value of 3.5 TeV
are considered, yielding variations of the inclusiveW+ and
WŠ cross sections of 0.6 and 0.5%, respectively. No signif-
icant dependence as a function of lepton pseudorapidity is
observed in the kinematic region used for the measurement,
and the dependence as a function ofp�

T andmT is expected
to be even smaller. This uncertainty is not considered further.

6.5.2 Uncertainties in the parton shower predictions

Several sources of uncertainty affect thePythia 8 parton
shower model used to predict the transverse momentum of the
W boson. The values of the AZ tune parameters, determined
by Þts to the measurement of theZ-boson transverse momen-
tum, are affected by the experimental uncertainty of the mea-
surement. The corresponding uncertainties are propagated
to the pW

T predictions through variations of the orthogonal
eigenvector components of the parameters error matrix [44].
The resulting uncertainty inmW is 3.0 MeV for the p�

T dis-
tribution, and 3.4 MeV for themT distribution. In the present
analysis, the impact ofpW

T distribution uncertainties is in
general smaller when usingp�

T than when usingmT, as a
result of the comparatively narrow range used for thep�

T
distribution Þts.

Other uncertainties affecting predictions of the transverse-
momentum spectrum of theW boson at a given rapidity, are
propagated by considering relative variations of thepW

T and
pZ

T distributions. The procedure is based on the assumption
that model variations, when applied topZ

T , can be largely
reabsorbed into new values of the AZ tune parameters Þt-
ted to thepZ

T data. Variations that cannot be reabsorbed by
the Þt are excluded, since they would lead to a signiÞcant
disagreement of the prediction with the measurement ofpZ

T .
The uncertainties due to model variations which are largely
correlated betweenpW

T and pZ
T cancel in this procedure. In

contrast, the procedure allows a correct estimation of the
uncertainties due to model variations which are uncorrelated
betweenpW

T and pZ
T , and which represent the only relevant

sources of theoretical uncertainties in the propagation of the
QCD modelling frompZ

T to pW
T .

Uncertainties due to variations of parton shower parame-
ters that are not Þtted to thepZ

T measurement include vari-
ations of the masses of the charm and bottom quarks, and
variations of the factorisation scale used for the QCD ISR.
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The mass of the charm quark is varied inPythia 8 , conser-
vatively, by± 0.5 GeV around its nominal value of 1.5 GeV.
The resulting uncertainty contributes 1.2 MeV for thep�

T Þts,
and 1.5 MeV for themT Þts. The mass of the bottom quark
is varied inPythia 8 , conservatively, by± 0.8 GeV around
its nominal value of 4.8 GeV. The resulting variations have a
negligible impact on the transverse-momentum distributions
of Z andW bosons, and are not considered further.

The uncertainty due to higher-order QCD corrections to
the parton shower is estimated through variations of the fac-
torisation scale,µ F, in the QCD ISR by factors of 0.5 and 2.0
with respect to the central choiceµ 2

F = p2
T,0+ p2

T, wherepT,0

is an infrared cut-off, andpT is the evolution variable of the
parton shower [108]. Variations of the renormalisation scale
in the QCD ISR are equivalent to a redeÞnition of� s(mZ)
used for the QCD ISR, which is Þxed from the Þts to thepZ

T
data. As a consequence, variations of the ISR renormalisa-
tion scale do not apply when estimating the uncertainty in
the predictedpW

T distribution.
Higher-order QCD corrections are expected to be largely

correlated betweenW-boson andZ-boson production induced
by the light quarks,u, d, ands, in the initial state. How-
ever, a certain degree of decorrelation betweenW- and Z-
boson transverse-momentum distributions is expected, due
to the different amounts of heavy-quark-initiated production,
where heavy refers to charm and bottom ßavours. The physi-
cal origin of this decorrelation can be ascribed to the presence
of independent QCD scales corresponding to the three-to-
four ßavours and four-to-Þve ßavours matching scalesµ c

andµ b in the variable-ßavour-number scheme PDF evolu-
tion [109], which are of the order of the charm- and bottom-
quark masses, respectively. To assess this effect, the varia-
tions of µ F in the QCD ISR are performed simultaneously
for all light-quarkqq̄ � W, Z processes, withq = u, d, s,
but independently for each of thecc̄ � Z, bb̄ � Z,
and cq̄ � W processes, whereq = d, s. The effect of
the cq̄ � W variations on the determination ofmW is
reduced by a factor of two, to account for the presence of
only one heavy-ßavour quark in the initial state. The result-
ing uncertainty inmW is 5.0 MeV for the p�

T distribution,
and 6.9 MeV for the mT distribution. Since theµ F varia-
tions affect all the branchings of the shower evolution and
not only vertices involving heavy quarks, this procedure is
expected to yield a sufÞcient estimate of theµ c,b-induced
decorrelation between theW- andZ-bosonpT distributions.
Treating theµ F variations as correlated between all quark
ßavours, but uncorrelated betweenW- andZ-boson produc-
tion, would yield a systematic uncertainty inmW of approx-
imately 30 MeV.

The predictions of thePythia 8 MC generator include a
reweighting of the Þrst parton shower emission to the leading-
orderW+jet cross section, and do not include matching cor-
rections to the higher-orderW+jet cross section. As discussed

in Sect.11.2, predictions matched to the NLOW+jet cross
section, such asPowheg MiNLO+Pythia 8 and DYRes, are
in disagreement with the observedu�

� distribution and cannot
be used to provide a reliable estimate of the associated uncer-
tainty. Theu�

� distribution, on the other hand, validates the
Pythia 8 AZ prediction and its uncertainty, which gives con-
Þdence that missing higher-order corrections to theW-boson
pT distribution are small in comparison to the uncertainties
that are already included, and can be neglected at the present
level of precision.

The sum in quadrature of the experimental uncertainties
of the AZ tune parameters, the variations of the mass of the
charm quark, and the factorisation scale variations, leads to
uncertainties onmW of 6.0 and 7.8 MeV when using the
p�

T distribution and themT distribution, respectively. These
sources of uncertainty are taken as fully correlated between
the electron and muon channels, the positively and negatively
chargedW-boson production, and the|
 � | bins.

The Pythia 8 parton shower simulation employs the
CTEQ6L1 leading-order PDF set. An additional independent
source of PDF-induced uncertainty in thepW

T distribution
is estimated by comparing several choices of the leading-
order PDF used in the parton shower, corresponding to the
CT14lo, MMHT2014lo and NNPDF2.3lo [110] PDF sets.
The PDFs which give the largest deviation from the nominal
ratio of thepW

T andpZ
T distributions are used to estimate the

uncertainty. This procedure yields an uncertainty of about
4 MeV for W+ , and of about 2.5 MeV for WŠ . Similarly to
the case of Þxed-order PDF uncertainties, there is a strong
anti-correlation between positively and negatively charged
W bosons, and the uncertainty is reduced to about 1.5 MeV
when combining positive- and negative-charge categories.

The prediction of thepW
T distribution relies on thepT-

ordered parton shower model of thePythia 8 MC generator.
In order to assess the impact of the choice of parton shower
model on the determination ofmW, thePythia 8 prediction
of the ratio of thepW

T and pZ
T distributions is compared to

the corresponding prediction of theHerwig 7 MC genera-
tor [111,112], which implements an angular-ordered parton
shower model. Differences between thePythia 8 andHer-
wig 7 predictions are smaller than the uncertainties in the
Pythia 8 prediction, and no additional uncertainty is con-
sidered.

6.5.3 Uncertainties in the angular coefÞcients

The full set of angular coefÞcients can only be measured pre-
cisely for the production ofZ bosons. The accuracy of the
NNLO predictions of the angular coefÞcients is validated by
comparison to theZ-boson measurement, and extrapolated to
W-boson production assuming that NNLO predictions have
similar accuracy for theW- and Z-boson processes. The
ATLAS measurement of the angular coefÞcients inZ-boson
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production at a centre-of-mass energy of
�

s = 8 TeV [42]
is used for this validation. TheO(� 2

s) predictions, evaluated
with DYNNLO, are in agreement with the measurements
of the angular coefÞcients within the experimental uncer-
tainties, except for the measurement ofA2 as a function of
Z-bosonpT.

Two sources of uncertainty affecting the modelling of the
angular coefÞcients are considered, and propagated to theW-
boson predictions. One source is deÞned from the experimen-
tal uncertainty of theZ-boson measurement of the angular
coefÞcients which is used to validate the NNLO predictions.
The uncertainty in the correspondingW-boson predictions
is estimated by propagating the experimental uncertainty of
the Z-boson measurement as follows. A set of pseudodata
distributions are obtained by ßuctuating the angular coefÞ-
cients within the experimental uncertainties, preserving the
correlations between the different measurement bins for the
different coefÞcients. For each pseudoexperiment, the dif-
ferences in theAi coefÞcients between ßuctuated and nomi-
nal Z-boson measurement results are propagated to the cor-
responding coefÞcient inW-boson production. The corre-
sponding uncertainty is deÞned from the standard deviation
of themW values as estimated from the pseudodata distribu-
tions.

The other source of uncertainty is considered to account
for the disagreement between the measurement and the
NNLO QCD predictions observed for theA2 angular coef-
Þcient as a function of theZ-boson pT (Fig. 4). The cor-
responding uncertainty inmW is estimated by propagating
the difference inA2 between theZ-boson measurement and
the theoretical prediction to the corresponding coefÞcient in
W-boson production. The corresponding uncertainty in the
measurement ofmW is 1.6 MeV for the extraction from thep�

T
distribution. Including this contribution, total uncertainties of
5.8 and 5.3 MeV due to the modelling of the angular coef-
Þcients are estimated in the determination of theW-boson
mass from thep�

T and mT distributions, respectively. The
uncertainty is dominated by the experimental uncertainty of
the Z-boson measurement used to validate the theoretical
predictions.

7 Calibration of electrons and muons

Any imperfect calibration of the detector response to elec-
trons and muons impacts the measurement of theW-boson
mass, as it affects the position and shape of the Jacobian
edges reßecting the value ofmW. In addition, thep�

T andmT

distributions are broadened by the electron-energy and muon-
momentum resolutions. Finally, the lepton-selection efÞcien-
cies depend on the lepton pseudorapidity and transverse
momentum, further modifying these distributions. Correc-
tions to the detector response are derived from the data, and

presented below. In most cases, the corrections are applied
to the simulation, with the exception of the muon sagitta bias
corrections and electron energy response corrections, which
are applied to the data. Backgrounds to the selectedZ � ��
samples are taken into account using the same procedures
as discussed in Sect.9. Since theZ samples are used sep-
arately for momentum calibration and efÞciency measure-
ments, as well as for the recoil response corrections discussed
in Sect.8, correlations among the corresponding uncertain-
ties can appear. These correlations were investigated and
found to be negligible.

7.1 Muon momentum calibration

As described in Sect.5.1, the kinematic parameters of
selected muons are determined from the associated inner-
detector tracks. The accuracy of the momentum measurement
is limited by imperfect knowledge of the detector alignment
and resolution, of the magnetic Þeld, and of the amount of
passive material in the detector.

Biases in the reconstructed muon track momenta are
classiÞed as radial or sagitta biases. The former originate
from detector movements along the particle trajectory and
can be corrected by an
 -dependent, charge-independent
momentum-scale correction. The latter typically originate
from curl distortions or linear twists of the detector around
thez-axis [113], and can be corrected with
 -dependent cor-
rection factors proportional toq × p�

T, whereq is the charge
of the muon. The momentum scale and resolution corrections
are applied to the simulation, while the sagitta bias correction
is applied to the data:

pMC,corr
T = pMC

T × [1 + �(
, �) ]

×
�
1 + � curv(
) · G(0, 1) · pMC

T

�
,

pdata,corr
T =

pdata
T

1 + q · �(
, �) · pdata
T

,

wherepdata,MC
T is the uncorrected muon transverse momen-

tum in data and simulation,G(0, 1) are normally distributed
random variables with mean zero and unit width, and� , � curv,
and � represent the momentum scale, intrinsic resolution
and sagitta bias corrections, respectively. Multiple-scattering
contributions to the resolution are relevant at lowpT, and the
corresponding corrections are neglected.

Momentum scale and resolution corrections are derived
using Z � µµ decays, following the method described in
Ref. [40]. Template histograms of the dimuon invariant mass
are constructed from the simulated event samples, includ-
ing momentum scale and resolution corrections in narrow
steps within a range covering the expected uncertainty. The
optimal values of� and� curv are determined by means of
a � 2 minimisation, comparing data and simulation in the
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range of twice the standard deviation on each side of the
mean value of the invariant mass distribution. In the Þrst
step, the corrections are derived by averaging over� , and
for 24 pseudorapidity bins in the rangeŠ 2.4 < 
 � < 2.4.
In the second iteration,� -dependent correction factors are
evaluated in coarser bins of
 � . The typical size of� varies
from Š 0.0005 toŠ 0.0015 depending on
 � , while � curv val-
ues increase from 0.2 TeVŠ1 in the barrel to 0.6 TeVŠ1 in the
high 
 � region. Before the correction, the� -dependence has
an amplitude at the level of 0.1%.

The� and� curv corrections are sensitive to the following
aspects of the calibration procedure, which are considered
for the systematic uncertainty: the choice of the Þtting range,
methodological biases, background contributions, theoreti-
cal modelling ofZ-boson production, non-linearity of the
corrections, and material distribution in the ID. The uncer-
tainty due to the choice of Þtting range is estimated by vary-
ing the range by± 10%, and repeating the procedure. The
uncertainty due to the Þt methodology is estimated by com-
paring the template Þt results with an alternative approach,
based on an iterative� 2 minimisation. Background contribu-
tions from gauge-boson pair and top-quark pair production
are estimated using the simulation. The uncertainty in these
background contributions is evaluated by varying their nor-
malisation within the theoretical uncertainties on the produc-
tion cross sections. The uncertainty in the theoretical mod-
elling of Z-boson production is evaluated by propagating the
effect of electroweak corrections to QED FSR, QED radia-
tion of fermion pairs, and other NLO electroweak corrections
described in Sect.6.1. The experimental uncertainty in the
value of theZ-boson mass used as input is also accounted
for. These sources of uncertainty are summed in quadrature,
yielding an uncertainty�� in the muon momentum scale
correction of approximately 0.5 × 10Š4; these sources are
considered fully correlated across muon pseudorapidity.

The systematic uncertainty in the muon momentum scale
due to the extrapolation from theZ � µµ momentum range
to theW � µ� momentum range is estimated by evaluating
momentum-scale corrections as a function of 1/ pT for muons
in various |
 | ranges. The extrapolation uncertainty�� is
parameterised as follows:

�� = p0 +
p1�

p�
T(W)

� ,

where
�

p�
T(W)

�
is the averagepT of muons inW-boson

events, andp0 andp1 are free parameters. If the momentum-
scale corrections are independent of 1/ pT, the Þtting param-
eters are expected to bep0 = 1 and p1 = 0. Deviations
of p1 from zero indicate a possible momentum dependence.
The Þtted values of�� are shown in Fig.5a, and are consis-
tent with one, within two standard deviations of the statisti-
cal error. The corresponding systematic uncertainty inmW

is deÞned assuming, in each bin of|
 |, a momentum non-

linearity given by the larger of the Þtted value ofp1 and its
uncertainty. This source of uncertainty is considered uncor-
related across muon pseudorapidity given thatp1 is domi-
nated by statistical ßuctuations. The effect of the imperfect
knowledge of the material in the ID is studied using simu-
lated event samples including an increase of the ID material
by 10%, according to the uncertainty estimated in Ref. [114].
The impact of this variation is found to be negligible in com-
parison with the uncertainties discussed above.

Two methods are used for the determination of the sagitta
bias � . The Þrst method exploitsZ � µµ events. Muons
are categorised according to their charge and pseudorapid-
ity, and for each of these categories, the position of the peak
in the dimuon invariant mass distribution is determined for
data and simulation. The procedure allows the determina-
tion of the charge dependence of the momentum scale for
pT values of approximately 42 GeV, which corresponds to
the average transverse momentum of muons fromZ-boson
decays. The second method exploits identiÞed electrons in
a sample ofW � e� decays. It is based on the ratio of the
measured electron energy deposited in the calorimeter,E, to
the electron momentum,p, measured in the ID. A clean sam-
ple of W � e� events with tightly identiÞed electrons [38]
is selected. Assuming that the response of the electromag-
netic calorimeter is independent of the charge of the incom-
ing particle, charge-dependent ID track momentum biases
are extracted from the average differences inE/ p for elec-
trons and positrons [113]. This method beneÞts from a larger
event sample compared to the Þrst method, and allows the
determination of charge-dependent corrections forpT values
of approximately 38 GeV, which corresponds to the average
transverse momentum of muons inW-boson decays. The
sagitta bias correction factors are derived using both methods
separately in 40
 bins and 40� bins. The results are found to
agree within uncertainties and are combined, as illustrated in
Fig. 5b. The combined correction uncertainty is dominated
by the Þnite size of the event samples.

Figure 6 shows the dimuon invariant mass distribution
of Z � µµ decays in data and simulation, after applying
all corrections. Table4 summarises the effect of the muon
momentum scale and resolution uncertainties on the deter-
mination ofmW. The dominant systematic uncertainty in the
momentum scale is due to the extrapolation of the correction
from theZ-boson momentum range to theW-boson momen-
tum range. The extrapolation uncertainty�� is (2Ð5) × 10Š5

for |
 � | < 2.0, and(4Ð7) × 10Š4 for |
 � | > 2.0. System-
atic uncertainties from other sources are relatively small. The
systematic uncertainty of the resolution corrections is domi-
nated by the statistical uncertainty of theZ-boson event sam-
ple, and includes a contribution from the imperfect closure of
the method. The latter is deÞned from the residual difference
between the standard deviations of the dimuon invariant mass
in data and simulation, after applying resolution corrections.
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Fig. 5 a Residual muon momentum scale corrections as a function
of muon 1/ pT in four pseudorapidity regions, obtained withZ � µµ
events. The points are Þtted using a linear function which parameterises
the extrapolation of the muon momentum scale correction fromZ to
W events, as explained in the text. The error bars on the points show
statistical uncertainties only.b Sagitta bias,� , as a function of
 � aver-

aged over� � . The results are obtained with theZ � µµ and E/ p
methods and the combination of the two. The results obtained with the
Z � µµ method are corrected for the global sagitta bias. TheE/ p
method uses electrons fromW � e� decays. The two measurements
are combined assuming they are uncorrelated. The error bars on the
points show statistical uncertainties only
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Fig. 6 Dimuon invariant mass distribution inZ � µµ events. The
data are compared to the simulation including signal and background
contributions. Corrections for momentum scale and resolution, and
for reconstruction, isolation, and trigger efÞciencies are applied to the
muons in the simulated events. Background events contribute less than
0.2% of the observed distribution. The lower panel shows the data-to-
prediction ratio, with the error bars showing the statistical uncertainty

7.2 Muon selection efÞciency

The selection of muon candidates inW � µ� andZ � µµ
events requires an isolated track reconstructed in the inner
detector and in the muon spectrometer. In addition, the events
are required to pass the muon trigger selection. Differences
in the efÞciency of the reconstruction and selection require-
ments between data and simulation can introduce a system-
atic shift in the measurement of theW-boson mass, and have

to be corrected. In particular, the extraction ofmW is sen-
sitive to the dependence of the trigger, reconstruction and
isolation efÞciencies on the muonpT and on the projection
of the recoil on the lepton transverse momentum,u�

� .
For muons withpT larger than approximately 15 GeV the

detector simulation predicts constant efÞciency as a function
of p�

T, both for the muon trigger selection and the track recon-
struction. In contrast, the efÞciency of the isolation require-
ment is expected to vary as a function ofp�

T andu�
� . The efÞ-

ciency corrections also affect the muon selection inefÞciency,
and hence the estimation of theZ � µµ background, which
contributes to theW � µ� selection when one of the decay
muons fails the muon reconstruction or kinematic selection
requirements.

Corrections to the muon reconstruction, trigger and isola-
tion efÞciencies are estimated by applying the tag-and-probe
method [40] to Z � µµ events in data and simulation.
EfÞciency corrections are deÞned as the ratio of efÞciencies
evaluated in data to efÞciencies evaluated in simulated events.
The corrections are evaluated as functions of two variables,
p�

T andu�
� , and in various regions of the detector. The detec-

tor is segmented into regions corresponding to the
 and�
coverage of the muon spectrometer. The subdivision accounts
for the geometrical characteristics of the detector, such as the
presence of uninstrumented or transition regions. The depen-
dence of the efÞciencies onu�

� agree in data and simulation.
Therefore, the muon efÞciency corrections are evaluated only
as a function ofp�

T and
 � , separately for positive and nega-
tive muon charges. The Þnal efÞciency correction factors are
linearly interpolated as a function of muonpT. No signiÞcant
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Table 4 Systematic uncertainties in themW measurement from muon
calibration and efÞciency corrections, for the different kinematic
distributions and|
 � | categories, averaged over lepton charge. The

momentum-scale uncertainties include the effects of both the momen-
tum scale and linearity corrections. Combined uncertainties are evalu-
ated as described in Sect.2.2

|
 � | range [0.0, 0.8] [0.8, 1.4] [1.4, 2.0] [2.0, 2.4] Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT p�
T mT p�

T mT

� mW [MeV]

Momentum scale 8.9 9.3 14.2 15.6 27.4 29.2 111.0 115.4 8.4 8.8

Momentum resolution 1.8 2.0 1.9 1.7 1.5 2.2 3.4 3.8 1.0 1.2

Sagitta bias 0.7 0.8 1.7 1.7 3.1 3.1 4.5 4.3 0.6 0.6

Reconstruction and isolation efÞciencies 4.0 3.6 5.1 3.7 4.7 3.5 6.4 5.5 2.7 2.2

Trigger efÞciency 5.6 5.0 7.1 5.0 11.8 9.1 12.1 9.9 4.1 3.2

Total 11.4 11.4 16.9 17.0 30.4 31.0 112.0 116.1 9.8 9.7
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Fig. 7 a Scale factors for the muon reconstruction, trigger and isola-
tion efÞciency obtained with the tag and probe method as a function of
the muonpT. Scale factors for the trigger efÞciency are averaged over
two data-taking periods as explained in the text. The error bars on the
points show statistical uncertainties only.b Distribution of the recon-
structed muons
 in Z � µµ events. The data are compared to the

simulation including signal and background contributions. Corrections
for momentum scale and resolution, and for reconstruction, isolation,
and trigger efÞciencies are applied to the muons in the simulated events.
Background events contribute less than 0.2% of the observed distribu-
tion. The lower panel shows the data-to-prediction ratio, with the error
bars showing the statistical uncertainty

pT-dependence of the corrections is observed in any of the
detector regions.

The selection of tag-and-probe pairs fromZ � µµ
events is based on the kinematic requirements described in
Sect.5.2. The tag muon is required to be a combined and
energy-isolated muon candidate (see Sect.5.1) which fulÞls
the muon trigger requirements. The selection requirements
applied to the probe muon candidate differ for each efÞciency
determination: the selection requirement for which the efÞ-
ciency is determined is removed from the set of requirements
applied to the probe muon. All the efÞciency corrections are
derived inclusively for the full data set, with the exception
of the trigger, for which they are derived separately for two
different data-taking periods. The resulting scale factors are
shown as a function ofp�

T and averaged over
 � in Fig. 7a.

The trigger and isolation efÞciency corrections are typically
below 0.3%, while the reconstruction efÞciency correction is
on average about 1.1%. The corresponding impact on muon
selection inefÞciency reaches up to about 20%.

The quality of the efÞciency corrections is evaluated by
applying the corrections to theZ � µµ simulated sample,
and comparing the simulated kinematic distributions to the
corresponding distributions in data. Figure7b illustrates this
procedure for the
 � distribution. Further distributions are
shown in Sect.9.

The dominant source of uncertainty in the determination
of the muon efÞciency corrections is the statistical uncer-
tainty of the Z-boson data sample. The largest sources of
systematic uncertainty are the multijet background contribu-
tion and the momentum-scale uncertainty. The correspond-
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ing uncertainty in the measurement ofmW is approximately
5 MeV. The ID tracking efÞciencies for muon candidates are
above 99.5% without any signiÞcantpT dependence, and
the associated uncertainties are not considered further. An
overview of the uncertainties associated with the muon efÞ-
ciency corrections is shown in Table4.

7.3 Electron energy response

The electron-energy corrections and uncertainties are largely
based on the ATLAS Run 1 electron and photon calibration
results [39]. The correction procedure starts with the intercal-
ibration of the Þrst and second layers of the EM calorimeter
for minimum-ionising particles, using the energy deposits of
muons inZ � µµ decays. After the intercalibration of the
calorimeter layers, the longitudinal shower-energy proÞles
of electrons and photons are used to determine the presam-
pler energy scale and probe the passive material in front of
the EM calorimeter, leading to an improved description of
the detector material distribution and providing estimates of
the residual passive material uncertainty. Finally, a depen-
dence of the cell-level energy measurement on the read-out
gain is observed in the second layer and corrected for. After
these preliminary corrections, an overall energy-scale cor-
rection is determined as a function of
 � from Z � ee
decays, by comparing the reconstructed mass distributions
in data and simulation. Simultaneously, an effective constant
term for the calorimeter energy resolution is extracted by
adjusting the width of the reconstructed dielectron invariant
mass distribution in simulation to match the distribution in
data.

Uncertainties in the energy-response corrections arise
from the limited size of theZ � eesample, from the physics
modelling of the resonance and from the calibration algo-
rithm itself. Physics-modelling uncertainties include uncer-
tainties from missing higher-order electroweak corrections
(dominated by the absence of lepton-pair emissions in the
simulation) and from the experimental uncertainty inmZ;
these effects are taken fully correlated with the muon channel.
Background contributions are small and the associated uncer-
tainty is considered to be negligible. Uncertainties related to
the calibration procedure are estimated by varying the invari-
ant mass range used for the calibration, and with a closure
test. For the closure test, a pseudodata sample ofZ � ee
events is obtained from the nominal sample by rescaling
the electron energies by known
 -dependent factors; the
calibration algorithm is then applied, and the measured
energy corrections are compared with the input rescaling
factors.

These sources of uncertainty constitute a subset of those
listed in Ref. [39], where additional variations were consid-
ered in order to generalise the applicability of theZ-boson
calibration results to electrons and photons spanning a wide

energy range. The effect of these uncertainties is averaged
within the different
 � categories. The overall relative energy-
scale uncertainty, averaged over
 � , is 9.4 × 10Š5 for elec-
trons fromZ-boson decays.

In addition to the uncertainties in the energy-scale cor-
rections arising from theZ-boson calibration procedure,
possible differences in the energy response between elec-
trons fromZ-boson andW-boson decays constitute a signif-
icant source of uncertainty. The linearity of the response is
affected by uncertainties in the intercalibration of the layers
and in the passive material and calorimeter read-out correc-
tions mentioned above. Additional uncertainties are assigned
to cover imperfect electronics pedestal subtraction affecting
the energy measurement in the cells of the calorimeter, and
to the modelling of the interactions between the electrons
and the detector material inGeant4. The contribution from
these sources to the relative energy-scale uncertainty is(3Ð
12) × 10Š5 in each
 bin, and 5.4 × 10Š5 when averaged
over the full
 range after taking into account the correlation
between the
 bins.

Azimuthal variations of the electron-energy response are
expected from gravity-induced mechanical deformations of
the EM calorimeter, and are observed especially in the end-
caps, as illustrated in Fig.8. As theZ-boson calibration aver-
ages over� � and the azimuthal distributions of the selected
electrons differ in the two processes, a small residual effect
from this modulation is expected when applying the cal-
ibration results to theW � e� sample. Related effects
are discussed in Sect.8. A dedicated correction is derived
using the azimuthal dependence of the mean of the electron
energy/momentum ratio,� E/ p� , after correctingp for the
momentum scale and curvature bias discussed in Sect.7.1.
The effect of this correction is a relative change of the aver-
age energy response of 3.8 × 10Š5 in W-boson events, with
negligible uncertainty.

The E/ p distribution is also used to test the modelling
of non-Gaussian tails in the energy response. An excess of
events is observed in data at low values ofE/ p, and inter-
preted as the result of the mismodelling of the lateral devel-
opment of EM showers in the calorimeter. Its impact is evalu-
ated by removing the electrons withE/ p values in the region
where the discrepancy is observed. The effect of this removal
is compatible for electrons fromW- and Z-boson decays
within 4.9× 10Š5, which corresponds to the statistical uncer-
tainty of the test and is considered as an additional systematic
uncertainty.

The result of the complete calibration procedure is illus-
trated in Fig.9, which shows the comparison of the dielec-
tron invariant mass distribution forZ � eeevents in data
and simulation. The impact of the electron-energy calibra-
tion uncertainties on themW measurement is summarised in
Table5.
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Fig. 8 Azimuthal variation of the data-to-prediction ratio of� E/ p� in
W andZ events, for electrons ina |
 � | < 1.2 and (b) 1.8 < |
 � | < 2.4.
The electron energy calibration based onZ � eeevents is applied, and

the trackp is corrected for the momentum scale, resolution and sagitta
bias. The mean for theE/ p distribution integrated in� is normalised
to unity. The error bars are statistical only

E
ve

nt
s 

/  
0.

4 
G

eV

5000

10000

15000

20000

25000

30000
Data

Še+ e�Z
Background

ATLAS
-1 = 7 TeV, 4.6 fbs

 [GeV]ll m
80 82 84 86 88 90 92 94 96 98 100D

at
a 

/ P
re

d.

0.95
1

1.05

Fig. 9 Dielectron invariant mass distribution inZ � eeevents. The
data are compared to the simulation including signal and backgrounds.
Corrections for energy resolution, and for reconstruction, identiÞcation,
isolation and trigger efÞciencies are applied to the simulation; energy-
scale corrections are applied to the data. Background events contribute
less than 0.2% of the observed distribution. The lower panel shows
the data-to-prediction ratio, with the error bars showing the statistical
uncertainty

7.4 Electron selection efÞciency

Electron efÞciency corrections are determined using samples
of W � e� , Z � ee, andJ/� � eeevents, and measured
separately for electron reconstruction, identiÞcation and trig-
ger efÞciencies [38], as a function of electron
 and pT. In
the pT range relevant for the measurement of theW-boson
mass, the reconstruction and identiÞcation efÞciency correc-
tions have a typical uncertainty of 0.1Ð0.2% in the barrel, and
0.3% in the endcap. The trigger efÞciency corrections have
an uncertainty smaller than 0.1%, and are weakly dependent
on p�

T.

For a data-taking period corresponding to approximately
20% of the integrated luminosity, the LAr calorimeter suf-
fered from six front-end board failures. During this period,
electrons could not be reconstructed in the region of 0<

 < 1.475 andŠ 0.9 < � < Š 0.5. The data-taking con-
ditions are reßected in the simulation for the correspond-
ing fraction of events. However, the trigger acceptance loss
is not perfectly simulated, and dedicated efÞciency correc-
tions are derived as a function of
 and � to correct the
mismodelling, and applied in addition to the initial correc-
tions.

As described in Sect.5, isolation requirements are applied
to the identiÞed electrons. Their efÞciency is approximately
95% in the simulated event samples, and energy-isolation
efÞciency corrections are derived as for the reconstruc-
tion, identiÞcation, and trigger efÞciencies. The energy-
isolation efÞciency corrections deviate from unity by less
than 0.5%, with an uncertainty smaller than 0.2% on aver-
age.

Finally, as positively and negatively chargedW-boson
events have different Þnal-state distributions, theW+ con-
tamination in theWŠ sample, and vice versa, constitutes
an additional source of uncertainty. The rate of electron
charge mismeasurement in simulated events rises from about
0.2% in the barrel to 4% in the endcap. Estimates of charge
mismeasurement in data conÞrm these predictions within
better than 0.1%, apart from the high|
 | region where
differences up to 1% are observed. The electron charge
mismeasurement induces a systematic uncertainty inmW

of approximately 0.5 MeV in the regions of|
 � | < 0.6
and 0.6 < |
 � | < 1.2, and of 5 MeV in the region of
1.8 < |
 � | < 2.4, separately forW+ and WŠ . Since the
W+ and WŠ samples contaminate each other, the effect
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Table 5 Systematic
uncertainties in themW
measurement due to electron
energy calibration, efÞciency
corrections and charge
mismeasurement, for the
different kinematic distributions
and|
 � | regions, averaged over
lepton charge. Combined
uncertainties are evaluated as
described in Sect.2.2

|
 � | range [0.0, 0.6] [0.6, 1.2] [1.8, 2.4] Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT p�
T mT

� mW [MeV]

Energy scale 10.4 10.3 10.8 10.1 16.1 17.1 8.1 8.0

Energy resolution 5.0 6.0 7.3 6.7 10.4 15.5 3.5 5.5

Energy linearity 2.2 4.2 5.8 8.9 8.6 10.6 3.4 5.5

Energy tails 2.3 3.3 2.3 3.3 2.3 3.3 2.3 3.3

Reconstruction efÞciency 10.5 8.8 9.9 7.8 14.5 11.0 7.2 6.0

IdentiÞcation efÞciency 10.4 7.7 11.7 8.8 16.7 12.1 7.3 5.6

Trigger and isolation efÞciencies 0.2 0.5 0.3 0.5 2.0 2.2 0.8 0.9

Charge mismeasurement 0.2 0.2 0.2 0.2 1.5 1.5 0.1 0.1

Total 19.0 17.5 21.1 19.4 30.7 30.5 14.2 14.3
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Fig. 10 Distribution of reconstructed electrons
 in Z � eeevents.
The data are compared to the simulation including signal and back-
ground contributions. Corrections for energy resolution, and for recon-
struction, identiÞcation, isolation and trigger efÞciencies are applied to
the simulation; energy-scale corrections are applied to the data. Back-
ground events contribute less than 0.2% of the observed distribution.
The lower panel shows the data-to-prediction ratio, with the error bars
showing the statistical uncertainty

is anti-correlated for themW measurements in the two
different charge categories, and cancels in their combi-
nation, up to the asymmetry in theW+ / WŠ production
rate. After combination, the residual uncertainty inmW is
0.2 MeV for |
 � | < 1.2, and 1.5 MeV for 1.8 < |
 � | <
2.4, for both thep�

T and mT distributions. The uncertain-
ties are considered as uncorrelated across pseudorapidity
bins.

Figure10 compares the
 � distribution in data and simu-
lation for Z � eeevents, after applying the efÞciency cor-
rections discussed above. The corresponding uncertainties in
mW due to the electron efÞciency corrections are shown in
Table5.

8 Calibration of the recoil

The calibration of the recoil,uT, affects the measurement of
theW-boson mass through its impact on themT distribution,
which is used to extractmW. In addition, the recoil calibration
affects thep�

T andmT distributions through thepmiss
T ,mT, and

uT event-selection requirements. The calibration procedure
proceeds in two steps. First, the dominant part of theuT reso-
lution mismodelling is addressed by correcting the modelling
of the overall event activity in simulation. These corrections
are derived separately in theW- andZ-boson samples. Sec-
ond, corrections for residual differences in the recoil response
and resolution are derived usingZ-boson events in data, and
transferred to theW-boson sample.

8.1 Event activity corrections

The pile-up of multiple protonÐproton interactions has a sig-
niÞcant impact on the resolution of the recoil. As described in
Sect.4, the pile-up is modelled by overlaying the simulated
hard-scattering process with additionalpp interactions sim-
ulated usingPythia 8 with the A2 tune. The average number
of interactions per bunch crossing is deÞned, for each event,
as�µ � = L � in/ fBC, whereL is the instantaneous luminosity,
� in is the totalpp inelastic cross section andfBC is the aver-
age bunch-crossing rate. The distribution of�µ � in the simu-
lated event samples is reweighted to match the corresponding
distribution in data. The distribution of�µ � is affected in par-
ticular by the uncertainty in the cross section and properties
of inelastic collisions. In the simulation,�µ � is scaled by a
factor � to optimise the modelling of observed data distri-
butions which are relevant to the modelling ofuT. A value
of � = 1.10 ± 0.04 is determined by minimising the� 2

function of the compatibility test between data and simula-
tion for the� E


T anduZ
� distributions, where the uncertainty

accounts for differences in the values determined using the
two distributions.
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Fig. 11 Distributions ofa � E

T andb azimuth� of the recoil in data

and simulation forZ � µµ events. The� E

T distribution is shown

before and after applying the Smirnov-transform correction, and the

� distribution is shown before and after theux,y correction. The lower
panels show the data-to-prediction ratios, with the vertical bars showing
the statistical uncertainty

After the correction applied to the average number of pile-
up interactions, residual data-to-prediction differences in the
� E


T distribution are responsible for most of the remain-
ing uT resolution mismodelling. The� E


T distribution is
corrected by means of a Smirnov transform, which is a
mappingx � x�(x) such that a functionf (x) is trans-
formed into another target functiong(x) through the rela-
tion f (x) � f (x�) 	 g(x) [115]. Accordingly, a mapping
� E


T � � E

T

� is deÞned such that the distribution of� E

T

in simulation,hMC(� E

T), is transformed intohMC(� E


T
�)

to match the� E

T distribution in data,hdata(� E


T). The cor-
rection is derived forZ-boson events in bins ofp��

T , as the
observed differences in the� E


T distribution depend on the
Z-boson transverse momentum. The result of this procedure
is illustrated in Fig.11a. The modiÞed distribution is used to
parameterise the recoil response corrections discussed in the
next section.

In W-boson events, the transverse momentum of the boson
can only be inferred fromuT, which has worse resolution
compared top��

T in Z-boson events. To overcome this lim-
itation, a pT-dependent correction is deÞned assuming that
the pT dependence of differences between data and simula-
tion in the� E


T distribution inW-boson events follows the
corresponding differences observed inZ-boson events. The
� E


T distribution to be matched by the simulation is deÞned
as follows forW-boson events:

�hW
data(� E


T, pW
T )

	 hZ
data(� E


T, p��
T )

�
hW

data(� E

T)

hW
MC(� E


T)

� hZ
data(� E


T)

hZ
MC(� E


T)

�

, (4)

wherepW
T is the particle-levelW-boson transverse momen-

tum, andp��
T the transverse momentum measured from the

decay-lepton pair, used as an approximation of the particle-

level pZ
T . The superscriptsW and Z refer to W- or Z-

boson event samples, and the double ratio in the second term
accounts for the differences between the inclusive distribu-
tions in W- and Z-boson events. This correction is deÞned
separately for positively and negatively chargedW bosons,
so as to incorporate the dependence of thepW

T distribution on
the charge of theW boson. Using�hW

data(� E

T, pW

T ) deÞned in
Eq. (4) as the target distribution, thepW

T -dependent Smirnov
transform of the� E


T distribution in W-boson events is
deÞned as follows:

hW
MC(� E


T; pW
T ) � hW

MC(� E

T

�; pW
T ) 	 �hW

data(� E

T; pW

T ).

The validity of the approximation introduced in Eq. (4)
is veriÞed by comparinghW

data(� E

T)/ hW

MC(� E

T) andhZ

data
(� E


T)/ hZ
MC(� E


T) in broad bins ofuT. The associated sys-
tematic uncertainties are discussed in Sect.8.3.

8.2 Residual response corrections

In the ideal case of beams coinciding with thez-axis, the
physical transverse momentum ofW and Z bosons is uni-
formly distributed in� . However, an offset of the interac-
tion point with respect to the detector centre in the trans-
verse plane, the non-zero crossing angle between the pro-
ton beams, and� -dependent response of the calorimeters
generate anisotropies in the reconstructed recoil distribution.
Corresponding differences between data and simulation are
addressed by effective corrections applied toux anduy in
simulation:

u�
x = ux + ( �ux� dataŠ �ux�MC ) ,

u�
y = uy +

� �
uy

�
dataŠ

�
uy

�
MC

�
,
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where � ux,y � data and � ux,y � MC are the mean values of
these distributions in data and simulation, respectively. The
corrections are evaluated inZ-boson events and parame-
terised as a function of� E


T. The effect of these corrections
on the recoil� distribution is illustrated in Fig.11b.

The transverse momentum ofZ bosons can be recon-
structed from the decay-lepton pair with a resolution of 1Ð
2 GeV, which is negligible compared to the recoil energy res-
olution. The recoil response can thus be calibrated from com-
parisons with the reconstructedp��

T in data and simulation.
Recoil energy scale and resolution corrections are derived in
bins of� E


T andp��
T at reconstruction level, and are applied

in simulation as a function of the particle-level vector-boson
momentumpV

T in both theW- and Z-boson samples. The
energy scale of the recoil is calibrated by comparing the
uZ

� + p��
T distribution in data and simulation, whereas res-

olution corrections are evaluated from theuZ
� distribution.

Energy-scale correctionsb( pV
T , � E


T
�) are deÞned as the dif-

ference between the average values of theuZ
� + p��

T dis-
tributions in data and simulation, and the energy-resolution
correction factorsr ( pV

T , � E

T

�) as the ratio of the standard
deviations of the correspondinguZ

� distributions.
The parallel component ofuT in simulated events is cor-

rected for energy scale and resolution, whereas the perpen-
dicular component is corrected for energy resolution only.
The corrections are deÞned as follows:

uV,corr
� =

�
uV,MC

� Š
�
uZ,data

�

�
( pV

T , � E

T

�)
�

· r ( pV
T , � E


T
�)

+
�
uZ,data

�

�
( pV

T , � E

T

�) + b( pV
T , � E


T
�), (5)

uV,corr
� = uV,MC

� · r ( pV
T , � E


T
�), (6)

whereV = W, Z, uV,MC
� anduV,MC

� are the parallel and per-

pendicular components ofuT in the simulation, anduV,corr
�

anduV,corr
� are the corresponding corrected values. As forb

andr , the average
�
uZ,data

�

�
is mapped as a function of the

reconstructedp��
T in Z-boson data, and used as a function of

pV
T in bothW- andZ-boson simulation. Since the resolution

of uT has a sizeable dependence on the amount of pile-up,
the correction procedure is deÞned in three bins of�µ � , cor-
responding to low, medium, and high pile-up conditions, and
deÞned by the ranges of�µ � 
 [ 2.5, 6.5], �µ � 
 [ 6.5, 9.5],
and�µ � 
 [ 9.5, 16.0], respectively. Values forb( pV

T , � E

T

�)
are typicallyO(100 MeV), andr ( pV

T , � E

T

�) deviates from
unity by 2% at most. The effect of the calibration is shown in
Fig.12for Z � µµ events. The level of agreement obtained
after corrections is satisfactory, and similar performance is
observed forZ � eeevents.

A closure test of the applicability ofZ-based corrections
to W production is performed usingW andZ samples sim-
ulated with Powheg+Herwig 6, which provide an alter-
native model for the description of hadronisation and the

underlying event. The procedure described above is used
to correct the recoil response fromPowheg+Pythia 8 to
Powheg+Herwig 6, where the latter is treated as pseudo-
data. As shown in Fig.13, the correctedW recoil distribu-
tions inPowheg+Pythia 8 match the corresponding distri-
butions inPowheg+Herwig 6. For this study, the effect of
the different particle-levelpW

T distributions in both samples
is removed by reweighting thePowheg+Pythia 8 prediction
toPowheg+Herwig 6. This study is performed applying the
standard lepton selection cuts, but avoiding further kinematic
selections in order to maximize the statistics available for the
test.

8.3 Systematic uncertainties

The recoil calibration procedure is sensitive to the following
sources of systematic uncertainty: the uncertainty of the scale
factor applied to the�µ � distribution, uncertainties due to the
Smirnov transform of the� E


T distribution, uncertainties in
the correction of the average value of theux,y distributions,
statistical uncertainties in the residual correction factors and
their pT dependence, and expected differences in the recoil
response betweenZ- andW-boson events.

The uncertainty from the�µ � scale-factor� is evaluated
by varying it by its uncertainty and repeating all steps of
the recoil calibration procedure. These variations affect the
determination ofmW by less than 1 MeV.

The systematic uncertainty related to the dependence of
the� E


T correction onpT is estimated by comparing with the
results of apT-inclusive correction. This source contributes,
averaging overW-boson charges, an uncertainty of approx-
imately 1 MeV for the extraction ofmW from the p�

T distri-
bution, and 11 MeV when using themT distribution.

The recoil energy scale and resolution corrections of
Eqs. (5) and (6) are derived from theZ-boson sample
and applied toW-boson events. Differences in the detector
response to the recoil betweenW- and Z-boson processes
are considered as a source of systematic uncertainty for these
corrections. Differences between theuW

� anduZ
� distributions

originating from different vector-boson kinematic properties,
different ISR and FSR photon emission, and from different
selection requirements are, however, discarded as they are
either accurately modelled in the simulation or already incor-
porated in the correction procedure.

To remove the effect of such differences, the two-
dimensional distributionhW

MC( pT, � E

T) in W-boson sim-

ulated events is corrected to match the corresponding dis-
tribution in Z-boson simulated events, treating the neutri-
nos inW-boson decays as charged leptons to calculateuT

as in Z-boson events. Finally, events containing a particle-
level photon from Þnal-state radiation are removed. After
these corrections, the standard deviation of theu� distribu-
tion agrees within 0.03% between simulatedW- andZ-boson

123



110 Page 24 of 61 Eur. Phys. J. C (2018) 78 :110

E
ve

nt
s 

/ 2
 G

eV

20

40

60

80

100

310×

Data

 (before corr.)Šµ+µ�Z

 (after corr.)Šµ+µ�Z

ATLAS
-1 = 7 TeV, 4.1 fbs

 [GeV]Zu
50Š 40Š 30Š 20Š 10Š 0 10 20 30 40 50

D
at

a 
/ P

re
d.

0.95
1

1.05

(a)

E
ve

nt
s 

/ 2
 G

eV

20

40

60

80

100

120

140

310×

Data

 (before corr.)Šµ+µ�Z

 (after corr.)Šµ+µ�Z

ATLAS
-1 = 7 TeV, 4.1 fbs

   [GeV]ll
T

 + pZu
50Š 40Š 30Š 20Š 10Š 0 10 20 30 40 50

D
at

a 
/ P

re
d.

0.95
1

1.05

(b)

E
ve

nt
s 

/ 2
 G

eV

20

40

60

80

100

120

140

310×

Data

 (before corr.)Šµ+µ�Z

 (after corr.)Šµ+µ�Z

ATLAS
-1 = 7 TeV, 4.1 fbs

  [GeV]Zu

50Š 40Š 30Š 20Š 10Š 0 10 20 30 40 50

D
at

a 
/ P

re
d.

0.95
1

1.05

(c)

E
ve

nt
s 

/ 2
 G

eV

20

40

60

80

100

120

310×

Data

 (before corr.)Šµ+µ�Z

 (after corr.)Šµ+µ�Z

ATLAS
-1 = 7 TeV, 4.1 fbs

 [GeV]Tu
0 5 10 15 20 25 30 35 40 45 50

D
at

a 
/ P

re
d.

0.95
1

1.05

(d)

Fig. 12 Recoil distributions fora uZ
� , b uZ

� + p��
T , (c) uZ

� , and (d)uT in Z � µµ events. The data are compared to the simulation before and
after applying the recoil corrections described in the text. The lower panels show the data-to-prediction ratios, with the vertical bars showing the
statistical uncertainty

events. This difference is equivalent to 6% of the size of the
residual resolution correction, which increases the standard
deviation of theu� distribution by 0.5%. Accordingly, the
corresponding systematic uncertainty due to the extrapola-
tion of the recoil calibration fromZ- to W-boson events is
estimated by varying the energy resolution parameterr of
Eqs. (5) and (6) by 6%. The impact of this uncertainty on the
extraction ofmW is approximately 0.2 MeV for the p�

T dis-
tribution, and 5.1 MeV for themT distribution. The extrapo-
lation uncertainty of the energy-scale correctionb was found
to be negligible in comparison.

In addition, the statistical uncertainty of the correction
factors contributes 2.0 MeV for the p�

T distribution, and
2.7 MeV for the mT distribution. Finally, instead of using
a binned correction, a smooth interpolation of the correc-
tion values between the bins is performed. Comparing the

binned and interpolated correction parametersb( pV
T , � E


T
�)

andr ( pV
T , � E


T
�) leads to a systematic uncertainty inmW of

1.4 and 3.1 MeV for thep�
T andmT distributions, respectively.

Systematic uncertainties in theux,y corrections are found to
be small compared to the other systematic uncertainties, and
are neglected.

The impact of the uncertainties of the recoil calibra-
tion on the extraction of theW-boson mass from thep�

T
andmT distributions are summarised in Table6. The deter-
mination of mW from the p�

T distribution is only slightly
affected by the uncertainties of the recoil calibration, whereas
larger uncertainties are estimated for themT distribution. The
largest uncertainties are induced by the� E


T corrections and
by the extrapolation of the recoil energy-scale and energy-
resolution corrections fromZ- to W-boson events. The sys-
tematic uncertainties are in general smaller forWŠ events
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Fig. 13 Distributions ofa uT andb u�
� in W events simulated using

Powheg+Pythia 8 andPowheg+Herwig 6. The recoil response in
Powheg+Pythia 8 is corrected to thePowheg+Herwig 6 response
using simulatedZ events following the method described in the

text. The pW
T distribution in Powheg+Pythia 8 is reweighted to

the Powheg+Herwig 6 prediction. The lower panels show the ratios
of Powheg+Herwig 6 to Powheg+Pythia 8, with and without the
response correction in thePowheg+Pythia 8 sample

Table 6 Systematic
uncertainties in themW
measurement due to recoil
corrections, for the different
kinematic distributions and
W-boson charge categories.
Combined uncertainties are
evaluated as described in
Sect.2.2

W-boson charge W+ WŠ Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

� mW [MeV]

�µ � scale factor 0.2 1.0 0.2 1.0 0.2 1.0

� E

T correction 0.9 12.2 1.1 10.2 1.0 11.2

Residual corrections (statistics) 2.0 2.7 2.0 2.7 2.0 2.7

Residual corrections (interpolation) 1.4 3.1 1.4 3.1 1.4 3.1

Residual corrections (Z � W extrapolation) 0.2 5.8 0.2 4.3 0.2 5.1

Total 2.6 14.2 2.7 11.8 2.6 13.0

than forW+ events, as the� E

T distribution inWŠ events is

closer to the corresponding distribution inZ-boson events.

9 Consistency tests withZ-boson events

The Z � �� event sample allows several validation and
consistency tests of theW-boson analysis to be performed.
All the identiÞcation requirements of Sect.5.1, the calibra-
tion and efÞciency corrections of Sects.7 and8, as well as
the physics-modelling corrections described in Sect.6, are
applied consistently in theW- andZ-boson samples. TheZ-
boson sample differs from theW-boson sample in the selec-
tion requirements, as described in Sect.5.2. In addition to
the event-selection requirements described there, the trans-
verse momentum of the dilepton system,p��

T , is required to
be smaller than 30 GeV.

The missing transverse momentum inZ-boson events is
deÞned by treating one of the two decay leptons as a neu-

trino and ignoring its transverse momentum when deÞning
the event kinematics. This procedure allows thepmiss

T and
mT variables to be deÞned in theZ-boson sample in close
analogy to their deÞnition in theW-boson sample. The pro-
cedure is repeated, removing the positive and negative lepton
in turn.

In theZ-boson sample, the background contribution aris-
ing from top-quark and electroweak production is estimated
using Monte Carlo samples. Each process is normalised
using the corresponding theoretical cross sections, evaluated
at NNLO in the perturbative expansion of the strong cou-
pling constant. This background contributes a 0.12% frac-
tion in each channel. In the muon channel, the background
contribution from multijet events is estimated to be smaller
than 0.05% using simulated event samples ofbb̄ and cc̄
production, and neglected. In the electron channel, a data-
driven estimate of the multijet background contributes about
a 0.1% fraction, before applying the isolation selections,
which reduce it to a negligible level.
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Fig. 14 Thea,b p��
T andc,d y�� distributions inZ-boson events for the

a, c electron andb, d muon decay channels. The data are compared to
the simulation including signal and backgrounds. Detector calibration
and physics-modelling corrections are applied to the simulated events.

Background events contribute less than 0.2% of the observed distribu-
tions. The lower panels show the data-to-prediction ratios, with the error
bars showing the statistical uncertainty

Figure 14 shows the reconstructed distributions ofp��
T

and y�� in selectedZ-boson events; these distributions are
not sensitive to the value ofmZ. Figure15 shows the cor-
responding distributions forp�

T andmT, variables which are
sensitive tomZ. Data and simulation agree at the level of
1Ð2% percent in all the distributions.

The mass of theZ boson is extracted with template Þts
to them�� , p�

T, andmT kinematic distributions. The extrac-
tion of the Z-boson mass from the dilepton invariant mass
distribution is expected to yield, by construction, the value
of mZ used as input for the muon-momentum and electron-
energy calibrations, providing a closure test of the lepton cal-
ibration procedures. Thep�

T distribution is very sensitive to
the physics-modelling corrections described in Sect.6. The
comparison of the value ofmZ extracted from thep�

T distri-
bution with the value used as input for the calibration tests

the physics modelling and efÞciency corrections. Finally,mZ

measurements from themT distribution provides a test of the
recoil calibration.

Similarly to theW-boson mass, the value ofmZ is deter-
mined by minimising the� 2 function of the compatibility
test between the templates and the measured distributions.
The templates are generated with values ofmZ in steps of 4
to 25 MeV within a range of± 450 MeV, centred around a
reference value corresponding to the LEP combined value,
mZ = 91187.5 MeV [32]. The � 2 function is interpolated
with a second order polynomial. The minimum of the� 2

function yields the extracted value ofmZ, and the difference
between the extracted value ofmZ and the reference value
is deÞned as� mZ. The ranges used for the extraction are
[80, 100] GeV for them�� distributions,[30, 55] GeV for the
p�

T distribution, and[40, 120] GeV for themT distribution.
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Fig. 15 Thep�
T distribution in theaelectron andb muon channels, and

mT distributions in thec, eelectron andd, f muon decay channels forZ
events when thec,d negatively charged, ore, f positively charged lepton
is removed. The data are compared to the simulation including signal
and backgrounds. Detector calibration and physics-modelling correc-

tions are applied to the simulated events. Background events contribute
less than 0.2% of the observed distributions. The lower panels show
the data-to-prediction ratios, with the error bars showing the statistical
uncertainty
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Fig. 16 Summary of themZ
determinations from thep�

T and
mT distributions in the muon
and electron decay channels.
The LEP combined value ofmZ,
which is used as input for the
detector calibration, is also
indicated. The horizontal and
vertical bands show the
uncertainties of themZ
determinations and of the LEP
combined value, respectively
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Table 7 Difference betweenZ-boson mass, extracted fromp�
T andmT

distributions, and the LEP combined value. The results are shown sepa-
rately for the electron and muon decay channels, and their combination.
The Þrst quoted uncertainty is statistical, the second is the experimental

systematic uncertainty, which includes lepton efÞciency and recoil cali-
bration uncertainties where applicable. Physics-modelling uncertainties
are neglected

Lepton charge � + � Š Combined
Kinematic distribution p�

T mT p�
T mT p�

T mT

� mZ [MeV]

Z � ee 13± 31± 10 Š 93± 38± 15 Š 20± 31± 10 4± 38± 15 Š 3 ± 21± 10 Š 45± 27± 15

Z � µµ 1 ± 22± 8 Š 35± 28± 13 Š 36± 22± 8 Š 1 ± 27± 13 Š 17± 14± 8 Š 18± 19± 13

Combined 5± 18± 6 Š 58± 23± 12 Š 31± 18± 6 1± 22± 12 Š 12± 12± 6 Š 29± 16± 12

The extraction ofmZ from themT distribution is performed
separately for positively and negatively charged leptons in
the event, by reconstructingmT from the kinematic prop-
erties of one of the two charged leptons and of the recoil
reconstructed by treating the other as a neutrino.

Z-boson mass Þts are performed using themT and p�
T

distributions in the electron and muon decay channels, inclu-
sively in 
 and separately for positively and negatively
charged leptons. The results of the Þts are summarised in
Fig. 16 and Table7. The p�

T Þt results include all lepton
reconstruction systematic uncertainties except theZ-based
energy or momentum scale calibration uncertainties; themT

Þt results include recoil calibration systematic uncertainties
in addition. Physics-modelling uncertainties are neglected.

The value ofmZ measured from positively charged leptons
is correlated with the corresponding extraction from the neg-
atively charged leptons. Thep�

T distributions for positively
and negatively charged leptons are statistically independent,
but themT distributions share the same reconstructed recoil
event by event, and are statistically correlated. In both cases,
the decay of theZ-boson induces a kinematical correla-
tion between the distributions of positively and negatively
charged leptons. The correlation is estimated by construct-
ing two-dimensional� + and� Š distributions, separately for
p�

T and mT, ßuctuating the bin contents of these distribu-
tions within their uncertainties, and repeating the Þts for

each pseudodata sample. The correlation values areŠ 7%
for the p�

T distributions, andŠ12% for themT distribu-
tions.

Accounting for the experimental uncertainties as described
above, the combined extraction ofmZ from the p�

T distri-
bution yields a result compatible with the reference value
within 0.9 standard deviations. The difference between the
mZ extractions from positively and negatively charged lep-
ton distributions is compatible with zero within 1.4 standard
deviations. For the extraction from themT distribution, the
compatibility with the reference value ofmZ is at the level of
1.5 standard deviations. Fits using the lepton pair invariant
mass distribution agree with the reference, yielding� mZ =
1 ± 3 MeV in the muon channel and� mZ = 3 ± 5 MeV in
the electron channel, as expected from the calibration proce-
dure. In summary, the consistency tests based on theZ-boson
sample agree with the expectations within the experimental
uncertainties.

10 Backgrounds in theW-boson sample

TheW-boson event sample, selected as described in Sect.5.2,
includes events from various background processes. Back-
ground contributions fromZ-boson,W � � � , boson pair,
and top-quark production are estimated using simulation.
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Contributions from multijet production are estimated with
data-driven techniques.

10.1 Electroweak and top-quark backgrounds

The dominant sources of background contribution in the
W � �� sample areZ � �� events, in which one of the
two leptons escapes detection, andW � � � events, where
the� decays to an electron or muon. These background con-
tributions are estimated using thePowheg+Pythia 8 sam-
ples after applying the modelling corrections discussed in
Sect.6, which include NNLO QCD corrections to the angu-
lar coefÞcients and rapidity distributions, and corrections to
the vector-boson transverse momentum. TheZ � eeback-
ground represents 2.9% of theW+ � e� sample and 4.0%
of theWŠ � e� sample. In the muon channel, theZ � µµ
background represents 4.8 and 6.3% of theW+ � µ� and
WŠ � µ� samples, respectively. TheW � � � background
represents 1.0% of the selected sample in both channels, and
the Z � � � background contributes approximately 0.12%.
The normalisation of these processes relative to theW-boson
signal and the corresponding uncertainties are discussed in
Sect.4. A relative uncertainty of 0.2% is assigned to the
normalisation of theW � � � samples with respect to the
W-boson signal sample, to account for the uncertainty in the
� -lepton branching fractions to electrons and muons. In the
determination of theW-boson mass, the variations ofmW

are propagated to theW � � � background templates in the
same way as for the signal.

Similarly, backgrounds involving top-quark (top-quark
pairs and single top-quark) production, and boson-pair pro-
duction are estimated using simulation, and normalisation
uncertainties are assigned as discussed in Sect.4. These pro-
cesses represent 0.11 and 0.07% of the signal event selection,
respectively.

Uncertainties in the distributions of theW � � � and
Z � �� processes are described by the physics-modelling
uncertainties discussed in Sect.6, and are treated as fully cor-
related with the signal. Shape uncertainties for boson-pair
production and top-quark production are considered negli-
gible compared to the uncertainties in their cross sections,
given the small contributions of these processes to the signal
event selection.

10.2 Multijet background

Inclusive multijet production in strong-interaction processes
constitutes a signiÞcant source of background. A fraction
of multijet events contains semileptonic decays of bottom
and charm hadrons to muons or electrons and neutrinos, and
can pass theW-boson signal selection. In addition, inclu-
sive jet production contributes to the background if one
jet is misidentiÞed as electron or muon, and sizeable miss-

ing transverse momentum is reconstructed in the event. In-
ßight decays of pions or kaons within the tracking region
can mimic theW-boson signal in the muon channel. In
the electron channel, events with photon conversions and
hadrons misidentiÞed as electrons can be selected asW-
boson events. Due to the small selection probability for mul-
tijet events, their large production cross section, and the rela-
tively complex modelling of the hadronisation processes, the
multijet background contribution cannot be estimated pre-
cisely using simulation, and a data-driven method is used
instead.

The estimation of the multijet background contribution
follows similar procedures in the electron and muon decay
channels, and relies on template Þts to kinematic distribu-
tions in background-dominated regions. The analysis uses
the distributions ofpmiss

T , mT, and thep�
T/ mT ratio, where

jet-enriched regions are obtained by relaxing a subset of
the signal event-selection requirements. The Þrst kinematic
region, denoted FR1, is deÞned by removing thepmiss

T
and mT requirements from the event selection. A second
kinematic region, FR2, is deÞned in the same way as
FR1, but by also removing the requirement onuT. Mul-
tijet background events, which tend to have smaller val-
ues of pmiss

T andmT than the signal, are enhanced by this
selection. Thep�

T/ mT distribution is sensitive to the angle
between thep�

T and pmiss
T vectors in the transverse plane.

WhereasW-boson events are expected to peak at values of
p�

T/ mT = 0.5, relatively large tails are observed for multijet
events.

Templates of the multijet background distributions for
these observables are obtained from data by inverting the lep-
ton energy-isolation requirements. Contamination of these
control regions by electroweak and top production is esti-
mated using simulation and subtracted. In the muon channel,
the anti-isolation requirements are deÞned from the ratio of
the scalar sum of thepT of tracks in a cone of size� R < 0.2
around the reconstructed muon to the muonpT. The iso-
lation variablepµ, cone

T , introduced in Sect.5.1, is required
to satisfyc1 < pµ, cone

T / p�
T < c2, where the anti-isolation

boundariesc1 andc2 are varied as discussed below. In order
to avoid overlap with the signal region, the lower boundary
c1 is always larger than 0.1. In the electron channel, the scalar
sum of thepT of tracks in a cone of size� R < 0.4 around
the reconstructed electron, deÞned aspe,cone

T in Sect.5.1, is
used to deÞne the templates, while the requirements on the
calorimeter isolation are omitted.

The multijet background normalisation is determined by
Þtting each of thepmiss

T , mT, and p�
T/ mT distributions in

the two kinematic regions FR1 and FR2, using templates of
these distributions based on multijet events and obtained with
several ranges of the anti-isolation variables. The multijet
background in the signal region is determined by correcting
the multijet fraction Þtted in the FR1 and FR2 for the different
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efÞciencies of the selection requirements of the signal region.
In the electron channel,c1 is varied from 4 to 9 GeV in steps
of 1 GeV, andc2 is set toc2 = c1 + 1 GeV. In the muon
channel,c1 is varied from 0.1 to 0.37 in steps of 0.03, and
c2 is set toc2 = c1 + 0.03. Example results of template Þts
in the electron and muon channels are shown in Fig.17. The
results corresponding to the various observables and to the
different kinematic regions are linearly extrapolated in the
isolation variables to the signal regions, denoted byc1 = 0.
Figure18 illustrates the extrapolation procedure.

The systematic uncertainty in the multijet background
fraction is deÞned as half of the largest difference between
the results extrapolated from the different kinematic regions
and observables. The multijet background contribution is
estimated separately in all measurement categories. In the
electron channel, the multijet background fraction rises from
0.58± 0.08% at low|
 � | to 1.73± 0.19% in the last measure-
ment bin, averaging theW+ andWŠ channels. In the muon
channel, the charge-averaged multijet background fraction
decreases from 0.72± 0.07% to 0.49± 0.03%, when going
from low to high|
 � |. The uncertainties in the multijet back-
ground fractions are sufÞcient to account for the observed
residual discrepancies between the Þtted distributions and
the data (see Fig.17). The estimated multijet background
yields are consistent betweenW+ andWŠ , but the multijet
background fraction is smaller in theW+ channels due to the
higher signal yield.

Corrections to the shape of the multijet background con-
tributions and corresponding uncertainties in the distribu-
tions used to measure theW-boson mass are estimated with
a similar procedure. The kinematic distributions in the con-
trol regions are obtained for a set of anti-isolation ranges, and
parameterised with linear functions of the lower bound of the
anti-isolation requirement. The distributions are extrapolated
to the signal regions accordingly. Uncertainties in the extrap-
olated distributions are dominated by the statistical uncer-
tainty, which is determined with a toy MC method by ßuctu-
ating within their statistical uncertainty the bin contents of the
histograms in the various anti-isolation ranges. The resulting
multijet background distribution is propagated to the tem-
plates, and the standard deviation of the determined values
of mW yields the estimated uncertainty due to the shape of
the multijet background. Uncertainties due to the choice of
parameterisation are small in comparison and neglected.

Uncertainties in the normalisation of multijet, elec-
troweak, and top-quark background processes are considered
correlated across decay channels, boson charges and rapidity
bins, whereas the uncertainty in the shape of multijet back-
ground is considered uncorrelated between decay channels
and boson charges. The impact of the background systematic
uncertainties on the determination ofmW is summarised in
Table8.

11 Measurement of theW-boson mass

This section presents the determination of the mass of the
W boson from template Þts to the kinematic distributions of
the W-boson decay products. The Þnal measured value is
obtained from the combination of measurements performed
using the lepton transverse momentum and transverse mass
distributions in categories corresponding to the electron and
muon decay channels, positively and negatively chargedW
bosons, and absolute pseudorapidity bins of the charged lep-
ton, as illustrated in Table1. The number of selected events
in each category is shown in Table9.

11.1 Control distributions

The detector calibration and the physics modelling are val-
idated by comparing data with simulatedW-boson signal
and backgrounds for several kinematic distributions that are
insensitive to theW-boson mass. The comparison is based
on a� 2 compatibility test, including statistical and system-
atic uncertainties, and the bin-to-bin correlations induced by
the latter. The systematic uncertainty comprises all sources of
experimental uncertainty related to the lepton and recoil cali-
bration, and to the background subtraction, as well as sources
of modelling uncertainty associated with electroweak cor-
rections, or induced by the helicity fractions of vector-boson
production, the vector-boson transverse-momentum distribu-
tion, and the PDFs. Comparisons of data and simulation for
the
 � , uT, andu�

� distributions, in positively and negatively
chargedW-boson events, are shown in Figs.19 and20 for
the electron and muon decay channels, respectively.

Data and simulation agree within uncertainties for all dis-
tributions, as conÞrmed by the satisfactory� 2/ dof values.
The effect of the residual discrepancies in theuT distributions
for WŠ � �� , visible at low values in Figs.19d and20d, is
discussed in Sect.11.5.

11.2 Data-driven check of the uncertainty in thepW
T

distribution

The uncertainty in the prediction of theu�
� distribution is

dominated bypW
T distribution uncertainties, especially at

negative values ofu�
� in the kinematic region correspond-

ing to u�
� < Š15 GeV. This is illustrated in Fig.21, which

compares the recoil distributions in thePowheg+Pythia
8 and Powheg+Herwig 6 samples, before and after the
corrections described in Sect.8.2 (the pW

T distribution pre-
dicted byPowheg+Pythia 8 is not reweighted to that of
Powheg+Herwig 6). As can be seen, the recoil corrections
and the differentpW

T distributions have a comparable effect
on theuT distribution. In contrast, the effect of the recoil
corrections is small at negative values ofu�

� , whereas the
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Fig. 17 Example template Þts to thea, b pmiss
T , c, d mT, and e, f

p�
T/ mT distributions in the FR1 kinematic region, in thea, c, eelectron

andb, d, f muon decay channels. Multijet templates are derived from
the data requiring 4 GeV< pe,cone

T < 8 GeV in the electron channel,

and 0.2 < pµ, cone
T / p�

T < 0.4 in the muon channel. The data are com-
pared to the simulation including signal and background contributions
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Fig. 18 Estimated number of multijet-background events as a func-
tion of the lower bound of the isolation-variable range used to deÞne
the control regions, fora electron andb muon decay channel. The
estimation is performed for the two regions FR1 and FR2 and three
distributionspmiss

T , mT, andp�
T/ mT, as described in the text. The linear

extrapolations are indicated by the solid lines. The thick crosses show
the results of the linear extrapolation of the background estimate to the
signal region, including uncertainties from the extrapolation only. The
thin crosses also include the uncertainty induced by the contamination
of the control regions by EW and top-quark processes

Table 8 Systematic
uncertainties in themW
measurement due to
electroweak, top-quark, and
multijet background estimation,
for Þts to thep�

T andmT
distributions, in the electron and
muon decay channels, with
positively and negatively
chargedW bosons

Kinematic distribution p�
T mT

Decay channel W � e� W � µ� W � e� W � µ�
W-boson charge W+ WŠ W+ WŠ W+ WŠ W+ WŠ

� mW [ MeV]

W � � � (fraction, shape) 0.1 0.1 0.1 0.2 0.1 0.2 0.1 0.3

Z � ee(fraction, shape) 3.3 4.8 Ð Ð 4.3 6.4 Ð Ð

Z � µµ (fraction, shape) Ð Ð 3.5 4.5 Ð Ð 4.3 5.2

Z � � � (fraction, shape) 0.1 0.1 0.1 0.2 0.1 0.2 0.1 0.3

W W, W Z, Z Z (fraction) 0.1 0.1 0.1 0.1 0.4 0.4 0.3 0.4

Top (fraction) 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.3

Multijet (fraction) 3.2 3.6 1.8 2.4 8.1 8.6 3.7 4.6

Multijet (shape) 3.8 3.1 1.6 1.5 8.6 8.0 2.5 2.4

Total 6.0 6.8 4.3 5.3 12.6 13.4 6.2 7.4

Table 9 Numbers of selected
W+ andWŠ events in the
different decay channels in data,
inclusively and for the various
|
 � | categories

|
 � | range 0Ð0.8 0.8Ð1.4 1.4Ð2.0 2.0Ð2.4 Inclusive

W+ � µ + � 1283332 1063131 1377773 885582 4609818

WŠ � µ Š �̄ 1001592 769876 916163 547329 3234960

|
 � | range 0Ð0.6 0.6Ð1.2 1.8Ð2.4 Inclusive

W+ � e+ � 1233960 1207136 956620 3397716

WŠ � eŠ �̄ 969170 908327 610028 2487525

difference in thepW
T distributions has a large impact in this

region.
The sensitivity of theu�

� distribution is exploited to vali-

date the modelling of thepW
T distribution byPythia 8 AZ,

and its theory-driven uncertainty, described in Sect.6.5.2,
with a data-driven procedure. The parton-shower factorisa-
tion scaleµ F associated with thecq̄ � W processes consti-

tutes the main source of uncertainty in the modelling of the
pW

T distribution. Variations of theu�
� distribution induced

by changes in the factorisation scale of thecq̄ � W pro-
cesses are parameterised and Þtted to the data. Theu�

� dis-
tribution is predicted for the two boundary values ofµ F,
and assumed to vary linearly as a function ofµ F. Variations
induced by changes inµ F are parameterised using a variable
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Fig. 19 Thea, b 
 � , (c,d)uT, ande, f u�
� distributions fora, c, e W+

events andb, d, f WŠ events in the electron decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. The lower panels show the data-to-

prediction ratios, the error bars show the statistical uncertainty, and the
band shows the systematic uncertainty of the prediction. The� 2 val-
ues displayed in each Þgure account for all sources of uncertainty and
include the effects of bin-to-bin correlations induced by the systematic
uncertainties
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Fig. 20 Thea, b 
 � , (c,d)uT, ande, f u�
� distributions fora, c, e W+

events andb, d, f WŠ events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. The lower panels show the data-to-

prediction ratios, the error bars show the statistical uncertainty, and the
band shows the systematic uncertainty of the prediction. The� 2 val-
ues displayed in each Þgure account for all sources of uncertainty and
include the effects of bin-to-bin correlations induced by the systematic
uncertainties
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Fig. 21 Distributions of a uT and b u�
� in W � µ� events sim-

ulated usingPowheg+Pythia 8 and Powheg+Herwig 6 after all
analysis selection cuts are applied. ThePowheg+Pythia 8 distribu-
tions are shown before and after correction of the recoil response

to that of Powheg+Herwig 6. The lower panels show the ratios of
Powheg+Herwig 6 toPowheg+Pythia 8, with and without the recoil
response correction in thePowheg+Pythia 8 sample. The discrepancy
remaining after recoil corrections reßects the differentpW

T distributions

s deÞned in units of the initially allowed range, i.e. values
of s = Š 1, 0, + 1 correspond to half the effect3 of chang-
ing from µ F = mV to µ F = mV / 2, mV , 2mV respectively.
The optimal value ofs is determined by Þtting the fraction
of events in the kinematic regionŠ30 < u�

� < Š15 GeV.
The Þt accounts for all experimental and modelling uncer-
tainties affecting theu�

� distribution, and gives a value of
s = Š 0.22 ± 1.06. The best-Þt value ofs conÞrms the
good agreement between the thePythia 8 AZ prediction
and the data; its uncertainty is dominated by PDF and recoil-
calibration uncertainties, and matches the variation range
of µ F used for the initial estimation of thepW

T distribution
uncertainty.

This validation test supports thePythia 8 AZ predic-
tion of the pW

T distribution and the theory-driven associ-
ated uncertainty estimate. On the other hand, as shown in
Fig. 22, the data disagree with the DYRes andPowheg
MiNLO+Pythia 8 predictions. The latter are obtained
reweighting the initialpW

T distribution inPowheg+Pythia
8 according to the product of thepZ

T distribution of
Pythia 8 AZ, which matches the measurement of Ref. [44],
and RW/ Z( pT) as predicted by DYRes and
Powheg MiNLO+Pythia 8 . The uncertainty bands in
the DYRes prediction are calculated using variations of
the factorisation, renormalisation and resummation scales
µ F, µ R and µ Res following the procedure described in
Ref. [116,117]. The uncertainty obtained applying corre-
lated scale variations inW and Z production does not

3 Half the effect is used because only one of the two quarks in the initial
state is heavy, as discussed in Sect.6.5.2.

cover the observed difference with the data. The potential
effect of usingRW/ Z( pT) as predicted by DYRes instead of
Pythia 8 AZ for the determination ofmW is discussed in
Sect.11.5.

11.3 Results formW in the measurement categories

Measurements ofmW are performed using thep�
T andmT dis-

tributions, separately for positively and negatively chargedW
bosons, in three bins of|
 � | in the electron decay channel,
and in four bins of|
 � | in the muon decay channel, leading to
a total of 28mW determinations. In each category, the value
of mW is determined by a� 2 minimisation, comparing the
p�

T andmT distributions in data and simulation for different
values ofmW. The templates are generated with values of
mW in steps of 1 to 10 MeV within a range of± 400 MeV,
centred around the reference value used in the Monte Carlo
signal samples. The statistical uncertainty is estimated from
the half width of the� 2 function at the value corresponding to
one unit above the minimum. Systematic uncertainties due to
physics-modelling corrections, detector-calibration correc-
tions, and background subtraction, are discussed in Sects.6Ð
8 and10, respectively.

The lower and upper bounds of the range of thep�
T distri-

bution used in the Þt are varied from 30 to 35 GeV, and from
45 to 50 GeV respectively, in steps of 1 GeV. For themT

distribution, the boundaries are varied from 65 to 70 GeV,
and from 90 to 100 GeV. The total measurement uncer-
tainty is evaluated for each range, after combining the mea-
surement categories as described in Sect.11.4 below. The
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Fig. 22 Ratio between the predictions ofPythia 8 AZ, DYRes and
Powheg MiNLO+Pythia 8 and the data for thea uT andb u�

� dis-
tributions in W � �� events. TheW-boson rapidity distribution is
reweighted according to the NNLO prediction. The error bars on the data
points display the total experimental uncertainty, and the band around

the Pythia 8 AZ prediction reßects the uncertainty in thepW
T distri-

bution. The uncertainty band around the DYRes prediction assumes
that uncertainties induced by variations of the QCD scalesµ F, µ R and
µ Res, collectively referred to asµ QCD, are fully correlated inW andZ
production

smallest total uncertainty inmW is found for the Þt ranges
32 < p�

T < 45 GeV and 66< mT < 99 GeV. The optimi-
sation is performed before the unblinding of themW value
and the optimised range is used for all the results described
below.

The Þnal measurement uncertainty is dominated by mod-
elling uncertainties, with typical values in the range 25Ð
35 MeV for the various charge and|
 � | categories. Lepton-
calibration uncertainties are the dominant sources of experi-
mental systematic uncertainty for the extraction ofmW from
the p�

T distribution. These uncertainties vary from about
15 MeV to about 35 MeV for most measurement categories,
except the highest|
 | bin in the muon channel where the
total uncertainty of about 120 MeV is dominated by the muon
momentum linearity uncertainty. The uncertainty in the cal-
ibration of the recoil is the largest source of experimental
systematic uncertainty for themT distribution, with a typical
contribution of about 15 MeV for all categories. The determi-
nation ofmW from thep�

T andmT distributions in the various
categories is summarised in Table10, including an overview
of statistical and systematic uncertainties. The results are also
shown in Fig.23. No signiÞcant differences in the values of
mW corresponding to the different decay channels and to the
various charge and|
 � | categories are observed.

The comparison of data and simulation for kinematic dis-
tributions sensitive to the value ofmW provides further vali-
dation of the detector calibration and physics modelling. The
comparison is performed in all measurement categories. The

 -inclusivep�

T, mT andpmiss
T distributions for positively and

negatively chargedW bosons are shown in Figs.24 and25
for the electron and muon decay channels, respectively. The

value ofmW used in the predictions is set to the overall mea-
surement result presented in the next section. The� 2 values
quantifying the comparison between data and prediction are
calculated over the full histogram range and account for all
sources of uncertainty. The bin-to-bin correlations induced
by the experimental and physics-modelling systematic uncer-
tainties are also accounted for. Overall, satisfactory agree-
ment is observed. The deÞcit of data visible forp�

T � 40Ð
42 GeV in theW+ � e� channel does not strongly affect
the mass measurement, as the observed effect differs from
that expected frommW variations. Cross-checks of possible
sources of this effect were performed, and its impact on the
mass determination was shown to be within the correspond-
ing systematic uncertainties.

11.4 Combination and Þnal results

The measurements ofmW in the various categories are com-
bined accounting for statistical and systematic uncertainties
and their correlations. The statistical correlation of themW

values determined from thep�
T andmT distributions is eval-

uated with the bootstrap method [118], and is approximately
50% for all measurement categories.

The systematic uncertainties have speciÞc correlation
patterns across themW measurement categories. Muon-
momentum and electron-energy calibration uncertainties
are uncorrelated between the different decay channels, but
largely correlated between thep�

T and mT distributions.
Recoil-calibration uncertainties are correlated between elec-
tron and muon decay channels, and they are small forp�

T
distributions. The PDF-induced uncertainties are largely cor-
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Fig. 23 Overview of themW measurements in thea electron andb
muon decay channels. Results are shown for thep�

T and mT distri-
butions, forW+ and WŠ events in the different|
 � | categories. The

coloured bands and solid lines show the statistical and total uncertain-
ties, respectively. The horizontal line and band show the fully combined
result and its uncertainty

related between electron and muon decay channels, but sig-
niÞcantly anti-correlated between positively and negatively
chargedW bosons, as discussed in Sect.6. Due to the differ-
ent balance of systematic uncertainties and to the variety of
correlation patterns, a signiÞcant reduction of the uncertain-
ties in the measurement ofmW is achieved by combining the
different decay channels and the charge and|
 � | categories.

As discussed in Sect.2, the comparison of the results from
the p�

T andmT distributions, from the different decay chan-
nels, and in the various charge and|
 � | categories, provides
a test of the experimental and physics modelling corrections.
Discrepancies between the positively and negatively charged
lepton categories, or in the various|
 � | bins would primarily
indicate an insufÞcient understanding of physics-modelling
effects, such as the PDFs and thepW

T distribution. Inconsis-
tencies between the electron and muon channels could indi-
cate problems in the calibration of the muon-momentum and
electron-energy responses. SigniÞcant differences between
results from thep�

T and mT distributions would point to
either problems in the calibration of the recoil, or to an
incorrect modelling of the transverse-momentum distribu-
tion of theW boson. Several measurement combinations are
performed, using the best linear unbiased estimate (BLUE)
method [119,120]. The results of the combinations are ver-
iÞed with theHERAverager program [121], which gives
very close results.

Table11 shows an overview of partialmW measurement
combinations. In the Þrst step, determinations ofmW in the
electron and muon decay channels from themT distribu-
tion are combined separately for the positive- and negative-
charge categories, and together for bothW-boson charges.
The results are compatible, and the positively charged, nega-
tively charged, and charge-inclusive combinations yield val-
ues of� 2/ dof corresponding to 2/ 6, 7/ 6, and 11/ 13, respec-

tively. Compatibility of the results is also observed for the
corresponding combinations from thep�

T distribution, with
values of� 2/ dof of 5/ 6, 10/ 6, and 19/ 13, for positively
charged, negatively charged, and charge-inclusive combina-
tions, respectively. The� 2 compatibility test validates the
consistency of the results in theW � e� andW � µ� decay
channels. The precision of the determination ofmW from the
mT distribution is slightly worse than the result obtained from
the p�

T distribution, due to the larger uncertainty induced by
the recoil calibration. In addition, the impact of PDF- and
pW

T -related uncertainties on thep�
T Þts is limited by the opti-

misation of the Þtting range. In the second step, determina-
tions ofmW from thep�

T andmT distributions are combined
separately for the electron and the muon decay channels. The
results are compatible, with values of� 2/ dof of 4/5 and 8/5 in
the electron channel for thep�

T andmT distributions, respec-
tively, and values of 7/7 and 3/7 in the muon channel for the
p�

T andmT distributions, respectively. ThemW determina-
tions in the electron and in the muon channels agree, further
validating the consistency of the electron and muon cali-
brations. Agreement between themW determinations from
the p�

T andmT distributions supports the calibration of the
recoil, and the modelling of the transverse momentum of the
W boson.

The results are summarised in Fig.26. The combination
of all the determinations ofmW reported in Table10 has a
value of� 2/ dof of 29/ 27, and yields a Þnal result of

mW = 80369.5 ± 6.8(stat.) ± 10.6(exp. syst.)

± 13.6(mod. syst.) MeV

= 80369.5 ± 18.5 MeV,

where the Þrst uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
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