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Note on A. Barbour’s paper on Stein’s method for diffusion approximations
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Abstract

In [2] foundations for diffusion approximation via Stein’s method are laid. This paper has been cited more than 130 times and is a cornerstone in the area of Stein’s method (see, for example, its use in [1] or [7]). A semigroup argument is used in [2] to solve a Stein equation for Gaussian diffusion approximation. We prove that, contrary to the claim in [2], the semigroup considered therein is not strongly continuous on the Banach space of continuous, real-valued functions on $D[0,1]$ growing slower than a cubic, equipped with an appropriate norm. We also provide a proof of the exact formulation of the solution to the Stein equation of interest, which does not require the aforementioned strong continuity. This shows that the main results of [2] hold true.
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1 Introduction

In [2] a claim is made that the semigroup defined by (2.4) thereof is strongly continuous on space $L$ defined on page 299 thereof. We prove that this is not the case. Nevertheless, we show that the only assertion of the paper following from the aforementioned assumption of strong continuity, namely the claim that (2.20) solves the Stein equation (2.1), remains true. This may be proved by adapting the proof of [5, Proposition 9, p. 9] and noting that in the case of interest in [2], the point-wise continuity of the semigroup is sufficient. It then follows that all the other results of [2] hold true.

In Section 2 we recall the relevant definitions and notation from [2]. In Section 3 we give a counterexample to the strong continuity of the semigroup. In Section 4 we provide a proof of the fact that the function (2.20) of [2] does actually solve the Stein equation. We do this by following the steps of the proof of [5, Proposition 9, p. 9] and proving each of the assertions therein for the semigroup of interest by hand.

2 Definitions and notation

By $D = D[0,1]$ we will mean the Skorohod space of all the càdlàg functions $w : [0,1] \rightarrow \mathbb{R}$. In the sequel $\| \cdot \|$ will always denote the supremum norm. By $D^2 f$ we
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mean the $k$-th Fréchet derivative of $f$ and the $k$-linear norm $B$ is defined to be $\|B\| = \sup_{\{h:\|h\|=1\}} |B[h,...,h]|$. We will also often write $D^2 f(w)[h^{(2)}]$ instead of $D^2 f(w)[h,h]$. Let:

$$L = \left\{ f : D \to \mathbb{R} : f \text{ is continuous and } \sup_{w \in D} \frac{|f(w)|}{1 + \|w\|^3} < \infty \right\}$$

and for any $f \in L$ let $\|f\|_L = \sup_{w \in D} \frac{|f(w)|}{1 + \|w\|^3}$.

We define:

$$\|f\|_M = \sup_{w \in D} \frac{|f(w)|}{1 + \|w\|^3} + \sup_{w \in D} \frac{\|Df(w)\|}{1 + \|w\|^2} + \sup_{w \in D} \frac{\|D^2 f(w)\|}{1 + \|w\|} + \sup_{w,h \in D} \frac{\|D^2 f(w + h) - D^2 f(w)\|}{h}$$

for any $f \in L$ for which the expressions exist and

$$M = \{ f \in L : f \text{ is twice Fréchet differentiable and } \|f\|_M < \infty \}.$$

The Stein operator for approximation by $Z$, the Brownian Motion on $[0, 1]$, is defined, as in (2.9) and (2.11) of [2], by:

$$Af(w) = -Df(w)[w] + \mathbb{E} D^2 f(w) \left[ Z^{(2)} \right] = -Df(w)[w] + \sum_{k \geq 0} D^2 f(w) \left[ S_k^{(2)} \right],$$

for any $f : D[0,1] \to \mathbb{R}$, for which it exists. By $(S_k)_{k \geq 0}$ we denote the Schauder functions defined, as on page 299 of [2] by:

$$S_0(t) = t; \quad S_k(t) = \int_0^t H_k(u) du, \quad k \geq 1,$$

where, for $2^n \leq k < 2^{n+1}$:

$$H_k(u) = 2^{n/2} \left( 1 \left\lfloor \frac{k}{2^n} \right\rfloor - 1 \leq u \leq \frac{k + \frac{1}{2}}{2^n} - 1 \right) - 1 \left\lfloor \frac{k + \frac{1}{2}}{2^n} \right\lfloor - 1 < u \leq \frac{k + 1}{2^n} - 1 \right).$$

We also define a semigroup acting on $L$:

$$(T_u f)(w) = \mathbb{E} \left[ f \left( w e^{-u} + \sigma(u) Z \right) \right], \quad (2.1)$$

where $\sigma^2(u) = 1 - e^{-2u}$.

For any $g \in M$ with $\mathbb{E} g(Z) = 0$, the Stein equation is given by:

$$Af = g.$$

The idea of Stein’s method applied in [2] is to find a bound on $\mathbb{E} Af(X)$, where $f$ is a solution to this equation, in order bound $|\mathbb{E} g(X) - \mathbb{E} g(Z)|$, for some stochastic process $X$ on $[0,1]$.

3 Counterexample to strong continuity

It is well known that the Ornstein-Uhlenbeck semigroup is not strongly continuous on the space $C_b(\mathbb{R})$, see [3]. More generally, given a separable Hilbert space $H$, in [8] it is noted that this semigroup is also not strongly continuous on the space $C_{b,h}$ of all continuous functions $\psi : H \to \mathbb{R}$ such that $x \to \psi(x)/(1 + |x|^k)$ is uniformly continuous and $\sup_{x \in H} \frac{\psi(x)}{1 + |x|^k} < \infty$. Following these two results, in this section we shall show that the semigroup $T_u$ defined by (2.1) is not strongly continuous on the Banach space $L$ by constructing an explicit counterexample.

**Lemma 3.1.** The semigroup $T_u$ is not strongly continuous on $(L, \|\cdot\|_L)$. 
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Now:\[
\sup_{w \in D} E \left[ \left( ||w||^3 (1 - e^{-u}) + \sigma(u)||z|| \right) \left( ||w||^2 (2e^{-2u} + e^{-u} + 1) + \sigma(u)||w|| + 2\sigma^2(u)||z||^2 \right) \right] \\
\leq \sup_{w \in D} \frac{E \left[ \left( ||w||^3 (1 - e^{-u}) + \sigma(u)||z|| \right) \left( ||w||^2 (2e^{-2u} + e^{-u} + 1) + \sigma(u)||w|| + 2\sigma^2(u)||z||^2 \right) \right]}{1 + ||w||^3} \\
= \sup_{w \in D} \frac{1}{1 + ||w||^3} \cdot \left\{ ||w||^3 (1 - e^{-u}) (2e^{-2u} + e^{-u} + 1) + ||w||^2 E||z||\sigma(u) \left[ 2e^{-2u} + 2 \right] + ||w||^3 \sigma^2(u) E||z||^2 \left[ 2(1 - e^{-u}) + 1 \right] + 2\sigma^2(u)||z||^3 \right\} \xrightarrow{u \to 0} 0. \tag{3.2}
\]

Furthermore, given \( \epsilon > 0 \), consider \( R > 0 \) such that \( P( ||z|| > R) < \epsilon \). Fix \( \delta > 0 \), such that for any \( a, b \in \mathbb{R} \): \( |a - b| < \delta \Rightarrow |\sin(a) - \sin(b)| < \epsilon \). Now, for any \( u \) such that \( \sigma(u)R < \delta \) and for every \( w \in D \), we have:
\[
||z|| \leq R \Rightarrow ||w^{-u} + \sigma(u)Z|| - e^{-u}||w|| \leq \sigma(u)||z|| < \delta
\]
and so:
\[
\left| E \sin(||w^{-u} + \sigma(u)Z||) - \sin(e^{-u}||w||) \right| \leq E \left| \sin(||w^{-u} + \sigma(u)Z||) - \sin(e^{-u}||w||) \right| \mathbb{1} \left[ ||z|| \leq R \right] \\
+ E \left| \sin(||w^{-u} + \sigma(u)Z||) - \sin(e^{-u}||w||) \right| \mathbb{1} \left[ ||z|| > R \right] \\
\leq \epsilon + 2\epsilon.
\]
Therefore:
\[
\sup_{w \in D} \left| E \sin(||w^{-u} + \sigma(u)Z||) - \sin(e^{-u}||w||) \right| \xrightarrow{u \to 0} 0. \tag{3.3}
\]
Finally, for any $k \in \mathbb{N}$, consider $w_k \in D$ defined by $w_k(t) = k\pi$. For $u_k = -\log \left(1 - \frac{1}{2k}\right) \xrightarrow{k \to \infty} 0$, we have:

$$\left|\sin(e^{-u_k}w)\right| - \sin(w) = \left|\sin\left(k\pi - \frac{\pi}{2}\right) - \sin(k\pi)\right| = 1.$$ 

Therefore:

$$\exists (u_k)_{k=1}^\infty : u_k \xrightarrow{k \to \infty} 0 \text{ and } \sup_{w \in D} \left|\sin(e^{-u_k}w)\right| - \sin(w) \geq 1. \quad (3.4)$$

By (3.1), (3.2), (3.3), (3.4), $\lim_{u \to 0} \|T_u f - f\|_L \neq 0$ and so $T_u$ is not strongly continuous on $(L, \| \cdot \|_L)$.

4 Solution to the Stein equation

We first show that the function, which in Lemma 4.3 is shown to solve the Stein equation, exists and belongs to the domain of $A$.

**Lemma 4.1.** For any $g \in M$, such that $E[g(Z)] = 0$, $f = \phi(g) = -\int_0^\infty T_u g du$ exists and is in the domain of $A$.

**Proof.** Note that:

$$|g(w) - g(x)| \leq C_g (1 + \|w\|^2 + \|x\|^2) \|w - x\| \tag{4.1}$$

uniformly in $w, x \in D[0, 1]$. This follows from the fact that:

$$|g(w) - g(x)| \leq \|g\|_M \|w - x\|^3 + \|Dg(x)\| w - x + \frac{1}{2} D^2 g(x) [w - x, w - x]$$

$$\leq \|g\|_M \|w - x\|^3 + \|Dg(x)\| \|w - x\| + \frac{1}{2} \|D^2 g(x)\| \|w - x\|^2$$

$$\leq \|g\|_M \|w - x\| \left( \|w - x\|^2 + 1 + \|x\|^2 + \frac{1}{2} \|w - x\|(1 + \|x\|) \right)$$

$$\leq \|g\|_M \|w - x\| \left( 2\|w\|^2 + 2\|x\|^2 + 1 + \|x\|^2 + \frac{1}{2} (\|w\| + \|x\| + \|w\|\|x\| + \|x\|^2) \right)$$

$$\leq C_g (1 + \|w\|^2 + \|x\|^2) \|w - x\|$$

uniformly in $w, x$ because $\|w\| \leq 1 + \|w\|^2$, $\|x\| \leq 1 + \|x\|^2$ and $\|w\|\|x\| \leq \|w\|^2 + \|x\|^2$.

Now, we note that, as a consequence of (4.1), we have:

$$\lim_{t \to \infty} \int_0^t |T_u g(w)| \ du = \lim_{t \to \infty} \int_0^t \left[ E g(we^{-u} + \sigma(\sigma(Z)) \right] \ du$$

$$\leq \lim_{t \to \infty} \int_0^t \left[ E \left( g(we^{-u} + \sigma(\sigma(Z)) - g(\sigma(Z)) \right] \ du + \int_0^t \left[ E g(\sigma(Z)) - g(Z) \right] \ du$$

$$\leq C_g \lim_{t \to \infty} \int_0^t \left[ E \left( (1 + \|e^{-u}w + \sigma(u)Z\|^2 + \sigma^2(u)Z^2) e^{-u}\|w\| \right] \ du$$

$$+ \int_0^t \left[ E \left( (1 + \sigma^2(u) + 1) \|Z\| \right) \ |(\sigma(u) - 1)\| Z \ du$$

$$\leq C_g \lim_{t \to \infty} \int_0^t \left[ e^{-u}\|w\| + 2e^{-3u}\|w\|^3 + 3\sigma^2(u)e^{-u}\|w\|E\|Z\|^2 \ du$$

$$+ \int_0^t (\sigma(u) - 1)E \left( (1 + (\sigma^2(u) + 1)\|Z\|) \ |Z\| \ du$$

$$\leq C(1 + \|w\|^3), \tag{4.2}$$

for some constant $C$. Since $L$ is complete, this guarantees the existence of $\phi(g)$. 

As noted in (2.23) and (2.24) of [2], dominated convergence may be used, because of (4.2) to obtain that:

$$D^k \phi(g)(w) = - \int_0^\infty e^{-kw} D^k g(w^{-u} + \sigma(u)Z) du, \quad k = 1, 2. \tag{4.3}$$

and, as a consequence, that $\phi(g) \in M$. This is enough to conclude that $\phi(g)$ belongs to the domain of $A$ by the observation directly above the formulation of $A$ labelled as (2.9) in [2].

**Remark 4.2.** The argument of (2.23) and (2.24) in [2] also readily gives that for any $g \in M$ and $t > 0$: $\int_0^t T_u g du \in M$.

We now prove that observation (2.19) of [2] is true for all $g \in M$:

**Lemma 4.3.** For all $t > 0$ and for all $g \in M$:

$$T_t g - g = A \left( \int_0^t T_u g du \right). \tag{4.4}$$

**Proof.** We will follow the steps of the proof of Proposition 1.5 on p. 9 of [5]. Observe that for all $w \in D[0,1]$ and $h > 0$:

$$\frac{1}{h} [T_h - I] \int_0^t T_u g du = \frac{1}{h} \int_0^t [T_{u+h} g - T_u g] du$$

$$= \frac{1}{h} \int_t^{t+h} T_u g du - \frac{1}{h} \int_0^h T_u g du$$

$$\overset{(2.1)}{=} \frac{1}{h} \int_0^{t+h} E[g(w^{-u} + \sigma(u)Z)] du - \frac{1}{h} \int_0^h E[g(w^{-u} + \sigma(u)Z)] du. \tag{4.5}$$

Taking $h \to 0$ on the left-hand side gives $A \left( \int_0^t T_u g du \right)$, since $\int_0^t T_u g du$ belongs to the domain of $A$ by Lemma 4.1 and Remark 4.2. In order to analyse the right-hand side note that:

$$\left| \frac{1}{h} \int_0^h E[g(w^{-u} + \sigma(u)Z)] - g(w) du \right|$$

$$\leq \frac{M}{h} \int_0^h E \left[ \left\| w(e^{-u} - 1) + \sigma(u)Z \right\| \sup_{c \in [0,1]} \| Dg(cw + (1 - c)(we^{-u} + \sigma(u)Z)) \| \right] du$$

$$\leq \frac{|g|}{h} M \int_0^h E \left[ (\|w\|\|1-e^{-u}\| + \sigma(u)\|Z\|) (1 + 3\|w\|^2 + 3\|w\|^2 e^{-2u} + 3\sigma^2(u)\|Z\|^2) \right] du$$

$$= \frac{|g|}{h} E \left\{ (1 + 3\|w\|^2 + 3\|Z\|^2) (\|w\|(-1 + h + \cosh(h) - \sinh(h)) + \|Z\|e^{-h}(-\sqrt{e^{2h} - 1} + e^h(h + \log(1 + e^{-h}\sqrt{-1 + e^{2h}}))) + 3\|w\|^2 - \|Z\|^2) \right\}$$

$$+ 3(\|w\|^2 - \|Z\|^2) \left( \frac{e^{-3h}}{6} (e^h - 1)^2 (e^h + 2) \right)$$

$$\overset{h \to 0}{\longrightarrow} 0. \tag{4.6}$$

Similarly:

$$\left| \frac{1}{h} \int_t^{t+h} E[g(w^{-u} + \sigma(u)Z)] du - E[g(w^{-t} + \sigma(t)Z) \right|$$

$$\overset{h \to 0}{\longrightarrow} 0.$$

Therefore, as $h \to 0$, the right-hand side of (4.5) converges to $T_t g - g$, which finishes the proof. \qed
Proposition 4.4. For any \( g \in M \), such that \( \mathbb{E}g(Z) = 0 \), \( f = \phi(g) = -\int_0^\infty T_u g du \) solves the Stein equation:

\[
Af = g.
\]

Proof. We note that for any \( h > 0 \) and for any \( f \in M \):

\[
\frac{1}{h} [T_h s h f - T_s f] = T_s \left[ \frac{T_h - I}{h} f \right].
\]

We also note that for any \( w \in D[0, 1] \), \( g \in M \) and some constant \( K_1 \) depending only on \( f \):

\[
\left| T_u f(w) - f(w) - ED f(w) \right| \leq \frac{1}{2} ED^2 f(w) \left( \left\{ \sigma(u) Z - w(1 - e^{-u}) \right\}^2 \right)
\]

\[
\leq K_1 (1 + \|w\|^3) u^{3/2};
\]

as noted on page 300 of [2]. Therefore, we can apply dominated convergence to obtain:

\[
\left( \frac{d}{ds} \right)^+ T_s f(w) = \lim_{h \searrow 0} T_s \left[ \frac{T_h - I}{h} f(w) \right] = \lim_{h \searrow 0} \mathbb{E} \left[ \frac{T_h - I}{h} f(we^{-s} + \sigma(s) Z) \right]
\]

\[
= \mathbb{E} \left[ \lim_{h \searrow 0} \frac{T_h - I}{h} f(we^{-s} + \sigma(s) Z) \right] = T_s Af(w).
\]

Similarly, for \( s > 0 \), \( \left( \frac{d}{ds} \right)^- T_s f = T_s Af \) because:

\[
\lim_{h \searrow 0} \frac{1}{h} [T_s h f - T_s f] (w) = T_s Af(w)
\]

\[
\lim_{h \searrow 0} \left[ \left( \frac{T_h - I}{h} \right) f(w) \right] = \lim_{h \searrow 0} \left( T_s h - T_s \right) Af(w)
\]

\[
= \mathbb{E} \left[ \lim_{h \searrow 0} \left( \frac{T_h - I}{h} \right) f(we^{-s} + \sigma(s) Z) \right] + \mathbb{E} \left[ \lim_{h \searrow 0} \left[ Af(we^{-s} + \sigma(s - h) Z) - Af(we^{-s} + \sigma(s) Z) \right] \right] = 0.
\]

again, by dominated convergence. It can be applied because of (4.7) and the observation that for any \( z \in D[0, 1] \) and \( h \in [0, 1] \):

\[
\left| Af(we^{-s} + \sigma(s - h) z) - Af(we^{-s} + \sigma(s) z) \right|
\]

\[
= -Df(we^{-s} + \sigma(s - h) z)[we^{-s} + \sigma(s - h) z]
\]

\[
+ ED^2 f(we^{-s} + \sigma(s - h) z) [Z^{(2)}]
\]

\[
\leq \|f\|_M (1 + \|we^{-s} + \sigma(s - h) z\|^2) \|we^{-s} + \sigma(s - h) z\|
\]

\[
+ \|f\|_M (1 + \|we^{-s} + \sigma(s - h) z\|) \mathbb{E} \|Z\|^2
\]

\[
+ \|f\|_M (1 + \|we^{-s} + \sigma(s) z\|) \|we^{-s} + \sigma(s) Z\| + \|f\|_M (1 + \|we^{-s} + \sigma(s) z\|) E \|Z\|^2
\]

\[
\leq \|f\|_M (1 + 2\|w\|^2 e^{-2s+2} + 2\sigma^2 (z - 1) \|z\|^2) (\|w\|^2 e^{-s+1} + \sigma(s - 1) \|z\|)
\]

\[
+ \|f\|_M (1 + \|we^{-s+1} + \sigma(s - 1) z\|) \mathbb{E} \|Z\|^2
\]

\[
+ \|f\|_M (1 + \|we^{-s} + \sigma(s) z\|) \|we^{-s} + \sigma(s) z\| + \|f\|_M (1 + \|we^{-s} + \sigma(s) z\|) E \|Z\|^2
\]

and so for any \( h \in [0, 1] \), \( \left| Af(we^{-s} + \sigma(s - h) Z) - Af(we^{-s} + \sigma(s) Z) \right| \) is bounded by a random variable with finite expectation.
Thus, for all $w \in D[0,1]$ and $s > 0$:
\[
\frac{d}{ds} T_s f(w) = T_s Af(w)
\]
and so, by the Fundamental Theorem of Calculus:
\[
T_r f(w) - f(w) = \int_0^r T_s A f(w) ds.
\] (4.8)

By Remark 4.2, we can apply (4.8) to $f = \int_0^t T_u g du$ to obtain:
\[
T_r \int_0^t T_u g du - \int_0^t T_u g du = \int_0^r T_s A \left( \int_0^t T_u g du \right) ds.
\]
Now, we take $t \to \infty$. Let $Z'$ be an independent copy of $Z$. We apply dominated convergence, which is allowed because of (4.2) and the following bound for $\varphi_t(w) = \int_0^t T_u g(w) du$:
\[
|A \varphi_t(w)|
\leq \int_0^t E_Z \left| e^{-u} Dg(we^{-u} + \sigma(u)Z)[w] \right| du
+ \int_0^t E_Z \left\{ E_{Z'} \left| e^{-2u} D^2 g(we^{-u} + \sigma(u)Z) \left( (Z')^{(2)} \right) \right| \right\} du
\leq \int_0^\infty E_Z \left| e^{-u} Dg(we^{-u} + \sigma(u)Z)[w] \right| du
+ \int_0^\infty E_Z \left\{ E_{Z'} \left| e^{-2u} D^2 g(we^{-u} + \sigma(u)Z) \left( (Z')^{(2)} \right) \right| \right\} du
\leq \|g\|_M \int_0^\infty e^{-u} \left( 1 + E_Z \|we^{-u} + \sigma(u)Z\| \right) \|w\| du
+ \|g\|_M \int_0^\infty e^{-2u} \left( 1 + E_Z \|we^{-u} + \sigma(u)Z\| \right) E_{Z'} \|Z'\|^2 du
\leq \|g\|_M \int_0^\infty (e^{-u} + 2\|w\|^2 e^{-3u} + 2E_Z \|Z\|(e^{-u} - e^{-3u})) \|w\| du
+ \|g\|_M \int_0^\infty (e^{-2u} + \|w\| e^{-3u} + \sigma(u)e^{-2u}) E_Z \|Z\|^2 du
\leq \left( 1 + \frac{4}{3} E_Z \|Z\|^2 \right) \|g\|_M \left( 1 + \|w\|^2 \right) \|w\| + \left( \frac{1}{2} + \frac{E_Z \|Z\|}{3} \right) \|g\|_M \left( 1 + \|w\| \right) E_Z \|Z\|,
\]
where the second inequality follows again by dominated convergence applied because of (4.2) in order to exchange integration and differentiation in a way similar to (4.3). Then, we obtain:
\[
T_r \int_0^\infty T_u g(w) du - \int_0^\infty T_u g(w) du = \int_0^r T_s \lim_{t \to \infty} A \left( \int_0^t T_u g(w) du \right) ds
\leq \int_0^r T_s g(w) ds.
\]
Now, by Lemma 4.1, we can divide both sides by $r$ and take $r \to 0$ to obtain:
\[
A \left( \int_0^\infty T_u g(w) du \right) = -\lim_{r \to 0} \frac{1}{r} \int_0^r T_s g(w) ds = -\lim_{r \to 0} \left[ \frac{1}{r} \int_0^r E_g(we^{-s} + \sigma(s)Z) ds \right]
\leq -g(w),
\]
which finishes the proof.
Remark 4.5. In [6, Proposition 15] the authors prove that the semigroup of an \( \mathbb{R}^d \)-valued Itô diffusion with Lipschitz drift and diffusion coefficients is strongly continuous on the space \( L' = \{ x \mapsto (1 + \|x\|^2)f(x) : f \in \mathcal{C}_0(\mathbb{R}^d) \} \), equipped with the norm \( \|f\|_{L'} = \sup_{x \in \mathbb{R}^d} \|f(x)\|_2 / (1 + \|x\|_2) \), where \( \mathcal{C}_0(\mathbb{R}^d) \) is the set of all continuous functions vanishing at infinity and \( \| \cdot \|_2 \) is the \( l^2 \) norm on \( \mathbb{R}^d \). It might seem natural to try to adapt their argument to the infinite-dimensional setting and consider the space \( L'' = \{ w \mapsto (1 + \|w\|^4)f(w) : f \in \mathcal{C}_0(D, \mathbb{R}) \} \), equipped with the norm \( \|f\|_{L''} = \sup_{w \in D} |f(w)| / (1 + \|w\|^4) \). Since \( M \subset L'' \subset L \), the semigroup 2.1 being strongly continuous on \( L'' \) would readily imply Proposition 4.4.

However, there is no easy extension of the argument used in the proof of [6, Proposition 15] to the infinite dimensional setting. The reason is that the Riesz-Markov theorem for space \( L' \) [4, Theorem 2.4] invoked in the proof, requires a closed unit ball in the domain of the functions in \( L' \) to be compact. In other words, it requires the domain of the functions in \( L' \) to be a finite-dimensional space. Since \( D \) is infinite-dimensional, [4, Theorem 2.4] cannot be easily adapted to our setting and so the proof of [6, Proposition 15] cannot be easily adapted either.
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