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Abstract
Precise control over qubits encoded as internal states of ultracold atoms in arrays of potential wells is a key element for atomtronics applications in quantum information, quantum simulation and atomic microscopy. Here we theoretically study atoms trapped in an array of radio-frequency dressed potential wells and propose a scheme for engineering fast and high-fidelity single-qubit gates with low error due to cross-talk. In this proposal, atom trapping and qubit manipulation relies exclusively on long-wave radiation making it suitable for atom-chip technology. We demonstrate that selective qubit addressing with resonant microwaves can be programmed by controlling static and radio-frequency currents in microfabricated conductors. These results should enable studies of neutral-atom quantum computing architectures, powered by low-frequency electromagnetic fields with the benefit of simple schemes for controlling individual qubits in large ensembles.

1. Introduction
Coherent control of the motion and internal degrees of freedom of ensembles of cold atoms is a requirement shared by many diverse applications of atomtronics. Such capabilities are developing in recent years along the lines of two complimentary approaches. Firstly, optical potentials have been employed for atomic confinement and transport, defining potential landscapes with features of a scale set by the radiation wavelength [1]. Secondly, near-field radiation from microscopic structures also creates detailed potential landscapes even when the wavelength (radio-frequency (RF) and microwaves (MW)) exceeds the dimensions of the structure [2]. In all cases, it is generically desirable to develop the capacity to control subsets of the atomic ensemble without disturbing nearby regions. This problem has been studied with atoms in optical lattices (OLs) [3], where the quality of addressing can be quantified in terms of gate errors [4]. In contrast, in this work we theoretically investigate an addressing scheme for atoms trapped in a RF lattice produced by currents in microfabricated conductors [5] and quantify the quality of the scheme with criteria previously used in the context of OLs.

A building block towards the experimental demonstration of a quantum processor is the realisation of high fidelity single-qubit state preparation, gates and read out. Currently, several platforms are in the race to demonstrate this capability with error levels sufficiently low to support error correction schemes for universal quantum computing. With this aim in mind, MW manipulation of single isolated atomic qubits has been demonstrated as a reliable method for qubit manipulation, thanks in part, to the high degree of control over MW sources and other technical advantages. A step further in developing scalable quantum processors is the control of individual qubits in extended arrays. Following the theoretical proposal by Das Sarma [6], cold atomic ensembles loaded in OLs have seen a rapid development towards this goal. In short, individual control of qubits in an OL follows from focusing light beams onto selected sites. The AC Stark shift induced by an appropriately tuned focused beam is used to tune the qubit frequency to an applied MW field [4, 6–10]. So far, such a scheme has demonstrated gate fidelity of ~0.9983 (14) and cross-talk errors at the level of 0.002 (9) [4]. However, this method suffers from three intrinsic drawbacks: high sensitivity to misalignment of the addressing beam and the lattice site, cross-talk errors arising from beam overlap to nearest neighbour sites, and loss of fidelity due to spontaneous emission: all of these producing errors at the level of 10^{-4} [6]. In addition, the scaling up of this
procedure to simultaneous independent control of a large number of sites presents a difficult engineering challenge.

Atom-chips are another favourable platform for controlling large ensembles of ultracold alkali atoms [2]. 1D and 2D periodic arrays of magnetic microtraps have been demonstrated experimentally, using thin layers of permanent magnetic materials to modulate the magnetic field in the vicinity of the chip and with atom–surface distances ≤ 10 μm [11, 12]. Although in [12] single-site addressability has been achieved with a focused laser pulse, this route will share the difficulties mentioned for the case of OLs.

Adiabatic RF dressed potentials are an alternative platform for creating complex potential landscapes for ultracold alkali atoms and provide a mechanism for the accurate manipulation of atomic internal states [13]. Atom-chip configurations create fine tailored atomic potential landscapes by using static magnetic fields and low-frequency electromagnetic radiation, produced by permanent magnets and/or current carrying microfabricated conductors in close proximity to the atoms [14]. The excellent capabilities of these systems for coherent manipulation of quantum states stems from low sensitivity to noise and fabrication imperfections [15] as well as the achievable high degree of control over RF and DC current generators [16].

In this paper we theoretically study addressed control of atomic qubits in RF dressed lattices as proposed in [5]. After describing how MW radiation couples RF dressed states, we focus on qubits encoded by two dressed hyperfine states that experience similar dressed potentials. The qubit frequency, defined as the energy difference between the qubit states, can be locally controlled by currents in neighbouring conductors. In this way, rotations of the qubit at desired locations can be induced by resonant MW pulses. Here we also quantify the quality of this addressing scheme by randomised benchmarking [4, 17], and evaluate average gate fidelity and cross-talk errors due to implementation imperfections and near-surface magnetic noise.

2. \(^{87}\)Rb interacting with static, RF and microwave magnetic fields

As a concrete example we present the case of ground state \(^{87}\)Rb interacting with static, RF and MW magnetic fields. The corresponding ground state structure is shown in figure 1. \(^{87}\)Rb has a nuclear angular momentum \(I = 3/2\), which defines hyperfine manifolds with total angular momentum \(F = I + 1/2 = 2\) and \(F = I - 1/2 = 1\), separated by a hyperfine splitting of \(ΔF_{\text{hfs}}/\hbar = 2π × 6.8\) GHz. To describe the interaction with magnetic fields, it is convenient to group the atomic states in pairs of equal projection of total angular momentum, \(m_f = 1/2\); that is states \(|I, J, m_f, 1/2\rangle, |I, J, m_f + 1, -1/2\rangle\), where \(|I, m_f\rangle\) denotes the nuclear angular momentum and \(|J, ±1/2\rangle\) are states of electronic angular momentum.

The interaction with magnetic fields is parametrised by gyromagnetic factors. For the two hyperfine manifolds of \(^{87}\)Rb, these factors correspond to linear Zeeman shifts of \(\mu_B g_f/\hbar = 2π × 702.37\) kHz G\(^{-1}\) and \(\mu_B g_f/\hbar = -2π × 699.58\) kHz G\(^{-1}\) [18]. Under conditions of a weak static magnetic field, the resonant coupling of states belonging to the same hyperfine manifold, i.e. \(ΔF = 0\), occurs at frequencies in the range of RF frequencies. In contrast, frequencies as high as MW are required for resonantly coupling Zeeman states of different total angular momentum, i.e. with \(ΔF = ±1\).
Having set the energy scales of interest, we consider the interaction of $^{87}$Rb with a the time-dependent magnetic field of the form:

$$\mathbf{B}(t) = B_{\text{DC}}\hat{z} + B_{\text{RF}}\cos(\omega_{\text{RF}}t + \phi_{\text{RF}}) + B_{\text{MW}}\cos(\omega_{\text{MW}}t + \phi_{\text{MW}}),$$

(2.1)

where the direction of the $\hat{z}$ axis is defined by the static field, and the subscripts indicate the frequency of the different contributions: static (DC), RF and MW. The level population dynamics is determined by the Hamiltonian:

$$H = A\mathbf{I} \cdot \mathbf{J} + \mu_\mathbf{B}(t) \cdot \left(g_\mathbf{I} \mathbf{I} + g_\mathbf{F} \mathbf{F}\right),$$

(2.2)

where $\mathbf{I}$ ($g_\mathbf{I}$) and $\mathbf{J}$ ($g_\mathbf{F}$) are the nuclear and electronic angular momentum operators (gyromagnetic factors), respectively. Taking the limit of weak static magnetic fields, the hyperfine gyromagnetic factors $g_\mathbf{I}$, are expressed in terms of $g_\mathbf{I}$ and $g_\mathbf{F}$ [19]. The first term in (2.2) corresponds to the dipolar interaction between nuclear and electronic magnetic moments, and it is responsible for the hyperfine splitting $\Delta E_{\text{HF}} / h = 2A / h = 2\pi \times 6.8$ GHz in $^{87}$Rb.

Initially we consider the interaction with static and RF fields and define the transformation from the basis $\{|I, J, m_I, m_F\}$ to the basis of RF dressed states, $\{|E^{m_I}_{m_F}\}$, for this we proceed as follows. First, we determine the eigenstates of the atom interacting with the static magnetic field. For ground state alkali atoms this problem can be solved exactly, with eigenenergies given by the Breit–Rabi formula [19]:

$$E^{\text{RF}}_{m_F} = -\frac{A}{4} + m_F\mu_\mathbf{B} B_{\text{DC}} + \frac{1}{2}\sqrt{(A(I + 1/2))^2 + 2m_F\mu_\mathbf{B} B_{\text{DC}}(g_I - g_F) + (\mu_\mathbf{B} B_{\text{DC}}(g_I - g_F))^2}$$

(2.3)

and eigenstates corresponding to:

$$\left| E^{m_F}_{m_I}\right> = \left(\cos(\theta_{m_F}) \sin(\theta_{m_F}) \right)\left| I, J, m_I, 1/2\right>$$

(2.4)

with the rotation angle:

$$\tan(2\theta_{m_F}) = \frac{\sqrt{I(I + 1) - m_F^2 + 1/4}}{(m_F + \mu_\mathbf{B} B_{\text{DC}}(g_I - g_F)/A)}.$$

(2.5)

The direct product of matrices (2.4) defines the transformation $U_{\text{Zeeman}}$ between the basis of nuclear and electronic spins and the basis of Zeeman states, according to $\{|E^{m_F}_{m_I}\} = U_{\text{Zeeman}} \{|I, J, m_I, m_F\}$.

Note that for weak static fields such that the energy difference between states of the same hyperfine manifold is small in comparison with the hyperfine splitting, i.e.:

$$E^{m_F}_{m_I} - E^{m_F}_{m_I'} \ll 2A, \quad \forall m_F, m_I', \quad \text{and} \quad i \in \{+, -\},$$

(2.6)

the Zeeman states, $\{|E^{m_F}_{m_I}\}$, form two manifolds energetically well separated and in one-to-one correspondence to the hyperfine manifolds of the free atom $F_I = I + 1/2$ and $F_I = I - 1/2$. Therefore, under condition (2.6), the symbols +, − in (2.3) can be identified with the projection of the electronic spin, and we use the symbols $\uparrow$, $\downarrow$ for the rest of the paper.

In the basis of Zeeman states defined by 2.4, the Hamiltonian, including only the interaction with the RF field, acquires the form:

$$H = \sum_{|m_F|, I} \sum_{m_I} E^{m_F}_{m_I} |E^{m_F}_{m_I}\rangle \langle E^{m_F}_{m_I}| + \exp(i\omega_{\text{RF}} t) \hat{V}_{\text{RF}} + \exp(-i\omega_{\text{RF}} t) \hat{V}_{\text{RF}}^\dagger,$$

(2.7)

where $\hat{V}_{\text{RF}} = U_{\text{Zeeman}}^\dagger e^{i\omega_{\text{RF}} t} B_{\text{RF}} \cdot (g_\mathbf{I} \mathbf{I} + g_\mathbf{F} \mathbf{F}) U_{\text{Zeeman}}$.

To simplify the problem, we describe the atom–field interaction from the point of view of a frame of reference rotating around the $z$ axis with frequency $\omega_{\text{RF}}$. This is done by applying the unitary transformation:

$$U_R = \exp(-i\omega_{\text{RF}} t (g_I [\hat{F}_I^+ + g_R [\hat{F}_I^-]$$

(2.8)

with $\hat{F}_I^+$, $\hat{F}_I^-$ projection operators onto the two hyperfine manifolds:

$$\hat{F}_I^+ = \sum_{m_F, m_I = -I}^{I + 1/2} m_F |E^{m_F}_{m_I}\rangle \langle E^{m_F}_{m_I}|,$$

(2.9)

$$\hat{F}_I^- = \sum_{m_F, m_I = -I}^{I - 1/2} m_F |E^{m_F}_{m_I}\rangle \langle E^{m_F}_{m_I}|.$$

(2.10)

The transformation of the interacting operators, $\exp(i\omega_{\text{RF}} t) \hat{V}_{\text{RF}} + \exp(-i\omega_{\text{RF}} t) \hat{V}_{\text{RF}}^\dagger$, is described in appendix A, (A.3). In short, in the rotating frame the interaction becomes the sum of one time-independent
component plus terms that oscillate at integer multiples of the frequency $\omega_{\text{RF}}$ [20]. To obtain the final transformation to the basis of dressed states, we perform the rotating wave approximation (RWA), which neglects time-dependent terms in the rotating frame [20]. Thus, the Hamiltonian becomes:

$$H_{\text{RWA}} = \sum_{i \in \{\uparrow, \downarrow\}} \sum_{m_{i}} \left( E_{i}^{m_{i}} - \frac{g_{i}}{|g_{i}|} \hbar \omega_{\text{RF}} m_{i} \right) |E_{i}^{m_{i}}\rangle \langle E_{i}^{m_{i}}| + \hat{V}_{\text{RWA}} + \hat{V}_{\text{RWA}}^{\dagger},$$

(2.11)

where $\hat{V}_{\text{RWA}}$ is the static component of the operator $\exp(\omega_{\text{RF}} t) \hat{V}$ observed from the rotating frame. The dressed basis is defined as the eigenstates of Hamiltonian (2.11). Again, for off-resonant and weak inter-manifold coupling (that is for $\mu_{B} g_{i} |\mathbf{B}_{\text{RF}}| / \hbar \omega_{\text{RF}} \ll 2\hbar$), the dressed states form two manifolds well separated in energy, which correspond to the two possible projections of electronic spin. The basis transformation, $U_{\text{RWA}}$, between Zeeman states, $\{|E_{\uparrow,\downarrow}^{m_{i}}\rangle\}$, and dressed states, $\{|E_{\uparrow,\downarrow}^{m_{i}}\rangle\}$, is obtained as a solution of:

$$H_{\text{RWA}} |E_{i}^{m_{i}}\rangle = E_{i}^{m_{i}} |E_{i}^{m_{i}}\rangle.$$  

(2.12)

For the present application, the dressed potential landscape corresponds to the energies $E_{i}^{m_{i}}$ and it is obtained numerically by solving (2.12) at spatial locations with different field configurations. Following this procedure, our calculations include effects due to nonlinear Zeeman shifts and far off-resonant couplings between different hyperfine manifolds [21–23].

A slowly moving atom will adiabatically follow the dressed energy landscape defined by (2.12) if the following conditions is satisfied:

$$\hbar \omega_{\chi, y, z} \ll \min \left| \mu_{B}|\mathbf{B}_{\text{RF}}(r)| \right| \ll \hbar \omega_{\text{RF}},$$

(2.13)

where $\omega_{\chi, y, z}$ represents the curvature of the dressed potential and the central term defines the minimal Larmor frequency in the rotating frame. The inequality on the left ensures adiabatic following of the energy surface defined by the dressed states, while the inequality on the right is required to apply the RWA, i.e. neglecting oscillating terms in the rotating frame [20].

### 2.1. Dressed energies in weak static fields

The standard definition of dressed states is established in the limit of linear Zeeman shifts [13, 20], where the Zeeman states are well approximated by eigenstates of the projection of total angular momentum $F_z$. Using this basis and the identity:

$$\mu_{B} \mathbf{B}_{\text{RF}} \cdot (g_{i} \mathbf{I} + g_{J} \mathbf{J}) = \mu_{B} g_{i} \mathbf{B}_{\text{RF}} \cdot \mathbf{F}_{i} + \mu_{B} g_{J} \mathbf{B}_{\text{RF}} \cdot \mathbf{F}_{J},$$

(2.14)

with $\mathbf{F}_{i,j}$ the vector operator of total angular momentum, allows us to write the Hamiltonian as a linear combination of the components of the total angular momentum, $F_{x}$, $F_{y}$, $F_{z}$ for each hyperfine manifold. A straightforward calculation shows that the static component of the Hamiltonian observed from a rotating frame is:

$$\hat{V}_{\text{RWA}} = \frac{\mu_{B} g_{i}}{2} B_{\text{RF},x} F_{i,x} + \frac{\mu_{B} g_{J}}{2} B_{\text{RF},x} F_{J,x},$$

(2.15)

and the dressed states can be formed from the simple rotation:

$$U_{\text{RWA}} = \exp(i \theta_{i} \mathbf{F}_{i} + i \theta_{J} \mathbf{F}_{J}),$$

(2.16)

with $\tan(\theta_{i}) = 1/2 \mu_{B} g_{i} B_{\text{RF},x}/(\mu_{B} g_{J} B_{\text{DC}} - \hbar \omega_{\text{RF}})$ for $i = \uparrow, \downarrow$.

Because of the linear approximation in the Zeeman shift, this last transformation can be performed analytically and defines the dressed energies in terms of an effective magnetic field:

$$E_{i}^{m_{i}} = \mu_{B} g_{i} m_{i} B_{\text{RF}} = \mu_{B} g_{i} m_{i} \sqrt{B_{\text{DC}} - \frac{g_{i}}{|g_{i}|} \frac{\hbar \omega_{\text{RF}}}{\mu_{B}}} + \left( \frac{1}{2} B_{\text{RF},x} \right)^{2}$$

with $i = \uparrow, \downarrow$.

### 2.2. MW coupling of RF dressed states

To evaluate how MW magnetic fields couple RF dressed states, we start up with the full Hamiltonian in the Zeeman basis:

$$H = \sum_{i \in \{\uparrow, \downarrow\}} \sum_{m_{i}} E_{i}^{m_{i}} |E_{i}^{m_{i}}\rangle \langle E_{i}^{m_{i}}| + \exp(\omega_{\text{RF}} t) \hat{V}_{\text{RF}} + \exp(-\omega_{\text{RF}} t) \hat{V}_{\text{RF}}^{\dagger} + \exp(\omega_{\text{MW}} t) \hat{V}_{\text{MW}} + \exp(-\omega_{\text{MW}} t) \hat{V}_{\text{MW}}^{\dagger},$$

(2.17)
Here we consider an array of potential wells resulting from periodic modulation of the static and RF magnetic fields in equations (2.1) and (2.2). As shown in [5], such a modulation can be realised with a double layer atom-chip, in which arrays of conductors carrying DC/RF currents are fabricated on each face of the chip (see figure 2(a)). An additional uniform RF field removes regions with large non-adiabatic atomic losses and provides additional control over the geometry of the potential landscape [5]. Here we assume that control over the current of individual conductors of the chip is possible.

For concreteness, we consider the following setup: a double-layer atom-chip with each side containing 49 conductors of width $0.5 \mu m$ and height $h = 200 \ nm$, and where DC and RF conductors are separated by gaps of $3.5 \mu m$ and $1.5 \mu m$, respectively (adding up to a centre-to-centre distance of $S_{DC} = 4.0 \mu m$ and $S_{RF} = 2.0 \mu m$ in figure 2). Each conductor carries a current density of $j_{DC,RF} \approx 3.71 \times 10^{10} \ A \ m^{-2}$, producing a magnetic field of amplitude $B_{DC}^0 = B_{RF}^0 = 46.7 \ G$ at its surface. The RF field is chosen to have angular frequency $\omega_{RF} = 2 \pi \times 10.98 \ MHz$, which is resonant at a distance of $z_0 = 2 \mu m$ from the surface of the central conductor on the DC side of the chip, from which all vertical distances are referred to. Finally, the set-up has a uniform external RF field with components $B_{RF}^E = (17.51, 12.32, 0) \ G$, which oscillates in phase with the RF currents. We numerically calculate the magnetic field distribution of this array, neglecting the thickness of both chip-substrate and conductors, but not the width of the conductor. For this calculation, we follow the procedure detailed in [5]. Note that this approximation is valid since we are interested in the field at distances one order of magnitude larger than the neglected parameters [24].

This design of currents and field produces a regular square array of potential wells (referred to as the RF lattice) with a period of $4 \mu m$, trapping frequencies of $\frac{1}{2\pi} (\omega_x, \omega_y, \omega_z) = (38.2, 39.0, 78.9) \ kHz$ and minimal Larmor frequency of $\min \mu_0 |B_{RF}^E| = 2\pi h \times 2.0 \ MHz$. Tunnelling between neighbouring wells is strongly

In a frame of reference rotating at frequency $\omega_{RF}$ around the static field, the MW interaction becomes:

$$\hat{V}_{MW} \to U^\dag_{RF} \hat{V}_{MW} U_{RF} = \hat{V}_{MW,R} = \sum_{\ell=-2(1/2)}^{2(1/2)} \exp(-\ell \omega_{RF} t + \omega_{MW} t) \hat{V},$$

where the elements of $\hat{V}_{MW,R}$ can be calculated through (A.3).

Finally, by applying $U_{RWA}$ calculated as a solution of (2.12), we obtain the MW interaction $\hat{V}_{MW,Dressed} = U_{RWA}^\dag \hat{V}_{MW,R} U_{RWA}$ in the basis of the dressed states. This transformation does not modify the temporal dependence of equation (2.18), but establishes couplings between all the dressed states, as shown in figure 1(c). In the atomic frame of reference (panel 1(b)), a MW field $\pi$ polarised with respect to the static field can only couple states satisfying $\Delta m = 0$. Since the dressed states are linear combinations of Zeeman states, the same MW field addresses all dressed states with additional components with frequencies of the form $\omega_{MW} + \ell \omega_{RF}$, with $\ell \in [-2(1/2), 2(1/2)]$.

3. Qubits encoded in a RF lattice

Here we consider an array of potential wells resulting from periodic modulation of the static and RF magnetic fields in equations (2.1) and (2.2). As shown in [5], such a modulation can be realised with a double layer atom-chip, in which arrays of conductors carrying DC/RF currents are fabricated on each face of the chip (see figure 2(a)). An additional uniform RF field removes regions with large non-adiabatic atomic losses and provides additional control over the geometry of the potential landscape [5]. Here we assume that control over the current of individual conductors of the chip is possible.

For concreteness, we consider the following setup: a double-layer atom-chip with each side containing 49 conductors of width $0.5 \mu m$ and height $h = 200 \ nm$, and where DC and RF conductors are separated by gaps of $3.5 \mu m$ and $1.5 \mu m$, respectively (adding up to a centre-to-centre distance of $S_{DC} = 4.0 \mu m$ and $S_{RF} = 2.0 \mu m$ in figure 2). Each conductor carries a current density of $j_{DC,RF} \approx 3.71 \times 10^{10} \ A \ m^{-2}$, producing a magnetic field of amplitude $B_{DC}^0 = B_{RF}^0 = 46.7 \ G$ at its surface. The RF field is chosen to have angular frequency $\omega_{RF} = 2 \pi \times 10.98 \ MHz$, which is resonant at a distance of $z_0 = 2 \mu m$ from the surface of the central conductor on the DC side of the chip, from which all vertical distances are referred to. Finally, the set-up has a uniform external RF field with components $B_{RF}^E = (17.51, 12.32, 0) \ G$, which oscillates in phase with the RF currents. We numerically calculate the magnetic field distribution of this array, neglecting the thickness of both chip-substrate and conductors, but not the width of the conductor. For this calculation, we follow the procedure detailed in [5]. Note that this approximation is valid since we are interested in the field at distances one order of magnitude larger than the neglected parameters [24].

This design of currents and field produces a regular square array of potential wells (referred to as the RF lattice) with a period of $4 \mu m$, trapping frequencies of $\frac{1}{2\pi} (\omega_x, \omega_y, \omega_z) = (38.2, 39.0, 78.9) \ kHz$ and minimal Larmor frequency of $\min \mu_0 |B_{RF}^E| = 2\pi h \times 2.0 \ MHz$. Tunnelling between neighbouring wells is strongly
suppressed due to the large spacing and inter-well energy barrier \( \sim 100 \, \mu \text{K} \) [6]. For the rest of the paper, we focus on sites at the centre of the array where fringe effects, associated with the finite number of conductors, are negligible [2]. The characteristics of this RF lattice are comparable with those of infra-red OLs, such as those recently realised in [4, 7].

Akin to magnetic traps, pairs of atomic states (one in each hyperfine manifold) experience approximately equal dressed potential landscapes. For \({}^{87}\text{Rb}\), the RF lattice configuration can trap the hyperfine states \( |E_{\uparrow}^1\rangle = |\downarrow\rangle \) and \( |E_{\uparrow}^0\rangle = |\uparrow\rangle \), at the bottom of the potential landscape sketched in figure 2(b) (blue lines). This allows us to encode qubit or clock states for applications in quantum information and MW clocks [11], in a similar way to magnetic and OLs. We define the qubit frequency \( \omega_Q \) as the energy difference between these two states at the bottom of the trapping well. In absence of any static and dressing fields, \( \omega_Q \) is equal to the hyperfine splitting (2A in (2.2)). In the regime of linear Zeeman shifts (weak DC field, \( B_{\text{DC}} \approx 1 \, \text{G} \)), the differential dressing of the qubit states is proportional to the difference between gyromagnetic factors of the two hyperfine manifolds, \( g_i - g_\perp \), and corrections to \( \omega_Q = 2A/\hbar \) are negligible. However, for stronger DC fields (\( B_{\text{DC}} > 10 \, \text{G} \)), nonlinear Zeeman shifts significantly affect the RF dressed potential due to the lifting of the degeneracy condition for resonant dressing [22, 23].

To quantify the effect of nonlinear Zeeman shifts over the qubit transition, we evaluate the deviation of \( \omega_Q \) from the hyperfine splitting using a simplified field configuration consisting of a static magnetic field \( B_{\text{DC}} \in [0, 20] \, \text{G} \) and a dressing field \( B_{\text{RF}} = 0.5 \times 10^2 \, \text{G} \) (see inset of figure 3(a)). We calculate \( \omega_Q \) from the eigenvalues of (2.12) and using the linear approximation (2.1), for resonant \( \omega_{\text{RF}} = \mu_B g_i B_{\text{RF}} / \hbar \) and off-resonant driving \( \omega_{\text{RF}} = \mu_B g_i B_{\text{DC}} / \hbar = -2\pi \times 10^2 \, \text{kHz} \). We observe that taking into account full Zeeman shifts, \( \omega_Q \) is significantly larger than the value obtained with linear Zeeman shifts. Also, the sensitivity of the qubit frequency to the static field (i.e. the gradient of the curves in figures 3(a) and (b)) is greatly enhanced in the case of nonlinear Zeeman shifts for \( B_{\text{DC}} > 10 \, \text{G} \); this effect being much pronounced in the case of resonant driving. For this particular set of parameters, which are within reach of atom-chip experimental setups, the qubit frequency scales with a curvature of \( \omega_Q^{\text{RF}} / \omega_Q^{\text{DC}} = 430 \, \text{Hz} \, \text{G}^{-2} \) for resonant driving. Since our example of the RF lattice operates near resonance at a field of \( B_{\text{DC}} \approx 15.7 \, \text{G} \) (vertical line in figure 3), these results indicate that \( \omega_Q \) can be effectively tuned by the currents applied to the conductors on the chip.

We test this idea by modifying the current of the central conductors at each face of the chip, in such a way that the conductor originally carrying DC (RF) current now has an additional RF (DC) component. More precisely the currents of conductors 1 and 2 in figure 4 are modified to produce static and RF fields of amplitude:

\[
I_1 \rightarrow B_{\text{DC},1}^0 = 7.0 \, \text{G}, \quad B_{\text{RF},1}^0 = 43.4 \, \text{G},
\]

\[
I_2 \rightarrow B_{\text{DC},2}^0 = 56.0 \, \text{G}, \quad B_{\text{RF},1}^0 = 3.0 \, \text{G}
\]

at the surface of corresponding conductors. All other currents are kept as before.

With this new set of currents, the potential landscape is significantly modified above the selected conductors and in the neighbourhood of its crossing point. In general, the position of each dressed well is shifted from its original location and the trapping frequencies are modified. For illustration, numerical values of these parameters are shown in appendix B, table B1. Importantly, the additional currents make the qubit frequency different at each well, with differences of up to \( 20 \, \text{kHz} \) between neighbouring sites, corresponding to a gradient of \( \omega_Q^{\text{RF}} / \omega_Q^{\text{DC}} \approx 5 \, \text{kHz} \, \mu\text{m}^{-1} \). This value is comparable to qubit (or clock) frequency variations obtained in infra-red

![Figure 3. Qubit frequency as function of the static magnetic field, calculated using full (solid line) and linear (dashed) Zeeman shifts. (a) With resonant RF coupling \( \omega_{\text{RF}} = \mu_B g_i B_{\text{RF}} / \hbar \); (b) with off-resonant RF coupling \( \omega_{\text{RF}} = \mu_B g_i B_{\text{DC}} / \hbar + 2\pi \times 100 \, \text{kHz} \). In both panels \( B_{\text{RF},1}^0 = 0.5 \, \text{G} \). The vertical line indicates the static field at which the regular array of wells is formed for the rest of the paper.](image-url)
OLs where single site qubit manipulation have been demonstrated with highly focused laser radiation [4, 7]. In the RF lattice configuration, larger gradients of the qubit frequency can be obtained, in principle, by more drastic variations of the currents as well as employing larger current densities. However, this procedure is limited by ensuring that the dressed potential satisfies the conditions (2.13).

Note also that the RF lattice allows us to define complex patterns of qubit frequencies that can be engineered by specially tailored current patterns [25], allowing simultaneous control over the qubit state at various sites, using single or multiple MW frequencies. We can imagine, for example, that a current plus field configuration is set to produce equal qubit frequency at several sites and predefined fractions at others. In this situation, a monochromatic MW pulse will produce qubit rotations adjustable at each site. Furthermore, several MW frequencies can be used for addressing as well, as done in [3].

4. Addressed qubit manipulations with MW pulses

Control over the qubit frequency at different sites of the RF lattice allows us to induce addressed Rabi oscillations using MW pulses resonant at specific locations. We explore this possibility by solving numerically the interaction picture Schrödinger equation:

$$i\hbar \partial_t |\psi(t)\rangle = \hat{V}_{\text{MW,Dressed}}(t)|\psi(t)\rangle$$

at the trapping centre of sites of the modified RF lattice. The atomic state is expanded in the dressed basis:

$$|\psi(t)\rangle = \sum_{i \in \{1,2\}} \sum_{m_y} C_{i,m_y}(t)|\tilde{E}_{i,m_y}\rangle,$$

with initial condition $|\psi(0)\rangle = |\uparrow\rangle$.

The population time-evolution is calculated at locations A (green), B (blue) and C (red) of figure 4. The MW is set to the lowest frequency resonant at location A in the dressed basis, i.e. at $\omega_{\text{MW}} = \omega_A = 3\omega_{RF}$, where the rotating frame is responsible for the displacement from the qubit frequency (see (A.3)). We study two MW polarisations: along the $y$ and $z$ axis, using a field of amplitude $|B_{\text{MW}}| = 3 \text{ mG}$ in both cases.

The population dynamics induced by this MW fields is shown in figure 5, where we plot the transition probability of the qubit $\langle \langle |\psi(t)\rangle \rangle^2$ calculated at sites A, B and C. We choose these sites because, with respect to A, they are the most (B) and least detuned (C), and the qubit frequency at all other sites falls within the range defined by this group. Large Rabi oscillations occur at A, while the probability of transferring population to the lower hyperfine state at non-resonant locations are smaller than $10^{-3}$, and are barely noticeable at the scale of figures 5(a)–(b), but shown in panels (c) and (d). At all non-addressed sites, spurious excitation to dressed states out of the qubit basis are small because the MW field is detuned from resonance to those transitions, and require large MW amplitudes to become appreciable.

Qubit logic gates can be implemented with MW pulses. In figure 6 we plot the amplitude of probability in the qubit basis for the same MW field as in figure 5. We observe that MW pulses of duration $\approx 300 \text{ \mu s}$ (vertical line in 6)
Figure 5. Rabi oscillations induced by a microwave field (a) and (c) linearly polarised parallel to the DC conductors and (b) and (d) linearly polarised MW transverse to the atom-chip. In all panels, the population probability are shown for sites A (green), B (blue) and C (pink), for a microwave field resonant at site A.

Figure 6. Time evolution of the amplitude of probability in the qubit basis, induced by a microwave field (a) real part of $\langle |\psi(t)\rangle \rangle$ (solid) and $\langle |\psi(t)\rangle \rangle$ (dashed) at sites A (green), B (blue) and C (pink) for a linearly polarised along the y direction (b) Imaginary part of $\langle |\psi(t)\rangle \rangle$ (solid) and Real part of $\langle |\psi(t)\rangle \rangle$ (dashed) as sites A (green), B (blue) and C (pink) for a microwave linearly polarised along the z direction. At site A, after 300 $\mu$s (vertical line) of interaction with a microwave field the qubit state performs rotations $R_y(\pi/2)$ and $R_z(\pi/2)$ in the Bloch sphere.
realise $\pi/2$ rotations of the Bloch vector around the x and y axis, depending on its polarisation. At non-resonant sites B and C, the MW field induces oscillations in the amplitude of probability with amplitude of the order $10^{-2}$.

### 4.1. Average gate and cross-talk errors

Performing a large number of gates with small error thresholds is key for developing applications in quantum information with arrays of cold atoms. To identify the potential of the RF lattice as a computational architecture, we perform a benchmarking protocol over the set of Clifford operators $\mathcal{C}$ [4, 17], defined in appendix C. The 24 elements of the Clifford group are realised by composition of the Bloch rotations $I$, $R_x(\pm \pi/2)$, $R_y(\pm \pi/2)$, which can be implemented with MW pulses as describe above in figure 6. We use an implementation similar to [4], but in our case all pulses are defined with duration $\pi/2$ as shown in appendix C, table C1. With this, the average time of a Clifford gate is $\approx 675 \mu$s.

We evaluate the average error per gate over the Clifford group resonantly tuned to site A, and calculate cross-talk error at sites B and C produced by off-resonant driving [26]. For our benchmark protocol, we create 32 random sequences of 128 elements selected uniformly from $\mathcal{C}$. For each sequence we set the initial state to $|\uparrow\rangle$ and apply truncated sequences of lengths $\ell \in [1, 16, 32, 48, 64, 80, 96, 112, 128]$. At the end of each truncated sequence we apply an additional operation corresponding to the inverse of the composition of the first $\ell$ gates, assuming error-free realisation. Since the Clifford set is a group, this last operation is also an element of the group. In our calculations, there is no dead time between Clifford gates. After each full sequence of length $\ell + 1$ we evaluate the fidelity, $\mathcal{F}$, defined as the projection of the final state onto the initial state $|\uparrow\rangle$:

$$\mathcal{F}(\ell) = |\langle \uparrow | \prod_{i=1}^{\ell+1} C_i | \uparrow \rangle|^2$$

(4.23)

with error-free sequences producing $\mathcal{F} = 1$. Results of this procedure for three different sites of the perturbed RF lattices are shown in figure 7.

The left column of figure 7 presents the full set of $\mathcal{F}$, calculated for each one of the 32 random sequences at sites A, B and C in figure 4. The average fidelity is shown on the right column and error bars corresponds to standard deviations.

The error probability per gate is evaluated at the addressed site, in this case site A, which is selected by tuning the MW in resonance to the qubit transition at this location. The average fidelity at A fits an exponential decay as the number of gates increases, providing information about the average error per gate. The fidelity fits the function [26]:

$$\mathcal{F}(\ell) = \frac{1}{2} (1 - (1 - d)^\ell)$$

(4.24)

with an error per gate of $d^\ell = 4 \times 10^{-4}$ [26]. Although the model of decay (4.24) assumes gate-independent and time-dependent errors [17], which is not the case since there are specific errors associated with the implementation of the qubit rotations, fitting of (4.24) describes the trend of the calculated decay suggesting an estimate of the error per gate in the dressed lattice. This level of error is also compatible with the error associated to energy shifts induced by coupling to states out of the qubit basis. Here, the qubit frequency shift is of $< 1 \text{Hz}$ and induces an error of $10^{-4}$ rad in the pulse area.

Ideal gates with zero cross-talk error leave the qubit state unperturbed at non-addressed sites. In the present case cross-talk errors has two origins: first, off-resonant MW coupling sets fast Rabi oscillations with small amplitude, which accounts for rotations of non-addressed qubits. Second, the MW field couples states out of the qubit basis (i.e. other dressed states) and after each pulse some population is transferred to these states. We fit the fidelity decay in figure 7 to the trial function:

$$\mathcal{F}(\ell) = 1 - \rho e^{-\Omega(1 - \cos(\theta_E \ell^\ell))}.$$  (4.25)

The scattering of the data in figures 7(c) and (e) is due to coherent errors in the implementation of the gates [17]. The oscillation of (4.25) can be qualitatively understood as follows: each gate has a time-independent implementation error, which in the random sequence can be considered as a biased random walk of the angle between states resulting form applying ideal and MW realised element of the Clifford group. In this case the averages of the angle at B and C is $\theta_{\text{avg}} \approx 0.03$, which compares well to the fit values $\theta_{E,B} = 0.09$ and $\theta_{E,C} = 0.08$. We can guess $\theta_E > \theta_{\text{avg}}$ since the qubit polar angle performs a random walk biased by the non-uniform distribution of errors along the azimuthal direction [26].

The linear decay of the fidelity can be associated with a small population transfer to non-qubit states after each gate. The average reduction of the population in the qubit basis after applying one gate is $\rho_{\text{avg},B} = 0.001$ and $\rho_{\text{avg},C} = 0.002$, which compares well to the fitted values $\rho_B = 0.0009$ and $\rho_C = 0.001$. In this case $\rho_{\text{avg}} > \rho$ because the full reduction of the population in the qubit subspace occurs only during the first applied gate. Once implementation errors are optimally reduced (through pulse shape and duration as well as MW polarisation),
population transfer will remain as the main source of crosstalk error. Thus, a figure of merit for the crosstalk error per gate in the RF-lattice is at the level of $10^{-3}$.

Imperfect implementation of qubit rotations leads to errors in gate operations, while cross-talk errors are due to off-resonant driving of non-addressed qubits. Both errors can be reduced by adjusting the MW polarisation and pulse duration \cite{4,26} and using quantum control techniques such as composite pulses \cite{10}.

A straightforward strategy for reducing the cross-talk error is to increase the qubit frequency difference between sites. This can be done by imposing more extreme modulations of the current distribution or setting the device in a region of stronger static field where the qubit frequency is more sensitive to the applied fields. Also, the current distribution can be optimised to obtain larger differences of the qubit frequency among neighbouring sites, similar to applications in ion qubit technology \cite{25}.

Our benchmarking protocol quantifies errors due to imperfect implementation of the Clifford group and population transfer out of the qubit basis. However, under experimental conditions there is a plethora of field sources that reduce gate fidelity. Technical noise in the phase and amplitude of MW and RF sources has been demonstrated to be small enough for coherent manipulation of quantum states in Bose–Einstein condensates \cite{16}, and this should be sufficient for the present case. Qubit manipulation can also be hindered by fluctuations of the environmental magnetic field that leads to fast fluctuations of the qubit frequency. This is particularly relevant for atom-chip technology due to the large amplitude of the magnetic field noise in the vicinity of conducting elements \cite{14}.

To estimate the impact of such an effect over the present application, we perform the benchmark protocol adding white Gaussian noise with a bandwidth of 1 GHz and variance of $\Delta \beta_{\text{rms}} = 10^{-14}$ T$^2$. This level of noise is expected at 2 $\mu$m distance from a thin layer of Gold at 77 K \cite{14,27}. Results are shown in figure 8, where we note that the overall effect of the noise is to increase both the error per gate and the cross-talk error.

In order to define average error per gate in this situation, we fit the fidelity decay at site A to \eqref{eq:4.24}. Thus, average crosstalk error per gate at sites B and C are defined by fitting the fidelity decay to:

$$F_j = \frac{1}{2} \left(1 + e^{-2\Delta j^2} \right)$$ \label{eq:4.26}

with $j = B, C$, which is a model adequate for errors due to spurious excitations \cite{26}. Resulting fits are shown as dashed lines in figure 8. Note that, in contrast to our previous fits shown in figure 7, in this case the fit is poor for sequences longer than 32 gates. However, an estimate of the error per gate can now be defined. At the addressed
figure 8.
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Figure 8. Fidelity of randomised sequences as function of the number of Clifford operations in presence of Gaussian white noise. Symbols corresponds to sites A, B and C. The data points corresponds to an average over 64 random sequences with different noise realisations. Lines are included to indicate the trend of the fidelity decay at each site. The noise is simulated as a normally distributed sequence of magnetic field, with variance $\Delta B_{rms}^2 = 10^{-14}$ T$^2$ and maximal frequency of 1 GHz, expected at 2 $\mu$m from a thin layer of Au at liquid Nitrogen temperature (77 K).

site, the error per gate in presence of noise becomes $\rho_n = 0.01$, and crosstalk error per gate at unaddressed sites is $\rho_c = 0.02$. The poor fitting of the fidelity decay to a single exponential function suggests that a more complex error model should be further investigated.

A more realistic evaluation of gate and cross-talk errors should consider channels for decoherence through a master equation. For RF dressed traps, non-adiabatic losses can be relevant in case of weak dressing field or fast modulation of trapping parameters. Understanding the sources of observed errors are key in devising strategies for improving the gate operation, but detailed error evaluation and sequence correction are beyond the scope of this work.

5. Outlook

The short atom–surface distance in atom-chips intentionally exposes the atoms to a large static magnetic field where nonlinear Zeeman shifts are relevant. The effect is sufficiently large as to allow us to tailor different potential landscape for states with similar (linear) magnetic susceptibility (i.e. the product $\mu_g B_0 m_y$). In case of the RF lattice discussed in this work, nonlinear Zeeman shifts permit us to modulate the qubit frequency at different lattice sites by simply controlling the current of conductors in the atom-chip. Once we have control over the qubit frequency, addressed single-qubit manipulation can be implemented with resonant MW pulses. Our calculations indicate that the RF lattice have the potential for realising highly accurate quantum gates, with errors of the order of $10^{-4}$, after controlling near-surface field noise. This approach allows simultaneous individual control of sites in a large array of qubits, simply by designing the pattern of currents in the atom-chip conductors. In addition, the intrinsic flexibility of RF dressed potentials can be exploited to create state dependent potentials and define two-qubit conditional phase gates, as suggested in [28]. For example, schemes for collisional gates can be implemented by modifying the current and field configurations in such a way that selected neighbouring lattice sites merge into a single one [5, 29]. Also, two-qubit gates between pairs of arbitrary lattice sites can be implemented with Rydberg gates, following the proposal for magnetic lattices in [11].

Further reduction of errors in gate implementation can be accomplished by borrowing techniques well known from nuclear magnetic resonance, which have been recently applied to control ensembles of ultracold atomic gases. For example, inhomogeneous control [10], optimised pulse duration and polarisation [4] and spin-echo [7], probed in OIs, can be straightforwardly applied to the present case. It is also desirable to reduce the average gate duration without increasing cross-talk errors. In general, this requires MW fields and qubit detuning larger than those considered here. Still, our calculation has been performed for a conservative set of parameters while the experimentally accessible range is substantially more ample, particularly in terms of the maximal current density supported by multilayer atom chips [30].

Near-surface noise is a major challenge for coherent manipulation with atom-chips [14]. However, developments in cryogenic atom-chip technology [31, 32] and materials science suggest that the next generation of atom-chips can see significantly reduced levels of noise. This can be achieved by using two-dimensional conducting materials such as 2D electron gases and graphene [33]. Similarly, thin patterned layers of permanent magnets can be employed as sources of static magnetic field, which, in principle, have reduced levels of noise associated with larger material resistivity [34]. A positive indication of this trend is the measurement of coherence times above 1 s at distances of $\sim 9 \mu$m from a chip surface unprocessed to reduce field fluctuations [35]. Likewise, noise-sensitive gates can make an exceptional noise spectrum analyser capable for characterising and distinguishing various noise processes [34, 36].
A potential drawback of our scheme is the use of field sensitive states to encode the qubit, which makes them sensitive to magnetic field noise. This effect can be reduced by defining gates which are sufficiently fast such that the accumulated phase induced by magnetic field fluctuations is small. Furthermore, high fidelity gates for qubits encoded in field-sensitive states have been demonstrated in OLs [7], suggesting that reducing magnetic field fluctuations in the atom-chip holds the key to unlocking its potential as a computational architecture.

Acknowledgments

We gratefully acknowledge comments and input from Hiroki Takahashi, Thomas Fernholz, Mark Bason and Stefan Kuhr. This work was supported by EPSRC grant EP/1010394/1.

Appendix A. Zeeman states and AC magnetic fields: RWA

Consider an alkali atom interacting with a static magnetic field and one harmonically oscillating magnetic field, $B_{AC} \cos(\omega_{AC} t + \phi_{AC})$. In the basis of Zeeman states $|E_{\pm m}\rangle$ defined by the static field, the Hamiltonian can be written as:

$$H = \sum_{i \in \{1, 2\}} \sum_{m_i} E_{m_i}^i |E_{m_i}^i\rangle \langle E_{m_i}^i| + \exp(i\omega_{AC} t) \hat{V} + \exp(-i\omega_{AC} t) \hat{V}^\dagger,$$  \hspace{1cm} (A.1)

where $\hat{V} = U_{Zeeman} e^{i\omega_{AC} B_{AC}} \cdot (g_y I + g_z I) U_{Zeeman}$.

The dynamics of an atom interacting with an oscillating field can be simplified by performing a transformation to a frame of reference where the resulting Hamiltonian is dominated by a static component [37]. In the present case, a convenient selection of such a frame is one rotating around the direction of the magnetic field according to [21, 22]:

$$U_R = \exp(-i\Omega t ((g_y/|g_z|)F_{\perp}^z + g_z/|g_z|F_{\parallel}^z))$$  \hspace{1cm} (A.2)

where $F_{\perp, \parallel}$ are defined in equation (2.10). The first term of Hamiltonian equation (A.1) is invariant under this transformation, while the elements of the interacting term, $\hat{V}_R = U_R^\dagger e^{i\omega_{AC} t} \hat{V} U_R$ are given by:

$$\langle E_{m_i}^i| \hat{V}_R(t)|E_{m_f}^f\rangle = \exp(i\Omega t (-m_f + m_i^\prime) + i\omega_{AC} t) \langle E_{m_i}^i| \hat{V} |E_{m_f}^f\rangle$$

$$\langle E_{m_i}^i| \hat{V}_R(t)|E_{m_f}^f\rangle = \exp(-i\Omega t (-m_f + m_i^\prime) + i\omega_{AC} t) \langle E_{m_i}^i| \hat{V} |E_{m_f}^f\rangle$$

$$\langle E_{m_i}^i| \hat{V}_R(t)|E_{m_f}^f\rangle = \exp(i\Omega t (m_f + m_i^\prime) + i\omega_{AC} t) \langle E_{m_i}^i| \hat{V} |E_{m_f}^f\rangle$$

$$\langle E_{m_i}^i| \hat{V}_R(t)|E_{m_f}^f\rangle = \exp(-i\Omega t (m_f + m_i^\prime) + i\omega_{AC} t) \langle E_{m_i}^i| \hat{V} |E_{m_f}^f\rangle,$$

where $\hat{V}_R(t)$ denotes the interacting operator in the rotating frame. Similar transformation relations are obeyed by the operator $e^{-i\omega_{AC} t} \hat{V}^\dagger$.

By setting the rotating frequency to $\Omega = \omega_{AC}$, the elements in (A.3) that satisfy $|m_f \pm m_i^\prime| = 1$ become time-independent. These components dominate the dynamics when the coupling (divide by $\hbar$) is much smaller than the driving frequency $\omega_{AC}$ [13, 20]. The RWA consists of keeping only those terms that are static in the rotating frame, resulting in the Hamiltonian:

$$H_{\text{RWA}} = \sum_{i \in \{1, 2\}} \sum_{m_i} (E_{0i}^i - g_y/|g_z|\omega_{AC} t)|E_{m_i}^i\rangle \langle E_{m_i}^i| + \hat{V}_{\text{RWA}} + \hat{V}_{\text{RWA}}^\dagger,$$  \hspace{1cm} (A.3)

where $\hat{V}_{\text{RWA}}$ is the the time-independent part of $\hat{V}_R(t)$. The dressed states are defined as the eigenstates of $H_{\text{RWA}}$ (A.3). The effect of cross manifold couplings is strongly suppressed by a large hyperfine splitting, such that the dressed states remain grouped in two hyperfine manifolds. The transformation from the atomic basis $|I, J, m_I, m_J\rangle$ to the dressed basis, $U_{\text{Dressed}}$, is the composition of three transformation described before, i.e

$$U_{\text{Dressed}} = U_{\text{RWA}} U_R U_{Zeeman},$$

where $U_{\text{RWA}}$ is the matrix of eigenvectors of $H_{\text{RWA}}$.

When the rotating frequency $\Omega = \omega_{AC}$, the interaction appears polychromatic, with a central angular frequency $\Omega$ and additional components displaced by integer multiples of $\omega$ up to $2F \times \omega$. The precise form of the matrix elements in the rotating frame is given by (A.3).
Appendix B. Parameters of the modified RF-lattice

In the uniform RF lattice, each site has the following properties:

\[ \frac{1}{2\pi} (\omega_x, \omega_y, \omega_z) = (38.2, 39.1, 79.0) \text{ kHz}, \]

Minimal Larmor frequency = 2.0 MHz,

\[ \frac{1}{2\pi} (\omega_Q - 2A/\hbar) = 82.9 \text{ kHz} \]

from which deviations occur in the perturbed lattice as shown in table B1 following the labeling in figure B1. Note that strong deviations with respect to the uniform values occur near the intersection of conductors where the current is modified. This allows us to calculate current and field distributions required to create predefined potential landscapes.

![Figure B1. Labeling of displaced wells corresponding to table B1.](image)

<table>
<thead>
<tr>
<th>Site</th>
<th>Displacement ((\mu)m)</th>
<th>(\frac{1}{2\pi} (\omega_x, \omega_y, \omega_z)) (kHz)</th>
<th>Min. Larmor freq. (MHz)</th>
<th>(\frac{1}{2\pi} (\omega_Q - 2A/\hbar)) (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.10, 0.03, -0.06)</td>
<td>(41.2, 42.1, 85.3)</td>
<td>2.1</td>
<td>83.4</td>
</tr>
<tr>
<td>2</td>
<td>(0.10, 0.03, 0.30)</td>
<td>(24.6, 27.8, 53.0)</td>
<td>3.2</td>
<td>86.9</td>
</tr>
<tr>
<td>3</td>
<td>(0.40, -0.06, -0.10)</td>
<td>(45.4, 46.8, 91.7)</td>
<td>1.9</td>
<td>82.9</td>
</tr>
<tr>
<td>4</td>
<td>(0.20, 0.06, -0.09)</td>
<td>(40.6, 37.5, 77.3)</td>
<td>2.8</td>
<td>86.8</td>
</tr>
<tr>
<td>5</td>
<td>(0.20, 0.06, 0.30)</td>
<td>(24.4, 26.4, 49.2)</td>
<td>3.6</td>
<td>88.5</td>
</tr>
<tr>
<td>6</td>
<td>(0.60, -0.06, -0.20)</td>
<td>(46.7, 44.2, 84.0)</td>
<td>2.4</td>
<td>85.4</td>
</tr>
<tr>
<td>7</td>
<td>(-0.10, 0.00, -0.10)</td>
<td>(22.1, 19.8, 45.1)</td>
<td>7.3</td>
<td>104.6</td>
</tr>
<tr>
<td>8</td>
<td>(0.00, 0.00, 0.40)</td>
<td>(16.7, 22.8, 33.3)</td>
<td>5.3</td>
<td>80.2</td>
</tr>
<tr>
<td>9</td>
<td>(0.10, 0.00, -0.10)</td>
<td>(22.1, 19.8, 45.1)</td>
<td>7.3</td>
<td>104.6</td>
</tr>
<tr>
<td>10</td>
<td>(-0.60, 0.06, -0.20)</td>
<td>(46.7, 44.2, 84.0)</td>
<td>2.4</td>
<td>85.4</td>
</tr>
<tr>
<td>11</td>
<td>(-0.20, -0.06, 0.30)</td>
<td>(24.4, 26.4, 49.2)</td>
<td>3.6</td>
<td>88.5</td>
</tr>
<tr>
<td>12</td>
<td>(-0.20, -0.06, -0.09)</td>
<td>(40.6, 37.5, 77.3)</td>
<td>2.8</td>
<td>86.8</td>
</tr>
<tr>
<td>13</td>
<td>(-0.40, 0.06, -0.10)</td>
<td>(45.5, 46.8, 91.7)</td>
<td>1.9</td>
<td>82.9</td>
</tr>
<tr>
<td>14</td>
<td>(-0.10, -0.03, 0.30)</td>
<td>(24.6, 27.8, 53.0)</td>
<td>3.2</td>
<td>86.9</td>
</tr>
<tr>
<td>15</td>
<td>(-0.10, -0.03, -0.06)</td>
<td>(41.2, 42.1, 85.3)</td>
<td>2.1</td>
<td>83.4</td>
</tr>
</tbody>
</table>
Appendix C. Elements of the Clifford group for qubits

Cross-talk errors and fidelity are evaluated using Randomized Benchmarking with over Clifford group shown in table C1. For a Rabi period of 1.2 ms, the average rotated angle $\langle \theta \rangle = \frac{27\pi}{24}$ corresponds to an average gate duration of $\tau_{\text{gate}} = 675$ $\mu$s.

<table>
<thead>
<tr>
<th>Index</th>
<th>$U$</th>
<th>$R_x$</th>
<th>$R_y$</th>
<th>$R_z$</th>
<th>$\theta$</th>
<th>$U^{-1}$ (index)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\begin{pmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{pmatrix}$</td>
<td>$R_x(-\pi/2)$</td>
<td>$R_x(\pi/2)$</td>
<td>$\pi$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$e^{-i\pi/4} \begin{pmatrix} 1 &amp; 0 \ 0 &amp; i \end{pmatrix}$</td>
<td>$R_y(\pi/2)$</td>
<td>$R_y(-\pi/2)$</td>
<td>$3\pi/2$</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$-i \begin{pmatrix} 1 &amp; 0 \ 0 &amp; -1 \end{pmatrix}$</td>
<td>$R_z(\pi)$</td>
<td>$R_z(\pi)$</td>
<td>$2\pi$</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$\begin{pmatrix} 0 &amp; -1 \ 1 &amp; 0 \end{pmatrix}$</td>
<td>$R_y(\pi)$</td>
<td>$R_y(-\pi)$</td>
<td>$\pi$</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$-e^{i\pi/4} \begin{pmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{pmatrix}$</td>
<td>$R_x(\pi/2)$</td>
<td>$R_x(-\pi/2)$</td>
<td>$3\pi/2$</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$-\begin{pmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{pmatrix}$</td>
<td>$R_y(\pi)$</td>
<td>$R_y(-\pi)$</td>
<td>$\pi$</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$\begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_x(\pi)$</td>
<td>$R_x(-\pi/2)$</td>
<td>$\pi/2$</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$\begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_y(-\pi/2)$</td>
<td>$R_y(\pi/2)$</td>
<td>$\pi$</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$e^{-i\pi/4} \begin{pmatrix} 1 &amp; i \ i &amp; 1 \end{pmatrix}$</td>
<td>$R_z(-\pi/2)$</td>
<td>$R_z(\pi/2)$</td>
<td>$\pi$</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$e^{+i\pi/4} \begin{pmatrix} i &amp; 1 \ 1 &amp; -i \end{pmatrix}$</td>
<td>$R_x(-\pi/2)$</td>
<td>$R_x(\pi/2)$</td>
<td>$\pi$</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$e^{+i\pi/4} \begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_y(-\pi/2)$</td>
<td>$R_y(\pi/2)$</td>
<td>$\pi$</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$\begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_z(-\pi/2)$</td>
<td>$R_z(\pi/2)$</td>
<td>$\pi$</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$\begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_y(-\pi/2)$</td>
<td>$R_y(\pi/2)$</td>
<td>$\pi$</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$\begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_z(-\pi/2)$</td>
<td>$R_z(\pi/2)$</td>
<td>$\pi$</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$\begin{pmatrix} i &amp; -1 \ -1 &amp; i \end{pmatrix}$</td>
<td>$R_y(-\pi/2)$</td>
<td>$R_y(\pi/2)$</td>
<td>$\pi$</td>
<td>27</td>
<td></td>
</tr>
</tbody>
</table>
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