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Abstract. A new approach to irreversible quasistatic fracture growth is given, by means of Young measures. The study concerns a cohesive zone model with prescribed crack path, when the material gives different responses to loading and unloading phases. In the particular situation of constant unloading response, the result contained in [6] is recovered. In this case, the convergence of the discrete time approximations is improved.
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1. Introduction

In this paper we study the fracture growth in an elastic body, taking into account the contribution of the cohesive forces acting between the lips of the crack. We consider materials which display different stress-strain relations in loading and unloading. To focus on this aspect, we keep the rest of the model as simple as possible.

We restrict our analysis to the case of generalized antiplanar shear. More precisely, let \( \Omega \) be a bounded open set in \( \mathbb{R}^N \), with Lipschitz boundary. We assume that the reference configuration is the infinite cylinder \( \Omega \times \mathbb{R} \), and that the displacement \( U : \Omega \times \mathbb{R} \to \mathbb{R}^{N+1} \) has the special form \( U(x_1, \ldots, x_N, x_{N+1}) = (0, \ldots, 0, u(x_1, \ldots, x_N)) \), with \( u : \Omega \to \mathbb{R} \). We assume also that the crack path in the reference configuration is contained in \( (\Gamma \cap \mathbb{R}) \times \mathbb{R} \), where \( \Gamma \subset \mathbb{R}^N \) is a Lipschitz closed set such that \( 0 < \mathcal{H}^{N-1}(\Gamma \cap \mathbb{R}) < +\infty \) and \( \Omega \setminus \Gamma = \Omega^+ \cup \Omega^- \), with \( \Omega^\pm \) disjoint open connected sets with Lipschitz boundary. When speaking about bulk and surface energy, we will refer to a finite portion of the cylinder, obtained by intersection with two horizontal hyperplanes separated by a unit distance. Although the case of a planar set \( \Omega \) is the most interesting from the point of view of applications, no further relevant technicalities arise in considering an arbitrary \( N \geq 2 \).

Let us fix a time interval \([0, T]\), with \( T > 0 \). In the situation we consider, the evolution is driven by a time dependent displacement \( w : [0, T] \to H^1(\Omega) \) imposed on a fixed portion \( \partial_D \Omega \) of the boundary \( \partial \Omega \). We assume that \( \partial_D \Omega \) is well-separated from \( \Gamma \) and that its intersections with \( \partial \Omega^+ \) and \( \partial \Omega^- \) have positive \((N-1)\)-dimensional measure.

Let us now introduce the energy functional. We suppose that the unbroken part of \( \Omega \) can be described in the context of linearized elasticity, so that the stored elastic energy associated to a displacement \( u \in H^1(\Omega \setminus \Gamma) \) is:

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u|^2 \, dx.
\]

In order to express the work spent to create a fracture, we need some preliminary notations. Let \( u^\pm \) denote the trace on \( \Gamma \) of the restriction of \( u \) to \( \Omega^\pm \), and let \( [u] \) denote the jump \( u^+ - u^- \) of \( u \) across \( \Gamma \). The crack is represented by the set

\[
J_u := \{ x \in \Gamma : [u](x) \neq 0 \}.
\]
Its contribution to the energy, according to Barenblatt’s cohesive zone model (see [1]), can be written as
\[ \int_{\Gamma} g(|\{\!|u|\!|) \, dH^{N-1}, \]
where \( g : [0, +\infty) \to [0, +\infty) \) is a \( C^1 \), nondecreasing, bounded, concave function with \( g(0) = 0 \) and \( \sigma := g'(0^+) \in (0, +\infty) \). Here \( g(|\{\!|u|\!|) \) is the energy per unit area spent to create a crack with opening \( |\{u|\) . Moreover, \( g'(|\{u|\) \) gives the force per unit area acting between the lips of the crack whose displacements are \( u^+ \) and \( u^- \), respectively. Typically, this force decreases with the distance and hence \( g \) is concave. Since in practice the cohesive interactions have finite range, we assume \( g \) to be bounded. Therefore, the total energy associated to a displacement \( u \in H^1(\Omega \setminus \Gamma) \) is given by
\[ E(u) := \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u|^2 \, dx + \int_{\Gamma} g(|\{u|) \, dH^{N-1}. \tag{1.1} \]
Up to now, we did not take into account the dissipation due to the fracturing process. Indeed, it may happen that the imposed boundary data depend on time in such a way that the crack opening first increases (loading phase) and then decreases (unloading phase). In many situations, the energy spent during the loading phase might not be totally recovered during the unloading phase.

In order to describe this phenomenon, we introduce an internal variable \( \gamma : [0, T] \to L^\infty(\Gamma) \). For every \( x \in \Gamma \) and \( t \in [0, T] \), \( \gamma(t)(x) \) represents the maximum value reached by the opening of the fracture \( |\{u|\) at \( x \) in the time interval \([0, t]\). Let now \( x \in \Gamma \) and \( t \in [0, T] \) be fixed. We consider a family of nondecreasing convex functions \( \{\varphi(\cdot, z)\}_{z > 0} \), each of them defined in \([0, z]\), with the properties: \( \varphi(\cdot, z) \geq g(\cdot) \), \( \varphi(z, z) = g(z) \), and \( \varphi \) is nondecreasing in the second variable. We assume that at time \( t \) the energy per unit area of the fracture at the point \( x \) is given by \( \varphi(|\{u|\)\, \gamma(t)(x)\). This means that when \( |\{u|\) is smaller than the maximal opening reached up to time \( t \) the energy density follows a curve that is above \( g \). Otherwise, the energy density we consider is still given by the function \( g \) (see Fig. 1).

![Figure 1. Fracture energy per unit surface.](image-url)

These considerations lead us to describe the state of the system by a pair \((u, \gamma)\) with \(|\{u|\leq \gamma\), where \( u \in H^1(\Omega \setminus \Gamma) \) represents the displacement and \( \gamma \in L^\infty(\Gamma) \) is the aforementioned internal variable. Thus, we can correct expression (1.1), and the total energy associated to an admissible pair \((u, \gamma)\) is
\[ E(u, \gamma) := \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u|^2 \, dx + \int_{\Gamma} \varphi(|\{u|, \gamma) \, dH^{N-1}. \]
In order to impose the irreversibility condition, we assume that the variable \( \gamma \) is increasing.
We are now in a position to state the notion of evolution we are interested in. An irreversible quasistatic evolution is a function \( t \mapsto (u(t), \gamma(t)) \) from \([0, T]\) to \( H^1(\Omega \setminus \Gamma) \times L^\infty(\Gamma)\) such that \( u(t) = w(t) \) on \( \partial_D \Omega \) if \([u] \leq \gamma(t)\) \( \mathcal{H}^{N-1}\)-a.e. on \( \Gamma \) for every \( t \in [0, T] \), and the following conditions are satisfied:

(a) (unilateral) global stability: for every \( t \in [0, T] \)

\[
E(u(t), \gamma(t)) \leq E(v, \tau)
\]

for every pair \((v, \tau) \in H^1(\Omega \setminus \Gamma) \times L^\infty(\Gamma)\) such that \( v = w(t) \) on \( \partial_D \Omega \) and \( \tau \geq \gamma(t)\);

(b) irreversibility: \( t \mapsto \gamma(t) \) is nondecreasing;

(c) energy balance: the function \( t \mapsto \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla \dot{w}(t) \, dx \) belongs to \( L^1([0, T]) \) and

\[
E(u(t), \gamma(t)) = E(u(0), \gamma(0)) + \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) \cdot \nabla \dot{w}(s) \, dx \, ds
\]

for every \( t \in [0, T] \).

This definition fits into the framework of Mielke’s approach to a variational theory of rate independent processes (see [9] and the references therein). Indeed, let us define the stored energy as

\[
\dot{E}(t, (u, \gamma)) := E(u, \gamma) - \int_\Gamma \varphi(0, \gamma) \, d\mathcal{H}^{N-1}
\]

if \( u = w(t) \) on \( \partial_D \Omega \) with \([u] \leq \gamma \) \( \mathcal{H}^{N-1}\)-a.e. on \( \Gamma \), and the dissipation distance between two admissible pairs \((u, \gamma)\) and \((v, \tau)\) as

\[
\mathcal{D}((u, \gamma), (v, \tau)) := \int_\Gamma (\varphi(0, \tau) - \varphi(0, \gamma)) \, d\mathcal{H}^{N-1}
\]

if \( \tau \geq \gamma \) \( \mathcal{H}^{N-1}\)-a.e. on \( \Gamma \) and \( \mathcal{D}((u, \gamma), (v, \tau)) := +\infty \) otherwise. Then,

\[
\partial_t \dot{E}(t, (u, \gamma)) = \int_{\Omega \setminus \Gamma} \nabla u \cdot \nabla \dot{w}(t) \, dx
\]

and conditions (a)–(c) can be written as

(a) (unilateral) global stability: for every \( t \in [0, T] \)

\[
\dot{E}(t, (u(t), \gamma(t))) \leq \dot{E}(t, (v, \tau)) + \mathcal{D}((u(t), \gamma(t)), (v, \tau))
\]

for every pair \((v, \tau) \in H^1(\Omega \setminus \Gamma) \times L^\infty(\Gamma)\) such that \( v = w(t) \) on \( \partial_D \Omega \) and \( \tau \geq \gamma(t)\);

(b) irreversibility: \( t \mapsto \gamma(t) \) is nondecreasing;

(c) energy balance: the function \( t \mapsto \partial_t \dot{E}(t, (u(t), \gamma(t))) \) belongs to \( L^1([0, T]) \) and

\[
\dot{E}(t, (u(t), \gamma(t))) + \text{Diss}_\mathcal{D}((u, \gamma); [0, t]) = \dot{E}(0, (u(0), \gamma(0))) + \int_0^t \partial_s \dot{E}(s, (u(s), \gamma(s))) \, ds
\]

for every \( t \in [0, T] \),

where the dissipation \( \text{Diss}_\mathcal{D}((u, \gamma); [0, t]) \) along the curve \( s \mapsto (u(s), \gamma(s)) \) between 0 and \( t \) is defined as the total variation with respect to the “metric” \( \mathcal{D} \), so that

\[
\text{Diss}_\mathcal{D}((u, \gamma); [0, t]) = \int_\Gamma (\varphi(0, \gamma(t)) - \varphi(0, \gamma(0))) \, d\mathcal{H}^{N-1}.
\]

Following [5] and [7], in order to prove an existence result for the irreversible quasistatic evolution, we perform a time discretization procedure. We define discrete-time evolutions \((u_k(t), \gamma_k(t))\) by solving incremental minimum problems, and we let the time step go to 0.

The main difficulty in passing to the continuous-time limit is the lack of compactness of the internal variables \( \gamma_k \). In the particular case of a constant unloading response (i.e., \( \varphi \) does not depend on \([u] \)) this problem was overcome in [6] by defining a suitable notion of convergence, inspired by the \( \alpha \)-convergence introduced in [4]. We choose here a different approach based on the use of Young measures. We are thus lead to consider in Section 3 a weaker formulation of the
problem in which the internal variable is a Young measure \( \nu \). The total energy associated to an admissible configuration \((u,\nu)\) becomes
\[
E(u,\nu) := \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u|^2 \, dx + \int_{\Gamma} \int_{\mathbb{R}} \varphi(||u||,\xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}.
\]
To deal with irreversibility and unilateral global stability, we introduce an order relation “\(\preceq\)” between Young measures (see Definition 3.10) and prove an extension of Helly’s Selection Principle to this framework (see Theorem 3.20).

Thus, a Young measure solution to the irreversible quasistatic evolution problem is a function \( t \mapsto (u(t), \nu^t) \) such that for every \( t \in [0,T] \) the internal variable \( \nu^t \) is a Young measure and
\[
(a') \text{ (unilateral) global stability: for every } t \in [0,T]
E(u(t),\nu^t) \leq E(v,\mu)
\]
for every pair \((v,\mu)\) with \( v \in H^1(\Omega \setminus \Gamma) \), \( v = w(t) \) on \( \partial_H \Omega \) and \( \nu^t \preceq \mu \);
\[\text{(b') irreversibility: } t \mapsto \nu^t \text{ is nonincreasing with respect to } \preceq;\]
\[\text{(c') energy balance: the function } t \mapsto \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla w(t) \, dx \text{ belongs to } L^1([0,T]) \text{ and}\]
\[
E(u(t),\nu^t) = E(u(0),\nu^0) + \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) \cdot \nabla w(s) \, dx \, ds
\]
for every \( t \in [0,T] \).

The theoretical tools we develop allow us to prove in Theorem 3.30 the existence of such a solution. In particular, to pass to the limit from the discrete-time problems to the continuous-time evolution we use a compactness result which gives the convergence in the sense of Young measures (Theorem 3.5).

In the case of a constant unloading response we prove (see Theorem 5.1) that the solution given by Theorem 3.30 is a concentrated Young measure, thus recovering the result in [6]. As a consequence, we are able to show that the internal variables \( \gamma_k \) actually converge in measure to the continuous-time internal variable \( \gamma \) (see Remark 5.2), which improves the \( \sigma \)-convergence obtained in [6].

For a general unloading response, it is still an open question whether or not \((a')-(c')\) admits a concentrated Young measure solution. Nevertheless, we show that the a priori bounds available for the discrete-time evolutions are not enough to guarantee that the limit measure is concentrated (Proposition 6.1). Hence, to give a full answer to this question one should probably exploit the minimal properties of the discrete-time evolutions.

At the end of the paper we give the Euler-Lagrange conditions for the unilateral global stability in two equivalent formulations (Propositions 7.1 and 7.2).

The paper is organized as follows. In Section 2 we fix the notations and the details of the problem. Section 3 contains the results needed to give a formulation in the setting of Young measures. The existence result for irreversible quasistatic evolutions in the sense of Young measures is proved in Section 4. The case of constant unloading response is the subject of Section 5. In Section 6 we show with an example that the a priori estimates on the discrete-time variables are not sufficient to guarantee that the limit measure is localized. Finally, Section 7 is devoted to the necessary conditions for the unilateral global stability.

2. Setting of the Problem

In this section we give some basic definitions and we introduce the problem. We will use the following notations:

- \( \mathcal{T} := \{(y,z) \in \mathbb{R}^2 : y > 0, z > 0, z > y\} \);
- \( \mathcal{L}^k \) is the Lebesgue measure in \( \mathbb{R}^k \), \( k \in \mathbb{N} \);
- \( \mathcal{H}^{N-1} \) is the \((N-1)\)-dimensional Hausdorff measure in \( \mathbb{R}^N \).

For every set \( A \subset \mathbb{R}^N \):

- \( 1_A \) is the characteristic function of \( A \);
Let $\Omega$ be a bounded open set in $\mathbb{R}^N$, $N \geq 2$, with Lipschitz boundary, and let $\Gamma \subset \mathbb{R}^N$ be a Lipschitz closed set such that $0 \leq \mathcal{H}^{N-1}(\Gamma \cap \Omega) < +\infty$ and $\Omega \setminus \Gamma = \Omega^+ \cup \Omega^-$, with $\Omega^\pm$ disjoint open connected sets with Lipschitz boundary. We will prescribe time dependent boundary displacements on $\partial_D \Omega \subset \partial \Omega$, where

$$\partial_D \Omega = \Lambda_D^+ \cup \Lambda_D^-,$$

with $\Lambda_D^+$ and $\Lambda_D^-$ non empty relatively open, connected, Lipschitz sets. We also assume that $\Lambda_D^+ \subset \subset (\partial \Omega \setminus \Gamma)$, from which it follows that $\partial_D \Omega$ is well-separated from $\Gamma$. With $n$ we denote the inner unit normal vector to $\partial_D \Omega$, defined $\mathcal{H}^{N-1}$-a.e. in $\partial \Omega$. We will also write $n$ for the inner unit normal vector to $\partial \Omega^+$.

Let us fix a time interval $[0,T]$, with $T > 0$, and let $w \in H^1((0,T);H^1(\Omega))$ be the boundary displacement. The time derivative $\dot{w}$ of $w$ belongs to the space $L^2((0,T);H^1(\Omega))$. We will assume that $\sup_{t\in[0,T]} \|w(t)\|_{L^\infty(\Omega)} =: M < +\infty$.

Let $B \subset \mathbb{R}^N$ be an open bounded set and let $S \subset \partial B$ be relatively open and Lipschitz. We set

$$H^1_0(B,S) := \{\psi \in H^1(B) : \psi = 0 \text{ on } S\}.$$

The symbol $\| \cdot \|$ stands for the standard norm in $L^2(\Omega)$ or $L^2(\Omega \setminus \Gamma;\mathbb{R}^N)$, depending on the context. Moreover, the brackets $\langle \cdot, \cdot \rangle$ denote the dual pairing between $H^{-1}(\Gamma)$ and $H^1(\Gamma)$. For every function $v \in H^1(\Omega \setminus \Gamma)$, we will use the notation $[v] := v^+ - v^-$, where $v^\pm$ is the trace on $\Gamma$ of the restriction of $v$ to $\Omega^\pm$. Let

$$L^\infty(\Gamma^+) := \{\tau \in L^\infty(\Gamma) : \tau \geq 0 \quad \mathcal{H}^{N-1}$-a.e. on $\Gamma\}.$$

For $t \in [0,T]$, the class $\mathcal{A}(t,w)$ of admissible displacements at time $t$ is defined as

$$\mathcal{A}(t,w) := \{(v,\tau) \in H^1(\Omega \setminus \Gamma) \times L^\infty(\Gamma^+) : v = w(t) \text{ on } \partial_D \Omega, \|[v]\| \leq \tau \quad \mathcal{H}^{N-1}$-a.e. on $\Gamma\}.$$

Recalling the considerations made in the introduction, the total energy associated at time $t$ to a pair $(v,\tau) \in \mathcal{A}(t,w)$ is

$$E(v,\tau) := \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v|^2 dx + \int_\Gamma \varphi([v]),\tau \, d\mathcal{H}^{N-1}. \quad (2.1)$$

We will assume that $\varphi \in C^1(\overline{\mathbb{T}} \setminus \{0\}) \cap C^0(\mathbb{T})$ and:

- $\varphi(z,z) = g(z)$ for every $z \in [0,\infty)$;
- $\varphi(\cdot, z)$ is nondecreasing and convex for every $z \in (0,\infty)$;
- $\varphi(y,\cdot)$ is nondecreasing for every $y \in (0,\infty)$,

where $g : [0,\infty) \to [0,\infty)$ is a $C^1$, nondecreasing, bounded, concave function with $g(0) = 0$. We will denote by $\sigma := g'(0^+) \in (0,\infty)$ the slope of the function $g$ at $0$.

We can give now the definition of (unilateral) global stability.

**Definition 2.1.** A pair $(u,\gamma)$ is globally stable at time $t \in [0,T]$ if

- $(u,\gamma) \in \mathcal{A}(t,w)$;
- $E(u,\gamma) \leq E(v,\tau)$ for every $(v,\tau) \in \mathcal{A}(t,w)$ with $\tau \geq \gamma$.

**Remark 2.2.** One can see (see also Remark 3.22) that the two conditions of Definition 2.1 are equivalent to the following:

- $(u,\gamma) \in \mathcal{A}(t,w)$;
- $E(u,\gamma) \leq E(v,\gamma \vee \|[v]\|)$ for every $v \in H^1(\Omega \setminus \Gamma)$ such that $v = w(t)$ on $\partial_D \Omega$.

Thanks to Remark 2.2, for every fixed $t \in [0,T]$ the existence of a globally stable pair $(u,\gamma)$ at time $t$ follows by the direct method of the Calculus of Variations.
Remark 2.3. Suppose that a pair \((u(t), \gamma(t))\) is globally stable at time \(t\) for every \(t \in [0, T]\). Choosing \((w(t), \gamma(t))\) as test pair, we have that there exists a constant \(C > 0\) such that

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u(t)|^2 \, dx + \int_{\Gamma} \varphi(|u(t)|, \gamma(t)) \, d\mathcal{H}^{N-1} \leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla w(t)|^2 \, dx + \int_{\Gamma} \varphi(0, \gamma(t)) \, d\mathcal{H}^{N-1} \leq C,
\]

since \(w \in H^1((0, T); H^1(\Omega))\) and \(\varphi\) is bounded. In particular, \(|\nabla u(t)| \leq C\) for \(t \in [0, T]\) and, by Poincaré inequality,

\[
\|u(t)\|_{H^1(\Omega \setminus \Gamma)} \leq C,
\]

where \(C\) denotes different constants independent of \(t \in [0, T]\). By a truncation argument, from the fact that \(\text{sup}_{t \in [0, T]} \|u(t)\|_{L^\infty(\Omega)} \leq M\) it follows that \(\|u(t)\|_{L^\infty(\Omega)} \leq M\) and, in turn, \(|\nabla u(t)| \leq 2M\) for every \(t \in [0, T]\). Since for every \(y \in [0, +\infty)\) the function \(\varphi(y, \cdot)\) is nondecreasing, defining \(\bar{\gamma}(t) := \gamma(t) \wedge 2M\) one has

\[
E(u(t), \bar{\gamma}(t)) \leq E(u(t), \gamma(t)),
\]

so that the pair \((u(t), \bar{\gamma}(t))\) is still globally stable at time \(t\).

In the sequel, thanks to the previous remark, we will always assume \(\gamma \in [0, 2M]\). Finally, we give the definition of irreversible quasistatic evolution.

Definition 2.4. An irreversible quasistatic evolution is a function \(t \mapsto (u(t), \gamma(t))\) from \([0, T]\) to \(H^1(\Omega \setminus \Gamma) \times L^\infty(\Gamma)^+\) such that the following conditions are satisfied:

(a) (unilateral) global stability: \((u(t), \gamma(t))\) is globally stable at time \(t\) for every \(t \in [0, T]\);

(b) irreversibility: \(t \mapsto \gamma(t)\) is nondecreasing;

(c) energy balance: the function \(t \mapsto \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla \dot{w}(t) \, dx\) belongs to \(L^1([0, T])\) and for every \(t \in [0, T]\)

\[
E(u(t), \gamma(t)) = E(u(0), \gamma(0)) + \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) \cdot \nabla \dot{w}(s) \, dx \, ds.
\]

Unfortunately, we are not able to provide an existence result for such evolutions in the general case. This will be proved only when the unloading response is constant (see Section 5). For this reason, we extend the definition of irreversible quasistatic evolution to the setting of Young measures.

3. Irreversible Quasistatic Evolution in the Setting of Young Measures

We give here a weak formulation of irreversible quasistatic evolution, in the framework of Young measures. In the whole section we will assume that \(c\) and \(d\) are fixed real numbers such that \(-\infty < c < d < +\infty\).

3.1. Young Measures. We recall now some definitions and properties of Young measures that will be useful in the sequel. For the results contained in this subsection, see [11]. We set:

\[
\mathcal{P}([c, d]) := \{\text{probability measures on } [c, d]\} = \{\nu \in \mathcal{M}_b^+(\mathbb{R}) : \nu([c, d]) = 1\}.
\]

We recall the following useful characterization of probability measures in \([c, d]\) (see [3, Proposition 1.3.8], where a slightly different version of the proposition is stated).

Proposition 3.1. For each nonincreasing, left continuous function \(F : [c, d] \to [0, 1]\) that satisfies \(F(c) = 1\), there is a unique measure \(\nu \in \mathcal{P}([c, d])\) such that the equality \(F(a) = \nu([a, d])\) holds at each \(a \in [c, d]\).

We now give the definition of measurable family in \(\mathcal{P}([c, d])\).

Definition 3.2. We say that a family \((\nu_x)_{x \in \Gamma}\) in \(\mathcal{P}([c, d])\) is measurable if for every \(A \in \mathcal{B}(\mathbb{R})\) the scalar function \(x \mapsto \nu_x(A)\) is measurable with respect to the \(\sigma\)-algebra \(\mathcal{B}(\Gamma)\). The set of all such families is denoted with \(\mathcal{P}(\Gamma, [c, d])\).
Definition 3.3. We define the collection of Young measures on $\Gamma \times [c,d]$ with respect to the measure $\mathcal{H}^{N-1}$ as the set
\[
\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d]) := \{ \lambda \in \mathcal{M}_p^+ (\Gamma \times [c,d]) : \lambda(A \times [c,d]) = \mathcal{H}^{N-1}(A) \; \forall A \in \mathcal{B}(\Gamma) \}.
\]

We introduce now a topology in $\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$.

Definition 3.4. Let $(\lambda_j)$ be a sequence in $\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$. We say that $(\lambda_j)$ $w^*$-converges to $\lambda \in \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$ if
\[
\int_{\Gamma \times [c,d]} f d\lambda_j \to \int_{\Gamma \times [c,d]} f d\lambda
\]
for every $f \in C^0(\Gamma \times [c,d])$. We will also write $\lambda_j \overset{\mathcal{Y}}{\to} \lambda$.

The following compactness result holds.

Theorem 3.5 (Compactness Theorem). $\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$ endowed with the $w^*$-topology is sequentially compact.

Next theorem gives the connection between Young measures and measurable families in $\mathcal{P}([c,d])$.

Theorem 3.6 (Disintegration Theorem). The map $\Phi : \mathcal{P}(\Gamma, [c,d]) \to \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$ which associates to $(\nu_x)_{x \in \Gamma}$ the Young measure $\lambda$ given by
\[
\lambda(G) := \int_\Gamma \int_{[c,d]} 1_G(x, \xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}(x) \quad G \in \mathcal{B}(\Gamma \times [c,d])
\]
induces a bijection between $\mathcal{P}(\Gamma, [c,d])/\sim$ and $\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$, where $\sim$ is the equivalence relation defined by
\[
\nu_1 \sim \nu_2 \iff (\nu_1)_x = (\nu_2)_x \text{ for } \mathcal{H}^{N-1} \cdot \text{a.e. } x \in \Gamma.
\]

Definition 3.7. Let $u : \Gamma \to [c,d]$ be a measurable function. We denote by $\delta_u$ the element of $\mathcal{P}(\Gamma, [c,d])$ defined by
\[
(\delta_u)_x = \delta_{u(x)} \text{ for } \mathcal{H}^{N-1} \cdot \text{a.e. } x \in \Gamma.
\]

Identifying $\mathcal{P}(\Gamma, [c,d])/\sim$ and $\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$ in the sense of Theorem 3.6, we will refer to $\delta_u$ as the concentrated Young measure associated to $u$.

The following theorem (see [11, Theorem 17]) will be useful in the proof of the main result of the paper.

Theorem 3.8. Let $(u_k)_{k \in \mathbb{N}}$ be a sequence of measurable functions from $\Gamma$ to $[c,d]$. Suppose that $\delta_{u_k} \overset{\mathcal{Y}}{\to} \nu$ for some $\nu \in \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$. Let $\phi : \Gamma \times [c,d] \to \mathbb{R}$ be a Carathéodory function, that is, $\phi$ is measurable and $\phi(x, \cdot)$ is continuous for $\mathcal{H}^{N-1} \cdot \text{a.e. } x \in \Gamma$. In addition, assume that $x \mapsto \phi(x, u_k(x))$ is uniformly integrable. Then $\phi(x, \cdot)$ is $\nu_x$-integrable for $\mathcal{H}^{N-1} \cdot \text{a.e. } x \in \Gamma$ and
\[
\lim_{k \to +\infty} \int_\Gamma \phi(x, u_k(x)) \, d\mathcal{H}^{N-1}(x) = \int_\Gamma \int_{[c,d]} \phi(x, \xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}(x).
\]

We conclude the subsection with a proposition that will be used in Remark 5.2.

Proposition 3.9. Let $u, u_k : \Gamma \to [c,d]$ be measurable functions. Then
\[
u_k \to u \text{ in measure } \iff \delta_{u_k} \overset{\mathcal{Y}}{\to} \delta_u.
\]

3.2. Partial Ordering for Young Measures. Let us consider the following order relation in $\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$.

Definition 3.10. Let $\nu_1, \nu_2 \in \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$. We say that $\nu_1 \preceq \nu_2$ if for every $A \in \mathcal{B}(\Gamma)$ and for every $a \in [c,d]$ there holds
\[
\int_A (\nu_1)_x([a,d]) \, d\mathcal{H}^{N-1}(x) \leq \int_A (\nu_2)_x([a,d]) \, d\mathcal{H}^{N-1}(x).
\]

Proposition 3.11. Let $\nu_1, \nu_2 \in \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c,d])$. The following conditions are equivalent:
Remark 3.12. In particular, if \( \nu_1 = \delta_{f_1} \) and \( \nu_2 = \delta_{f_2} \), with \( f_1, f_2 : \Gamma \to [c, d] \) measurable functions, then \( \nu_1 \leq \nu_2 \) is equivalent to \( f_1 \leq f_2 \) \( \mathcal{H}^{N-1} \)-a.e. on \( \Gamma \).

Remark 3.13. For every \( \nu \in \mathcal{P}(\Gamma, [c, d]) \) and \( a \in [c, d] \) let \( z^a_\nu : \Gamma \to [0, 1] \) be the measurable function defined by \( z^a_\nu(x) := \nu([a, d]) \) for \( \mathcal{H}^{N-1} \)-a.e. \( x \in \Gamma \). Using this notation, \( \nu_1 \leq \nu_2 \) is equivalent to \( z^a_{\nu_1} \leq z^a_{\nu_2} \) \( \mathcal{H}^{N-1} \)-a.e. on \( \Gamma \), for every \( a \in [c, d] \).

Remark 3.14. From condition (iii) of Proposition 3.11 it follows that the inequality between Young measures is preserved under the limit operation. More precisely, let \( (\nu_n) \) and \( (\mu_n) \) be two sequences of Young measures such that \( \nu_n \overset{\mathcal{Y}}{\to} \nu^* \), \( \mu_n \overset{\mathcal{Y}}{\to} \mu^* \) and \( \nu_n \leq \mu_n \) for every \( n \in \mathbb{N} \). Then \( \nu^* \leq \mu^* \).

Definition 3.15. Let \( D \subset [0, T] \) and let \( \nu : D \to \mathcal{Y}(\mathcal{H}^{N-1}, [c, d]) \) be a function that associates to every \( s \in D \) a Young measure \( \nu^s \). We say that \( \overline{\nu} \in \mathcal{Y}(\mathcal{H}^{N-1}, [c, d]) \) is the supremum over \( s \in D \) of the family of measures \( \{\nu^s : s \in D\} \) if the following two conditions hold:

\begin{enumerate}[(i)]
  \item \( \nu^s \preceq \overline{\nu} \) for every \( s \in D \);
  \item if \( \mu \in \mathcal{Y}(\mathcal{H}^{N-1}, [c, d]) \) and \( \nu^s \preceq \mu \) for every \( s \in D \), then \( \overline{\nu} \preceq \mu \).
\end{enumerate}

We will also write \( \overline{\nu} = \sup_{s \in D} \nu^s \).

In the same way one can define the infimum of a family of Young measures.

Proposition 3.16. Let \( F = \{\nu^s : s \in D\} \subset \mathcal{Y}(\mathcal{H}^{N-1}, [c, d]) \) be a family of Young measures on \( \mathcal{H}^{N-1} \) \( \mathcal{Y} \) \( \Gamma \times [c, d] \). Then, the supremum (infimum) of \( F \) exists and is unique.

Proof. For every \( a \in [c, d] \), we set

\[ f(a, \cdot) := \text{ess sup}_{s \in D} z^a_{\nu^s}, \]

where the functions \( z^a_{\nu^s} \) are defined in Remark 3.13. We recall that the essential supremum (see [10, Proposition, VI-1-1])

\[ z = \text{ess sup}_{i \in I} z_i \]

of an arbitrary family \( (z_i)_{i \in I} \) in \( L^\infty(\Gamma)^+ \) is defined as the unique (up to \( \mathcal{H}^{N-1} \)-equivalence) function in \( L^\infty(\Gamma)^+ \) such that

\begin{itemize}
  \item \( z \geq z_i \) \( \mathcal{H}^{N-1} \)-a.e. on \( \Gamma \) for every \( i \in I \);
  \item if \( q \in L^\infty(\Gamma)^+ \) and \( q \geq z_i \) \( \mathcal{H}^{N-1} \)-a.e. on \( \Gamma \) for every \( i \in I \), then \( q \geq z \) \( \mathcal{H}^{N-1} \)-a.e. on \( \Gamma \).
\end{itemize}

By definition of essential supremum, it follows that \( f(c, \cdot) = 1 \) \( \mathcal{H}^{N-1} \)-a.e. on \( \Gamma \). Moreover, for every \( a, b \in [c] \cup ([c, d] \cap \mathbb{Q}) \) with \( a \leq b \) there exists a set \( J^{a,b} \subset \Gamma \) with \( \mathcal{H}^{N-1}(J^{a,b}) = 0 \) such that

\[ f(a, x) \geq f(b, x) \quad \text{for every} \quad x \in \Gamma \setminus J^{a,b}. \]

Let us define the set \( J \subset \Gamma \) as

\[ J := \bigcup_{a, b} J^{a,b}, \]
where the union is taken among all $a, b \in \{c\} \cup ((c, d] \cap \mathbb{Q})$ with $a \leq b$. Then, $\mathcal{H}^{N-1}(J) = 0$ and for every $a, b \in \{c\} \cup ((c, d] \cap \mathbb{Q})$ with $a \leq b$ there holds

$$f(a, x) \geq f(b, x) \quad \text{for every } x \in \Gamma \setminus J.$$ 

Let $x \in \Gamma \setminus J$ be chosen arbitrarily. Since $f(\cdot, x)$ is nonincreasing in $\{c\} \cup ((c, d] \cap \mathbb{Q})$ we can modify it in such a way that it is left-continuous. We define $f(c, x) = 1$ and for every $a \in (c, d]$ we set

$$\hat{f}(a, x) := \lim_{b \searrow a, b \in \{c\} \cup ((c, d] \cap \mathbb{Q})} f(b, x).$$

By construction, the function $x \mapsto \hat{f}(a, x)$ is measurable for every $a \in [c, d]$. Moreover, for $\mathcal{H}^{N-1}$-a.e. $x \in \Gamma$ the function $a \mapsto \hat{f}(a, x)$ is nonincreasing and left-continuous, and $\hat{f}(c, x) = 1$. Thus, by Proposition 3.1 for $\mathcal{H}^{N-1}$-a.e. $x \in \Gamma$ there exists a probability measure $\mathfrak{T}_x \in \mathcal{P}([c, d])$ such that $\hat{f}(a, x) = \mathfrak{T}_x([a, d])$ for every $a \in [c, d]$. Let us set

$$\mathcal{G} := \{ A \in \mathcal{B}([c, d]) : x \mapsto \mathfrak{T}_x(A) \text{ is measurable} \}.$$

We want to show that $\mathcal{G} = \mathcal{B}([c, d])$. First of all, observe that by the continuity properties of measures along monotone sequences of sets it follows that $\mathcal{G}$ is a monotone class. Moreover, one can easily check that $\mathcal{G}$ contains the algebra generated by all the intervals $[a, d]$ with $a \in [c, d]$. From the Monotone Class Theorem (see e.g. [3]) we get $\mathcal{G} = \mathcal{B}([c, d])$. At this point, by Theorem 3.6 we conclude that $\mathfrak{T} \in \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])$. Using the properties of the essential supremum one can check that, by construction, $\mathfrak{T}$ satisfies properties $(i)$ and $(ii)$. Uniqueness follows immediately by property $(ii)$.

**Remark 3.17.** For every $s \in D$, let $f^s : \Gamma \rightarrow [c, d]$ be a measurable function and set $\nu^s = \delta_{f^s}$. Then

$$\sup_{s \in D} \nu^s = \sup_{s \in D} \delta_{f^s} = \delta_{\text{ess sup}_{s \in D} f^s}.$$ 

**Remark 3.18.** When dealing with a finite number $m \in \mathbb{N}$ of Young measures, we will simply use the notation $\sup_{i=1, \ldots, m} \nu_i := \nu_1 \vee \ldots \vee \nu_m$. In the case $m = 2$, when $\nu_1 = \delta_f$ with $f : \Gamma \rightarrow [c, d]$ a measurable function, there holds

$$(\delta_f \vee \nu_2)_x = \nu_2([c, f(x)]) \delta_{f(x)} + (\nu_2)_x \mid_{f(x), d} \quad \text{for } \mathcal{H}^{N-1} \text{-a.e. } x \in \Gamma,$$

where $\nu_2 \mid_{f(x), d}$ denotes the restriction of the measure $\nu_2$ to the interval $(f(x), d]$. The previous inequality can be easily proved evaluating the two measures in the sets $[a, d]$ for every $a \in [c, d]$.

We state now a preliminary lemma and a useful version of the Helly’s Selection Principle. For similar results in the context of nondecreasing set functions, see [5, Lemma 6.2 and Theorem 6.3].

**Lemma 3.19.** Let $\nu_1, \nu_2 : [0, T] \rightarrow \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])$ be two nondecreasing functions such that

$$\nu_1^s \leq \nu_2^s \quad \text{and} \quad \nu_2^s \leq \nu_1^s \quad (3.1)$$

for every $s, t \in [0, T]$ with $s < t$. Let $D$ be the set of points $t \in [0, T]$ such that $\nu_1^t = \nu_2^t$. Then, $[0, T] \setminus D$ is at most countable.

**Proof.** Let us fix $A \subset \Gamma$ relatively open. For $i = 1, 2$, consider the functions $f_i : [c, d] \times [0, T] \rightarrow \mathbb{R}$ defined by

$$f_i(a, t) := \int_A (\nu_i)_x([a, d]) \, d\mathcal{H}^{N-1}.$$ 

By the continuity properties of measures along decreasing sequences of sets, it follows that $f_i(\cdot, t)$ ($i = 1, 2$) is left-continuous for every $t \in [0, T]$. Moreover, $f_i(\cdot, \cdot)$ ($i = 1, 2$) is nondecreasing for every $a \in [c, d]$. Then, for every $a \in (c, d] \cap \mathbb{Q}$ there exists an at most countable set $J^A_a \subset [0, T]$ such that both $f_1(a, \cdot)$ and $f_2(a, \cdot)$ are continuous at every point of $[0, T] \setminus J^A_a$. Let $J^A$ be the (at most countable) set defined by $J^A := \bigcup_a J^A_a$, where the union is taken among all $a \in \{c\} \cup ((c, d] \cap \mathbb{Q})$. Then, using $(3.1)$ we get that for every $t \in [0, T] \setminus J^A$ there holds
f_t(a, t) = f_2(a, t) for every a ∈ \{c\} \cup (\{c, d\} \cap \mathbb{Q}) and, by the left-continuity, for every a ∈ [c, d]. That is, for every t ∈ [0, T] \ J^{A} and for every a ∈ [c, d]
\[
\int_{A} (\nu'_{1})_{x}([a, d]) \, d\mathcal{H}^{N-1} = \int_{A} (\nu'_{2})_{x}([a, d]) \, d\mathcal{H}^{N-1}.
\]
(3.2)

Let us consider a countable \(\pi\)-system \((A_n)_{n \in \mathbb{N}}\) on \(\Gamma\) that generates the \(\sigma\)-algebra \(\mathcal{B}(\Gamma)\). We recall that a \(\pi\)-system on \(\Gamma\) is a family of subsets of \(\Gamma\) which is closed under the formation of finite intersections and contains \(\Gamma\). Analogously to what we have done when \(A \in \mathcal{B}(\Gamma)\) was fixed, for every \(n \in \mathbb{N}\) we can define an at most countable set \(J^{A_n} \subset [0, T]\) such that relation (3.2) holds with \(A\) replaced by \(A_n\) for every \(t \in [0, T] \setminus J^{A_n}\). Defining \(J := \bigcup_{n \in \mathbb{N}} J^{A_n}\) we get that for every \(t \in [0, T] \setminus J\) there holds
\[
\int_{A_n} (\nu'_{1})_{x}([a, d]) \, d\mathcal{H}^{N-1} = \int_{A_n} (\nu'_{2})_{x}([a, d]) \, d\mathcal{H}^{N-1}
\]
for every \(a \in [c, d]\) and \(n \in \mathbb{N}\). By \[3, \text{Corollary 1.6.2}\] we obtain that \(\nu'_{1} = \nu'_{2}\) for every \(t \in [0, T] \setminus J\), hence the thesis with \(D = [0, T] \setminus J\).

\[\square\]

**Theorem 3.20** (Helly’s Selection Principle for Young Measures). Let \((\nu_n)\) be a sequence of nondecreasing functions from \([0, T]\) into \(\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\). Then there exists a subsequence, still denoted by \((\nu_n)\), and a nondecreasing function \(\nu: [0, T] \rightarrow \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\), such that \(\nu''_{n} \xrightarrow{\text{weak}} \nu^{t}\) for every \(t \in [0, T]\).

**Proof.** Let \(D_1\) be a countable dense set of \((0, T)\). Using the Compactness Theorem 3.5, Remark 3.14 and a diagonal argument, we find a subsequence, still denoted by \((\nu_n)\), and a nondecreasing function \(\nu: D_1 \rightarrow \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\) such that \(\nu''_{n} \xrightarrow{\text{weak}} \nu^{t}\) for every \(t \in D_1\). Let \(\nu_{-} : (0, T) \rightarrow \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\) and \(\nu_{+} : [0, T) \rightarrow \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\) be the nondecreasing functions defined by
\[
\nu_{-} := \sup_{s \in D_1, s < t} \nu^{s} \quad \text{for } t \in (0, T) \quad \text{and} \quad \nu_{+} := \inf_{s \in D_1, s > t} \nu^{s} \quad \text{for } t \in [0, T).
\]

Let \(D\) be the set of points \(t \in [0, T]\) such that \(\nu_{-} = \nu_{+}\). As \(\nu_{-}\) and \(\nu_{+}\) satisfy (3.1), by Lemma 3.19 the set \([0, T] \setminus D\) is at most countable. Since \(\nu_{-} \leq \nu^{t} \leq \nu_{+}\) for every \(t \in D_1\), we have \(\nu^{t} = \nu_{-} = \nu_{+}\) for every \(t \in D \cap D_1\). For every \(t \in D \setminus D_1\) we define \(\nu^{t} := \nu^{t}_{-} = \nu^{t}_{+}\). Let us show that this is a good choice. Suppose \(t \in D \setminus D_1\) is fixed. By the Compactness Theorem 3.5 we may assume that \(\nu''_{n}\) converges, up to subsequences, to a measure \(\nu^{t} \in \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\). For every \(s_1, s_2 \in D_1\) with \(s_1 < t < s_2\), by Remark 3.14 we have \(\nu^{s_1} \leq \nu^{t} \leq \nu^{s_2}\). Hence, it follows that \(\nu_{-} \leq \nu^{t} \leq \nu_{+}\) and, by the definition of \(D\), \(\nu_{-} = \nu^{t} = \nu_{+}\). Therefore \(\nu''_{n} \xrightarrow{\text{weak}} \nu^{t}\) for every \(t \in D \cup D_1\). Since \([0, T] \setminus (D \cup D_1)\) is at most countable, by a diagonal argument we find a further subsequence, which we still denote by \((\nu_n)\), and a function \(\nu: [0, T] \setminus (D \cup D_1) \rightarrow \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [c, d])\) such that \(\nu''_{n} \xrightarrow{\text{weak}} \nu^{t}\) for every \(t \in [0, T] \setminus (D \cup D_1)\). Therefore \(\nu''_{n} \xrightarrow{\text{weak}} \nu^{t}\) for every \(t \in [0, T]\), and this implies that \(\nu\) is nondecreasing in \([0, T]\).

\[\square\]

### 3.3. Global Stability for Young measures

In view of Remark 2.3, all the Young measures we will consider belong to \(\mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [0, 2M])\). For \(t \in [0, T]\) the class \(a(t, w)\) of admissible configurations at time \(t\) is defined as
\[
a(t, w) := \{(v, \mu) \in H^{1}(\Omega \setminus \Gamma) \times \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [0, 2M]) : v = w(t) \text{ on } \partial D_{\Omega}, \delta_{[v]} \leq \mu\}.
\]
The total energy associated at time \(t\) to a pair \((v, \mu) \in a(t, w)\) is
\[
E(v, \mu) := \frac{1}{2} \int_{\Omega \setminus \Gamma} \nabla v^{2} \, dx + \int_{\Omega} \int_{[0, 2M]} \varphi(|v|, \xi) \, d\mu_{x}(\xi) \, d\mathcal{H}^{N-1}.
\]
In this setting, we can give the definition of (unilateral) global stability.
Definition 3.21. A pair \((u, \nu)\) is said to be globally stable in the sense of Young measures at time \(t \in [0, T]\) if \((u, \nu) \in \mathcal{A}(t, w)\) and
\[
E(u, \nu) \leq E(v, \mu)
\]
for every \((v, \mu) \in \mathcal{A}(t, w)\) with \(\nu \leq \mu\).

Remark 3.22. It turns out that the previous condition is equivalent to \((u, \nu) \in \mathcal{A}(t, w)\) and
\[
E(u, \nu) \leq E(v, \nu \vee \delta_{[\nu]}(\nu))
\]
for every \(v \in H^1(\Omega \setminus \Gamma)\) such that \(v = w(t)\) on \(\partial_D \Omega\). Indeed, let us assume that (3.4) holds and let \(v \in H^1(\Omega \setminus \Gamma)\) be such that \(v = w(t)\) on \(\partial_D \Omega\). Then, we have that \((v, \nu \vee \delta_{[\nu]}(\nu)) \in \mathcal{A}(t, w)\).

Hence, condition (3.4) with the test pair \((v, \nu \vee \delta_{[\nu]}(\nu))\) becomes just (3.5).

Let now (3.5) hold and let \((v, \mu) \in \mathcal{A}(t, w)\) with \(\nu \leq \mu\). By definition of the set \(\mathcal{A}(t, w)\) we have also \(\delta_{[\nu]} \leq \mu\). By (3.5), and since \(\tilde{E}\) is increasing with respect to the second variable we get
\[
E(u, \nu) \leq E(v, \nu \vee \delta_{[\nu]}(\nu)) \leq E(v, \mu \vee \delta_{[\nu]}(\nu)) = E(v, \mu).
\]

Remark 3.23. Assume, in addition, that \(\delta_{\nu} \leq \mu\) and \(\nu \in C^1(\Omega \setminus \Gamma)\).

Definition 3.23. An irreversible quasistatic evolution in the sense of Young measures is a function \(t \mapsto (u(t), \nu')\) from \([0, T]\) to \(H^1(\Omega \setminus \Gamma) \times \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [0, 2M])\) such that the following three conditions are satisfied:

(a’) unilateral global stability: \((u(t), \nu')\) is globally stable in the sense of Young measures at time \(t\) for every \(t \in [0, T]\);

(b’) irreversibility: \(t \mapsto \nu^t\) is nondecreasing with respect to \(\leq\);

(c’) energy balance: the function \(t \mapsto \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla w(t) \, dx\) belongs to \(L^1([0, T])\) and for every \(t \in [0, T]\)
\[
E(u(t), \nu') = E(u(0), \nu^0) + \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) \cdot \nabla w(s) \, dx \, ds.
\]

Remark 3.24. Condition (c’) is equivalent to the following:

(c’’) the function \(t \mapsto E(u(t), \nu^t)\) is absolutely continuous in \([0, T]\) and
\[
\frac{d}{dt} E(u(t), \nu^t) = \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla w(t) \, dx \quad \text{for a.e. } t \in [0, T].
\]

Hence, we do not exclude the possibility that the configuration \((u(t), \nu^t)\) varies in such a way that, for example, \(t \mapsto \|\nabla u(t)\|\) has some jump points. Anyway, the total energy is always an absolutely continuous function of time. Next theorem shows that one inequality in the energy balance is a direct consequence of conditions (a’) and (b’).

Remark 3.25. Let us suppose that for every \(t \in [0, T]\) the pair \((u(t), \nu^t)\) is globally stable at time \(t\). Then, by repeating the arguments of Remark 2.3 we have that (2.2) still holds.

Theorem 3.26. Let \(t \mapsto (u(t), \nu^t)\) be a function from \([0, T]\) into \(H^1(\Omega \setminus \Gamma) \times \mathcal{Y}(\Gamma, \mathcal{H}^{N-1}, [0, 2M])\) that satisfies the global stability condition (a’) and the irreversibility condition (b’) of Definition 3.23. Assume, in addition, that \(t \mapsto \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla w(t) \, dx\) is measurable. Then
\[
E(u(t), \nu^t) \geq E(u_0, \nu^0) + \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) \cdot \nabla w(s) \, dx \, ds.
\]
for every $t \in [0,T]$.

**Proof.** Note that, thanks to Remark 3.25, $t \mapsto \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla \bar{w}(t) \, dx \in L^1([0,T])$. Let now $k \in \mathbb{N}$ be fixed. Consider a subdivision $(t_k)_{0 \leq i \leq n(k)}$ of the interval $[0,t]$ such that $0 = t_0^k \leq t_1^k \leq \ldots \leq t_{n(k)}^k = t$ and

$$
\lim_{k \to \infty} \max_{1 \leq i \leq n(k)} (t_k^i - t_k^{i-1}) = 0.
$$

Let $1 \leq j < n(k)$ be fixed. Thanks to the minimality of the pair $(u(t_j^k), \nu_j^k)$, considering $(u(t_{j+1}^k) - w(t_{j+1}^k) + w(t_j^k), \nu_{j+1}^k)$ as a test pair we get

$$
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u(t_j^k)|^2 \, dx + \int_{\Gamma \setminus [0,2M]} \varphi(\|u(t_j^k)\|, \xi) \, dv_x(\xi) \, d\mathcal{H}^{N-1}(x)
$$

\begin{align*}
&\leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla (u(t_j^k) - w(t_j^k))|^2 \, dx + \int_{\Gamma \setminus [0,2M]} \varphi(\|u(t_j^k)\|, \xi) \, dv_x(\xi) \, d\mathcal{H}^{N-1}(x) \\
&= \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla w(t_j^k)|^2 \, dx + \int_{\Gamma \setminus [0,2M]} \varphi(\|u(t_j^k)\|, \xi) \, dv_x(\xi) \, d\mathcal{H}^{N-1}(x) \\
&\quad + \int_{\Omega \setminus \Gamma} \left( - \nabla w(t_j^k) + \frac{1}{2} \int_{t_j^k}^{t_{j+1}^k} \nabla \bar{w}(s) \, ds \right) \cdot \nabla \bar{w}(s) \, ds \\
&= \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla w(t_j^k)|^2 \, dx + \int_{\Gamma \setminus [0,2M]} \varphi(\|u(t_j^k)\|, \xi) \, dv_x(\xi) \, d\mathcal{H}^{N-1}(x) \\
&\quad + \int_{t_j^k}^{t_{j+1}^k} \int_{\Omega \setminus \Gamma} \left( - \nabla u(t_j^k) + X(s) \right) \cdot \nabla \bar{w}(s) \, dx \, ds,
\end{align*}

where we defined

$$
u_j^k := u(t_j^k) \quad \text{and} \quad X(s) := \frac{1}{2} \int_{t_j^k}^{t_{j+1}^k} \nabla \bar{w}(\tau) \, d\tau
$$

for every $s \in (t_j^k, t_{j+1}^k)$. Notice that since $w \in H^1((0,T); H^1(\Omega))$,

$$
\|X(s)\| \to 0 \quad \text{uniformly with respect to} \quad s \in [0,t].
$$

Iterating the previous inequality with $j = n(k) - 1, \ldots, 0$ we obtain

$$
E(u(t), \nu^0) \geq E(u(0), \nu^0) + \int_0^t \int_{\Omega \setminus \Gamma} \left( \nabla u^k(s) - X^k(s) \right) \cdot \nabla \bar{w}(s) \, dx \, ds.
$$

Thanks to (3.7) we have that for a.e. $s \in [0,t]$

$$
\int_{\Omega \setminus \Gamma} X^k(s) \cdot \nabla \bar{w}(s) \, dx \xrightarrow{k \to \infty} 0.
$$

Taking into account last relation and applying Lebesgue Dominated Convergence Theorem

$$
\int_0^t \int_{\Omega \setminus \Gamma} \left( \nabla u^k(s) - X^k(s) \right) \cdot \nabla \bar{w}(s) \, dx \, ds - \int_0^t \int_{\Omega \setminus \Gamma} \nabla u^k(s) \cdot \nabla \bar{w}(s) \, dx \, ds \xrightarrow{k \to \infty} 0,
$$

so that

$$
E(u(t), \nu^0) - E(u(0), \nu^0) \geq \limsup_{k \to \infty} \int_0^t \int_{\Omega \setminus \Gamma} \nabla u^k(s) \cdot \nabla \bar{w}(s) \, dx \, ds.
$$

In order to conclude the proof, let us recall a general result in measure theory (see [4, Lemma 4.12]).

**Lemma 3.27.** Let $X$ be a Banach space and $f \in L^1((0,t); X)$. Then, there exists a sequence of subdivisions $0 = t_0^k \leq t_1^k \leq \ldots \leq t_{n(k)}^k = t$, satisfying (3.6), such that

$$
\lim_{k \to \infty} \sum_{i=1}^{n(k)} \int_{t_{i-1}^k}^{t_i^k} \|f(t_i^k) - f(s)\|_X \, ds = 0.
$$
In particular, we have

\[
\lim_{k \to +\infty} \sum_{i=1}^{n(k)} \left\| \left( t_k^i - t_k^{i-1} \right) f(t_k^i) - \int_{t_k^{i-1}}^{t_k^i} f(s) \, ds \right\|_X = 0,
\]

and

\[
\sum_{i=1}^{n(k)} (t_k^i - t_k^{i-1}) f(t_k^i) \longrightarrow \int_0^t f(s) \, ds \quad \text{strongly in } X.
\]

We apply the previous lemma to the function

\[
f : s \mapsto \left( \int_{\Omega \setminus \Gamma} \nabla u(s) : \nabla \dot{w}(s) \, dx, \nabla \dot{w}(s) \right)
\]

with \( X = \mathbb{R} \times L^2(\Omega; \mathbb{R}^N) \).

Hence, there exists a sequence of subdivisions \( 0 = t_k^0 \leq t_k^1 \leq \ldots \leq t_k^{n(k)-1} \leq t_k^{n(k)} = t \) such that

\[
\int_0^t \int_{\Omega \setminus \Gamma} \nabla u^k(s) : W^k(s) \, dx \, ds \longrightarrow \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) : \nabla \dot{w}(s) \, dx \, ds,
\]

and

\[
\int_0^t \int_{\Omega \setminus \Gamma} \nabla u^k(s) : (\nabla \dot{w}(s) - W^k(s)) \, dx \, ds \to 0,
\]

where

\[
W^k(s) := \nabla \dot{w}(t_k^i), \quad t_k^{i-1} < s \leq t_k^i.
\]

From (3.9), using (3.10) and (3.11), we get the thesis. \( \square \)

The next proposition gives a property of irreversible quasistatic evolutions whose internal variable is localized for \( t = 0 \).

**Proposition 3.28.** Let \( t \mapsto (u(t), \nu^t) \) be an irreversible quasistatic evolution and let \( \nu^0 = \delta_{\gamma_0} \), with \( \gamma_0 : \Gamma \to [0, 2M] \) a measurable function. Let us define for every \( t \in [0, T] \)

\[
\gamma(t) := \gamma_0 \vee \text{ess sup}_{0 \leq s \leq t} |[u(s)]|.
\]

Then, there holds

\[
\delta_{\gamma(t)} \preceq \nu^t \quad \text{for every } t \in [0, T].
\]

**Proof.** Let \( t \in [0, T] \) be fixed. As \( (u(s), \nu^s) \in A(s, w) \) for every \( s \in [0, t] \), in particular we have that

\[
\delta_{|[u(s)]|} \preceq \nu^s \quad \text{for every } s \in [0, t].
\]

Since \( s \mapsto \nu^s \) is increasing and thanks to Remark 3.17, from the previous inequality we get that

\[
\delta_{\text{ess sup}_{0 \leq s \leq t} |[u(s)]|} \preceq \nu^t.
\]

Recalling that \( \delta_{\gamma_0} = \nu^0 \preceq \nu^t \) the thesis follows. \( \square \)

**Remark 3.29.** From the previous proposition it follows that for \( \mathcal{H}^{N-1} \)-a.e. \( x \in \Gamma \) there holds

\[
\nu^t_x([0, \gamma(t)(x))] = 0,
\]

i.e. that \( \text{supp}(\nu^t)_x \subset [\gamma(t)(x), 2M] \).

Finally, we state the main result of the paper.

**Theorem 3.30.** Let \( w \in H^1((0, T); H^1(\Omega)) \) with \( \sup_{t \in [0, T]} \| w(t) \|_{L^\infty(\Omega)} = M < +\infty \), and let \( (u_0, \delta_{\gamma_0}) \) be globally stable at time \( t = 0 \), where \( \gamma_0 : \Gamma \to [0, 2M] \) is a measurable function. Then there exists an irreversible quasistatic evolution in the sense of Young measures \( t \mapsto (u(t), \nu^t) \) such that \( (u(0), \nu^0) = (u_0, \delta_{\gamma_0}) \).
4. Proof of Theorem 3.30

In this section we prove the existence of an irreversible quasistatic evolution in the sense of Young measures, by means of a time discretization procedure. For every \( k \in \mathbb{N} \), let us fix a collection of times \((t^i_k)_{0 \leq i \leq k}\) in \([0, T]\) such that \(0 = t^0_k < t^1_k < \cdots < t^{k-1}_k < t^k_k = T\) and

\[
\lim_{k \to +\infty} \max_{1 \leq i \leq k} (t^i_k - t^{i-1}_k) = 0.
\]

We set \( w^i_k := w(t^i_k) \) for \( k \in \mathbb{N} \) and \( i = 0, \ldots, k \). For \( k \in \mathbb{N} \) fixed and \( i = 0, \ldots, k \), we define the pair \((u^i_k, \gamma^i_k)\) in the following way. First, we set \((u^0_k, \gamma^0_k) := (u_0, \gamma_0)\). Now, let us assume that the pair \((u^{i-1}_k, \gamma^{i-1}_k)\) is given. By induction, we define \( u^i_k \) as a solution of the problem

\[
\min \left\{ E(v, |v| \vee \gamma^{i-1}_k) : v \in H^1(\Omega \setminus \Gamma), v = w^i_k \text{ on } \partial D \Omega \right\}.
\]

Then, we set \( \gamma^i_k := \gamma^{i-1}_k \vee \|u^i_k\| \). The existence of a solution of \((4.1)\) can be proved by using the direct method of the Calculus of Variations.

**Remark 4.1.** Consider the minimum problem

\[
\min \{ E(v, \tau) : (v, \tau) \in \mathcal{A}(t^i_k, w), \tau \geq \gamma^{i-1}_k \}.
\]

Arguing as in Remark 3.22, one can see that the following facts are equivalent:

- the pair \((u^i_k, \gamma^i_k)\) is a solution to \((4.2)\),
- \( u^i_k \) is a solution to \((4.1)\) and \( \gamma^i_k = \gamma^{i-1}_k \vee \|u^i_k\| \).

We define now

\[
u(t) := u^i_k, \quad \gamma(t) := \gamma^i_k, \quad w(t) := w(t^i_k) \quad \text{for } t^i_k \leq t < t^{i+1}_k.
\]

Notice that \( t \mapsto \gamma(t) \) is nondecreasing, since \( \gamma^{i-1}_k \leq \gamma^i_k \). By definition of \((u^i_k, \gamma^i_k)\) and from the fact that \( \varphi([|v|], \cdot) \) is nondecreasing, we get that for \( t^i_k \leq t < t^{i+1}_k \)

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u(t)|^2 dx + \int_{\Gamma} \varphi([|u(t)|], \gamma^i_k) dx \leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v|^2 dx + \int_{\Gamma} \varphi([|v|], |v| \vee \gamma^i_k) dx
\]

for every \( v \in H^1(\Omega \setminus \Gamma) \) with \( v = w(t^i_k) \) on \( \partial D \Omega \). By Remark 2.3, we can assume

\[
\|\gamma(t)\|_{L^\infty(T)} \leq 2M.
\]

By Theorem 3.20, there exists a nondecreasing function \( \nu : [0, T] \to \mathcal{Y}(\Gamma, \mathcal{H}^{-1}, [0, 2M]) \) and a subsequence \( k_j \to +\infty \) such that for every \( t \in [0, T] \)

\[
\delta_{\vartheta_{k_j}(t)} \xrightarrow{\mathcal{Y}} \nu(t).
\]

Let now \( \Theta \subset [0, T] \) be such that \( \mathcal{L}^1(\Theta) = 0 \) and \( \dot{w}(t) \) is well defined for every \( t \in [0, T] \setminus \Theta \). We set

\[\theta_{k_j}(t) := \begin{cases} \int_{\Omega \setminus \Gamma} \nabla u_{k_j}(t) \cdot \nabla \dot{w}(t) dx & \text{for } t \in [0, T] \setminus \Theta, \\ 0 & \text{for } t \in \Theta. \end{cases}\]

By Remark 2.3 it follows that there exists a constant \( C \), independent of \( t \) and \( j \), such that

\[
\|u_{k_j}(t)\|_{H^1(\Omega \setminus \Gamma)} \leq C.
\]

For every \( t \in [0, T] \), we set

\[\theta(t) := \lim_{j \to +\infty} \sup_{j \to +\infty} \theta_{k_j}(t) \cdot \nabla \dot{w}(s) \| \| \nabla \dot{w}(s) \| ds \leq C, \]

Notice that \( \theta \) is measurable, since it is the pointwise limit of a countable family of measurable functions. Moreover,

\[
\int_0^T \theta(s) ds \leq \int_0^T \lim_{j \to +\infty} \sup_{j \to +\infty} \| \nabla u_{k_j}(t) \| \| \nabla \dot{w}(s) \| ds \leq C,
\]
so that \( \theta \in L^1([0,T]) \). By definition of \( \theta \), for every \( t \in [0,T] \) we can still extract a subsequence, possibly depending on \( t \) and denoted by \( (k_j(t))_{j \in \mathbb{N}} \), such that

\[
\theta(t) = \lim_{j \to +\infty} \theta_{k_j(t)}(t).
\]

From (4.7) it follows that we can extract a further subsequence (not relabelled) such that for every \( t \in [0,T] \)

\[
u_{k_j(t)}(t) \rightharpoonup u(t) \text{ weakly in } H^1(\Omega \setminus \Gamma)
\]

and

\[
[u_{k_j(t)}(t)] \to [u(t)] \quad \mathcal{H}^{N-1}\text{-a.e. on } \Gamma
\]

for some \( u(t) \in H^1(\Omega \setminus \Gamma) \).

Finally, we observe that, thanks to (4.9), for every \( t \in [0,T] \setminus \Theta \)

\[
\theta(t) = \lim_{j \to +\infty} \int_{\Omega \setminus \Gamma} \nabla u_{k_j(t)}(t) \cdot \nabla \hat{w}(t) \, dx = \int_{\Omega \setminus \Gamma} \nabla u(t) \cdot \nabla \hat{w}(t) \, dx.
\]

We prove now that the function \( t \mapsto (u(t), \nu^t) \) from \([0,T] \) to \( H^1(\Omega \setminus \Gamma) \times \mathcal{V}(\Gamma, \mathcal{H}^{N-1}, [0,2M]) \) is an irreversible quasistatic evolution. We begin by showing the global stability property \( (\alpha') \).

**Lemma 4.2.** For every \( t \in [0,T] \) we have that \( (u(t), \nu^t) \in \mathcal{A}(t, w) \) and

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u(t)|^2 \, dx + \int_{\Gamma} \int_{[0,2M]} \varphi([|u(t)|], \xi) \, d
\]

\[
\leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v|^2 \, dx + \int_{\Gamma} \int_{[0,2M]} \varphi([|v|], \xi) \, d
\]

for every \( v \in H^1(\Omega \setminus \Gamma) \) with \( v = w(t) \) on \( \partial_D \Omega \).

**Proof.** Fix \( t \in [0,T] \). By (4.9) and from the fact that \( u_{k_j(t)}(t) \to w(t) \) strongly in \( H^1(\Omega) \) it follows that \( u(t) \in H^1(\Omega \setminus \Gamma) \) and \( u(t) = w(t) \) on \( \partial_D \Omega \). Moreover, by definition of \( \gamma_k \), we have that

\[
\delta_{[\nu_{k_j(t)}(t)]} \preceq \delta_{\gamma_{k_j(t)}(t)}.
\]

Passing to the limit as \( j \to +\infty \), thanks to (4.6), (4.10) and Remark 3.14, we get

\[
\delta_{[\nu(t)]} \preceq \nu^t,
\]

and hence \( (u(t), \nu^t) \in \mathcal{A}(t, w) \).

To prove (4.12), let \( v \in H^1(\Omega \setminus \Gamma) \) with \( v = w(t) \) on \( \partial_D \Omega \) and set \( v_{k_j(t)} := v - w(t) + u_{k_j(t)}(t) \).

By (4.4) we get

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v_{k_j(t)}(t)|^2 \, dx + \int_{\Gamma} \varphi([|v_{k_j(t)}(t)|], \gamma_{k_j(t)}(t)) \, d\mathcal{H}^{N-1}
\]

\[
\leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v|^2 \, dx + \int_{\Gamma} \varphi([|v|], \gamma_{k_j(t)}(t)) \, d\mathcal{H}^{N-1}.
\]

Since \( v_{k_j(t)} \to v \) strongly in \( H^1(\Omega \setminus \Gamma) \), using Theorem 3.8 and the fact that \( \varphi \) is bounded we can pass to the limit as \( j \to +\infty \) in the right-hand side of (4.13), obtaining the right-hand side of (4.12). Thanks to (4.9), to prove (4.12) it remains to show that

\[
\int_{\Gamma} \varphi([|u_{k_j(t)}(t)|], \gamma_{k_j(t)}(t)) \, d\mathcal{H}^{N-1} \to \int_{\Gamma} \int_{[0,2M]} \varphi([|u(t)|], \xi) \, d\nu^t_\gamma(\xi) \, d\mathcal{H}^{N-1}.
\]

To this purpose, it will be useful to consider the following extension of \( \varphi \):

\[
\tilde{\varphi}(y, z) := \begin{cases} 
\varphi(y, z) & \text{for } 0 \leq y \leq z; \\
g(z) & \text{for } 0 \leq z < y.
\end{cases}
\]
Then, using again Theorem 3.8

\[
\int_{\Gamma} \hat{\varphi}([u](t), \gamma_{k_j}(t)) \, d\mathcal{H}^{N-1} \rightarrow \int_{\Gamma} \int_{[0,2M]} \hat{\varphi}([u](t), \xi) \, d\nu^t_{\mathcal{H}}(\xi) \, d\mathcal{H}^{N-1} = \int_{\Gamma} \int_{[0,2M]} \varphi([u](t), \xi) \, d\nu^t_{\mathcal{H}}(\xi) \, d\mathcal{H}^{N-1}.
\] (4.15)

Thus, it remains to prove that

\[
I_j := \int_{\Gamma} \left( \hat{\varphi}([u](t), \gamma_{k_j}(t)) - \varphi([u_{k_j}(t)], \gamma_{k_j}(t)) \right) \, d\mathcal{H}^{N-1} \rightarrow 0.
\]

We have

\[
|I_j| \leq \int_{\Gamma \cap \{ \gamma_{k_j}(t) \geq [u(t)] \}} \left| \varphi([u](t), \gamma_{k_j}(t)) - \varphi([u_{k_j}(t)], \gamma_{k_j}(t)) \right| \, d\mathcal{H}^{N-1} + \int_{\Gamma \cap \{ \gamma_{k_j}(t) < [u(t)] \}} \left| \varphi(\gamma_{k_j}(t), \gamma_{k_j}(t)) - \varphi([u_{k_j}(t)], \gamma_{k_j}(t)) \right| \, d\mathcal{H}^{N-1}.
\]

Since \( \varphi(\cdot, z) \) is Lipschitz in \([0, z] \), with Lipschitz constant \( L \) independent of \( z \),

\[
|I_j| \leq L \int_{\Gamma \cap \{ \gamma_{k_j}(t) \geq [u(t)] \}} \| [u](t) - [u_{k_j}(t)] \| \, d\mathcal{H}^{N-1} + L \int_{\Gamma \cap \{ \gamma_{k_j}(t) < [u(t)] \}} \| \gamma_{k_j}(t) - [u_{k_j}(t)] \| \, d\mathcal{H}^{N-1} \leq L \int_{\Gamma \cap \{ \gamma_{k_j}(t) \geq [u(t)] \}} \| [u](t) - [u_{k_j}(t)] \| \, d\mathcal{H}^{N-1} + L \int_{\Gamma \cap \{ \gamma_{k_j}(t) < [u(t)] \}} \| [u(t)] - [u_{k_j}(t)] \| \, d\mathcal{H}^{N-1} = L \int_{\Gamma} \| [u](t) - [u_{k_j}(t)] \| \, d\mathcal{H}^{N-1}.
\]

Passing to the limit as \( j \rightarrow +\infty \) by (4.10) the proof is concluded.

The irreversibility condition (b’) follows by construction, as a consequence of Helly’s Selection Principle (Theorem 3.20). In order to prove the energy equality, we first give an energy estimate for the discrete time evolutions in terms of \( \theta_k \).

**Lemma 4.3.** There exists a numerical sequence \( R_k \rightarrow 0 \) such that

\[
E(u^i_k, \gamma^i_k) \leq E(u_0, \gamma_0) + \int_0^{t_k} \theta_k(s) \, ds + R_k.
\]

for any \( k \in \mathbb{N} \) and for any \( i = 1, \ldots, k \).
Proof. Fix $k \in \mathbb{N}$ and $i \in \{1, \ldots , k\}$. Let $j \in \mathbb{N}$ be such that $1 \leq j \leq i$. By the minimality of $(u_k^j, \gamma_k^j)$, choosing $(u_k^{j-1} - w_k^{j-1} + w_k^j, \gamma_k^{j-1})$ as test pair we have

$$
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u_k^j|^2 \, dx + \int_{\Gamma} \varphi(|u_k^j|) \, d\mathcal{H}^{N-1} \\
\leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u_k^{j-1}|^2 \, dx + \int_{\Gamma} \varphi(|u_k^{j-1}|) \, d\mathcal{H}^{N-1} \\
+ \int_{	au_k^{j-1}}^{	au_k^j} \int_{\Omega \setminus \Gamma} \nabla u_k(s) \cdot \nabla \dot{w}(s) \, ds \, ds + \frac{1}{2} \left( \int_{\tau_k^{j-1}}^{\tau_k^j} \|\nabla \dot{w}(s)\| \, ds \right)^2 \\
\leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u_k^{j-1}|^2 \, dx + \int_{\Gamma} \varphi(|u_k^{j-1}|) \, d\mathcal{H}^{N-1} \\
+ \int_{	au_k^{j-1}}^{	au_k^j} \int_{\Omega \setminus \Gamma} \nabla u_k(s) \cdot \nabla \dot{w}(s) \, ds \, ds + \frac{1}{2} \max_{r=1,\ldots,k} \left( \int_{\tau_k^{j-1}}^{\tau_k^j} \|\nabla \dot{w}(s)\| \, ds \right) \int_{\tau_k^{j-1}}^{\tau_k^j} \|\nabla \dot{w}(s)\| \, ds.
$$

Iterating the previous inequality for $j = i, \ldots , 1$, we get the thesis with

$$
R_k = \frac{1}{2} \max_{r=1,\ldots,k} \left( \int_{\tau_k^{r-1}}^{\tau_k^r} \|\nabla \dot{w}(s)\| \, ds \right) \int_0^T \|\nabla \dot{w}(s)\| \, ds,
$$

that goes to 0 as $k \to +\infty$ because of the absolute continuity of the integral. \hfill \Box

Using the previous lemma, we prove the energy balance condition (c) for the continuous-time evolution.

Lemma 4.4. For every $t \in [0,T]$ we have

$$
E(u(t), \nu^t) = E(u_0, \gamma_0) + \int_0^t \theta(s) \, ds.
$$

Proof. By (4.8), we already know that $\theta \in L^1((0,T])$. Let $t \in [0,T]$ be fixed, and let $i$ be such that $\tau_{k_j(t)}^i \leq t < \tau_{k_j(t)}^{i+1}$. Applying the previous lemma, we have

$$
E(u_{k_j(t)}(t), \gamma_{k_j(t)}(t)) \leq E(u_0, \gamma_0) + \int_0^{\tau_{k_j(t)}(t)} \theta_{k_j(t)}(s) \, ds + R_{k_j(t)}.
$$

Recalling that $k_j(t)$ is a subsequence of $k_j$, and that $k_j$ does not depend on $t$, we get

$$
E(u(t), \nu^t) \leq \liminf_{j \to +\infty} E(u_{k_j(t)}(t), \gamma_{k_j(t)}(t)) \leq E(u_0, \gamma_0) + \limsup_{j \to +\infty} \int_0^{\tau_{k_j(t)}(t)} \theta_{k_j(t)}(s) \, ds \\
\leq E(u_0, \gamma_0) + \int_0^t \lim_{j \to +\infty} \theta_{k_j}(s) \, ds = E(u_0, \gamma_0) + \int_0^t \theta(s) \, ds,
$$

where we used (4.9), (4.14) and Fatou’s Lemma. The proof is concluded, observing that the opposite energy inequality comes from Theorem 3.26. \hfill \Box

5. THE CASE OF CONSTANT UNLOADING RESPONSE

In this section we show that in the particular situation in which the function $\varphi$ does not depend on the jump (i.e. $\varphi$ is constant with respect to the first variable), the irreversible quasistatic evolution $t \mapsto (u(t), \nu^t)$ provided by Theorem 3.30 is such that $\nu^t = \delta_{\gamma(t)}$ for every $t \in [0,T]$, where $\gamma(t)$ is defined in (3.12). In this way, we recover the result that Dal Maso and Zanini proved by means of a suitable notion of convergence in [6]. In addition, we show that the discrete-time internal variables $\gamma_k$ defined in (4.3) actually converge in measure to $\gamma(t)$. This improves the $\sigma$-convergence result stated in [6].
**Theorem 5.1.** Let the hypotheses of Theorem 3.30 be satisfied. Assume in addition that \( \varphi(\cdot, z) \) is constant for every \( z \in [0, +\infty) \) and that \( \varphi(y, \cdot) \) is strictly increasing for every \( y \in [0, +\infty) \). Then, the function \( t \mapsto (u(t), \nu^t) \) provided by Theorem 3.30 is an irreversible quasistatic evolution. Moreover, there holds \( \nu^t = \delta_{\gamma(t)} \) for every \( t \in [0, T] \), where \( \gamma(t) \) is defined in (3.12).

**Remark 5.2.** It follows from Theorem 3.1 and Proposition 3.9 that when \( \varphi(\cdot, z) \) is constant for every \( z \in [0, +\infty) \) and \( \varphi(y, \cdot) \) is strictly increasing for every \( y \in [0, +\infty) \)

\[
\gamma_{k_j(t)}(t) \to \gamma(t) \quad \text{in measure on } \Gamma.
\]

**Remark 5.3.** If one removes the assumption that \( \varphi(y, \cdot) \) is strictly increasing, in general the equality \( \nu^t = \gamma(t) \) does not hold. Nevertheless, we have that the function \( t \mapsto (u(t), \gamma(t)) \) is an irreversible quasistatic evolution with the property \( E(u(t), \nu^t) = E(u(t), \delta_{\gamma(t)}) \) for every \( t \in [0, T] \).

**Proof.** By Theorem 3.30, there exists an irreversible quasistatic evolution in the sense of Young measures \( t \mapsto (u(t), \nu^t) \) such that \( (u(0), \nu^0) = (u_0, \delta_{\gamma_0}) \). Let us show that \( \nu^t = \delta_{\gamma(t)} \) for every \( t \in [0, T] \). Let us fix \( t \in (0, T] \). Since \((u(t), \nu^t)\) is globally stable, for every \( v \in H^1(\Omega \setminus \Gamma) \) with \( v = w(t) \) on \( \partial_\Omega \), we have

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u(t)|^2 dx \leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v|^2 dx + \int_{\Gamma} \int_{[0,2M]} \varphi(\|v\|, \|v\| \lor \xi) d\nu^t_2(\xi) d\mathcal{H}^{N-1}
\]

\[
- \int_{\Gamma} \int_{[0,2M]} \varphi(\|u(t)\|, \|v\| \lor \xi) d\nu^t_2(\xi) d\mathcal{H}^{N-1}.
\]

Using the fact that \( \varphi(\cdot, z) \) is constant for every \( z \in [0, +\infty) \), we can write

\[
\int_{\Gamma} \int_{[0,2M]} \left( \varphi(\|v\|, \|v\| \lor \xi) - \varphi(\|u(t)\|, \|v\| \lor \xi) \right) d\nu^t_2(\xi) d\mathcal{H}^{N-1}
\]

\[
= \int_{\Gamma} \int_{\{\xi < \|v\|\}} \left( \varphi(\|v\|, \|v\| \lor \xi) - \varphi(\|u(t)\|, \|v\| \lor \xi) \right) d\nu^t_2(\xi) d\mathcal{H}^{N-1}.
\]

Since, by Remark 3.29, \( \gamma(t) \leq \xi \) for every \( \xi \in \text{supp}(\nu^t) \), and \( \varphi(y, \cdot) \) is increasing for every \( y \in [0, +\infty) \), we have

\[
\int_{\Gamma} \int_{\{\xi < \|v\|\}} \left( \varphi(\|v\|, \|v\| \lor \xi) - \varphi(\|u(t)\|, \|v\| \lor \xi) \right) d\nu^t_2(\xi) d\mathcal{H}^{N-1}
\]

\[
\leq \int_{\Gamma} \int_{\{\xi < \|v\|\}} \left( \varphi(\|v\|, \|v\| \lor \xi) - \varphi(\|u(t)\|, \gamma(t)) \right) d\nu^t_2(\xi) d\mathcal{H}^{N-1}
\]

\[
= \int_{\Gamma} \int_{\{\xi < \|v\|\}} \left( \varphi(\|v\|, \|v\| \lor \gamma(t)) - \varphi(\|u(t)\|, \gamma(t)) \right) d\nu^t_2(\xi) d\mathcal{H}^{N-1}
\]

\[
\leq \int_{\Gamma} \left( \varphi(\|v\|, \|v\| \lor \gamma(t)) - \varphi(\|u(t)\|, \gamma(t)) \right) d\mathcal{H}^{N-1},
\]

where in the last inequality we used the fact that \( \nu^t_2 \) is a probability measure. Relations (5.1), (5.2), and (5.3) imply that

\[
\frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla u(t)|^2 dx + \int_{\Gamma} \varphi(\|u(t)\|, \gamma(t)) d\mathcal{H}^{N-1}
\]

\[
\leq \frac{1}{2} \int_{\Omega \setminus \Gamma} |\nabla v|^2 dx + \int_{\Gamma} \varphi(\|v\|, \|v\| \lor \gamma(t)) d\mathcal{H}^{N-1},
\]

that is, by Remark 3.22, the pair \((u(t), \delta_{\gamma(t)})\) is globally stable in the sense of Young measures at time \( t \). Moreover, \( t \mapsto \gamma(t) \) is nondecreasing. Hence, both conditions \((a')\) and \((b')\) of Definition 3.23 are fulfilled. We can then apply Theorem 3.26 to the function \( t \mapsto (u(t), \delta_{\gamma(t)}) \). We get that for every \( t \in [0, T] \)

\[
E(u(t), \gamma(t)) \geq E(u_0, \gamma_0) + \int_0^t \int_{\Omega \setminus \Gamma} \nabla u(s) \cdot \nabla w(s) dx ds.
\]
Since $t \mapsto (u(t), \nu^t)$ is an irreversible quasistatic evolution in the sense of Young measures, from the last inequality it follows that $E(u(t), \gamma(t)) \geq E(u(t), \nu^t)$ for every $t \in [0, T]$. Hence, we have
\[
\int_{\Gamma} \int_{[0,2M]} \varphi([|u(t)|], \gamma(t)) \, d\nu^t_x(\xi) \, d\mathcal{H}^{N-1} \geq \int_{\Gamma} \int_{[0,2M]} \varphi([|u(t)|], \xi) \, d\nu^t_x(\xi) \, d\mathcal{H}^{N-1}
\]
for every $t \in [0, T]$. By Remark 3.29 and from the fact that $\varphi([|u(t)|], \cdot)$ is strictly increasing we get
\[
\nu^t = \delta_{\gamma(t)} \quad \text{for every } t \in [0, T].
\]

6. Concentration of the Measure $\nu^t$

In Section 4 we provided an existence theorem for an irreversible quasistatic evolution $t \mapsto (u(t), \nu^t)$ in the sense of Young measures. To this aim, for every $k \in \mathbb{N}$ and for every $i = 0, 1, \ldots, k$ we defined by induction the pairs $(u^i_k, \gamma^i_k)$ with the property that
\[(i) \quad u^i_k \text{ is a solution to (4.1) and } \gamma^i_k = [|u^i_k|] \lor \gamma^i_{k-1}.
\]
Then, the piecewise constant functions $u_k : [0, T] \to H^1(\Omega \setminus \Gamma)$ and $\gamma_k : [0, T] \to L^\infty(\Gamma)^+$ were defined in (4.3), and we proved that
\[(ii) \quad \|u_k(t)\|_{H^1(\Gamma)} \leq C \quad \text{for every } k \in \mathbb{N}, \ t \in [0, T],
\]
\[(iii) \quad \gamma_k(t) \xrightarrow{\gamma} \nu^t.
\]
Moreover, we showed that in the particular case in which the unloading response $\varphi(\cdot, z)$ is constant, the limit measure $\nu^t$ has the special form $\nu^t = \delta_{\gamma(t)}$, where $\gamma(t) \in L^\infty(\Gamma)^+$ for every $t \in [0, T]$ (Theorem 5.1).

In this section we investigate whether the same conclusion holds when $\varphi$ satisfies the hypotheses listed in Section 2, without further restrictions. In particular, we want to know if properties $(i)$, $(ii)$ and $(iii)$ imply that $\nu^t$ is an atomic measure for every $t \in [0, T]$.

At the moment, we are not able to give a complete answer to this question. Nevertheless, we show with the following proposition that conditions $(ii)$ and $(iii)$ are not sufficient.

**Proposition 6.1.** There exists a sequence of nonnegative piecewise constant functions
\[p_k : [0, 1] \to H^\frac{1}{p}(\Omega \setminus \Gamma)^+ \quad k \in \mathbb{N}, \]
and a function
\[\nu : [0, 1] \to \mathcal{Y}(\Omega \setminus \Gamma, \mathcal{H}^{N-1}, [0, 1])\]
such that $\nu^t$ is non atomic for $t \in (0, 1]$ and the following two conditions are satisfied:
1. there exists a positive constant $C$ such that
\[\|p_k(t)\|_{H^\frac{1}{p}(\Omega \setminus \Gamma)^+} \leq C, \quad \text{for every } t \in [0, 1] \text{ and } k \in \mathbb{N};
\]
2. setting $\gamma_k(t) := \sup_{0 \leq s \leq t} p_k(s)$ there holds
\[\gamma_k(t) \xrightarrow{\gamma} \nu^t \quad \text{for every } t \in [0, 1].
\]

**Proof.** Let $k \in \mathbb{N}$ be fixed. We set $p_k(t) := 0$ for $0 \leq t < \frac{1}{2^{k+1}}$. When $\frac{2^k}{2^{k+1}} \leq t \leq 1$, we define
\[p_k(t) := \begin{cases} 
\sin(2^k x) & \text{for } x \in \left[\frac{2\pi(2^k-1)}{2^k}, 2\pi\right], \\
0 & \text{otherwise in } [0, 2\pi].
\end{cases}
\]
Let now $t \in (0, 1)$ and let $i \in \{1, \ldots, 2^k - 1\}$ be such that $\frac{i}{2^{k+1}} \leq t < \frac{i+1}{2^k+1}$. We assign $p_k(t)$ as
\[p_k(t) := \begin{cases} 
\sin(2^k x) & \text{for } x \in \left[\frac{2\pi(i-1)}{2^k}, \frac{2\pi i}{2^k}\right], \\
0 & \text{otherwise in } [0, 2\pi],
\end{cases}
\]
Notice that \( p_k(t) \to 0 \) strongly in \( L^2([0, 2\pi]) \) for every \( t \in [0, 1] \). Indeed,

\[
\|p_k(t)\|_{L^2([0, 2\pi])}^2 = \int_0^{2\pi} |p_k(t)|^2\,dx \leq \frac{\pi}{2k} \to 0.
\]

A standard computation shows that

\[
\|p_k(t)\|_{H^\frac{1}{2}([0, 2\pi])}^2 < \pi(\pi + 5).
\]

Let us write the expression of the functions \( \gamma_k(t) \). It turns out that \( \gamma_k(t) = 0 \) for \( 0 \leq t < \frac{1}{2^k + 1} \), and \( \gamma_k(t) = (\sin(2^k x))^+ \) when \( \frac{2^k}{2^k + 1} \leq t \leq 1 \). Fix \( t \in [\frac{1}{2^k + 1}, \frac{2^k}{2^k + 1}] \) and \( i \in \{1, \ldots, 2^k - 1\} \) such that \( \frac{i}{2^k + 1} \leq t < \frac{i + 1}{2^k + 1} \). Then

\[
\gamma_k(t) = \begin{cases} 
(\sin(2^k x))^+ & \text{for } x \in \left[0, \frac{2^k t}{2^k + 1}\right], \\
0 & \text{otherwise in } [0, 2\pi].
\end{cases}
\]

We will prove that for every \( t \in [0, 1] \) we have \( \gamma_k(t) \overset{H}{\to} \gamma \), where \( \gamma^0 = \delta_0 \) and for \( t \in (0, 1] \)

\[
\gamma^t_r(\xi) := 1_{[0, 2\pi t]}(x) \left( \frac{\pi}{\sqrt{1 - \xi^2}} d\xi + \frac{1}{2} \delta_0(\xi) \right) + 1_{(2\pi t, 2\pi]}(x) \delta_0(\xi)
\]

for \( H^{N-1}\text{-a.e. } x \in [0, 2\pi] \). To this purpose, it will be enough to show that

\[
\int_0^{2\pi} a(x) f(p_k(t)(x))\,dx \longrightarrow \int_0^{2\pi} \int_0^{\pi/2} a(x) f(\xi)\,dx\,d\gamma^t_r(\xi)
\]

for every \( a \in C^0([0, 2\pi]) \) and \( f \in C^0([0, 1]) \). For \( t = 0 \) the claim follows immediately. Let us fix \( t \in (0, 1) \), the proof for the case \( t = 1 \) being analogous. For every \( k \in \mathbb{N} \), we have that \( \frac{1}{2^k + 1} \leq t < \frac{1 + 1}{2^k + 1} \), for some \( i_k \in \{0, 1, \ldots, 2^k\} \). Let us fix \( \varepsilon > 0 \) arbitrarily small. There exist two integers \( j \) and \( r_j \) such that \( 0 \leq 2\pi t - \frac{2\pi r_j}{2^j} < \varepsilon \). We have

\[
\int_0^{2\pi} a(x) f(p_k(t)(x))\,dx = I_k^1 + I_k^2,
\]

where

\[
I_k^1 := \int_0^{2\pi r_j} a(x) f(\left(\sin(2^k x))^+\right)\,dx \quad \text{and} \quad I_k^2 := \int_{2\pi r_j}^{2\pi} a(x) f(0)\,dx.
\]

We observe that

\[
I_k^2 \longrightarrow \int_{2\pi t}^{2\pi} a(x) f(0)\,dx = \int_0^{2\pi} \int_0^{\pi/2} a(x) f(\xi) 1_{(2\pi t, 2\pi]}(x) \delta_0(\xi)\,dx\,d\gamma^t_r(\xi).
\]

It remains to compute the limit of \( I_k^1 \) as \( k \to \infty \). We write

\[
I_k^1 = \int_0^{2\pi r_j/2^k} a(x) f(\left(\sin(2^k x))^+\right)\,dx + R_{j,k},
\]

where

\[
R_{j,k} := \int_{2\pi r_j/2^k}^{2\pi} a(x) f(\left(\sin(2^k x))^+\right)\,dx \leq \|f\|_{C^0([0, 2\pi])} \int_{2\pi r_j/2^k}^{2\pi} |a(x)|\,dx.
\]

From the last inequality it follows that for \( \varepsilon \) fixed

\[-\|f\|_{C^0([0, 2\pi])} \int_{2\pi r_j/2^k}^{2\pi} |a(x)|\,dx \leq \liminf_{k \to +\infty} R_{j,k} \leq \limsup_{k \to +\infty} R_{j,k} \leq \|f\|_{C^0([0, 2\pi])} \int_{2\pi r_j/2^k}^{2\pi} |a(x)|\,dx.
\]

Letting \( \varepsilon \) tend to 0 all the terms in the last relation converge to 0. Thus, we conclude that

\[
\lim_{k \to +\infty} I_k^1 = \lim_{j \to +\infty} \lim_{k \to +\infty} \int_0^{2\pi r_j/2^k} a(x) f(\left(\sin(2^k x))^+\right)\,dx.
\]

(6.4)
Let us compute the limit (6.4). For every \( k > j \), we have that \( f \left( (\sin(2^k x))^+ \right) \) is periodic in \([0, \frac{2\pi r_j}{2}]\). Hence, using the Riemann-Lebesgue Lemma we have that when \( k \to +\infty \)
\[
f \left( (\sin(2^k x))^+ \right) \to \frac{2^j}{2\pi r_j} \int_0^{2\pi r_j} f \left( (\sin(2^j x))^+ \right) dx \quad \text{weakly}^* \quad \text{in} \quad L^\infty \left( 0, \frac{2\pi r_j}{2} \right).
\]
Since
\[
\frac{2^j}{2\pi r_j} \int_0^{2\pi r_j} f \left( (\sin(2^j x))^+ \right) dx = \frac{2^j}{2\pi} \left( \int_0^{2\pi} f(\sin(2^j x)) dx + \frac{\pi}{2} f(0) \right)
\]
we have
\[
\lim_{k \to +\infty} \int_0^{2\pi r_j} a(x) f \left( (\sin(2^k x))^+ \right) dx = \int_0^{2\pi} \int_0^1 a(x) f(\xi) \frac{1}{\pi \sqrt{1 - \xi^2}} d\xi dx + \int_0^{\pi r_j} \frac{1}{2} a(x) f(0) dx.
\]
(6.5)
Collecting (6.1), (6.2), (6.4) and (6.5) we conclude the proof. \(\square\)

7. Euler-Lagrange Conditions

In this section we study in detail the Euler-Lagrange conditions satisfied by a pair \((u, \nu)\) which is globally stable in the sense of Young measures at a fixed time \( t \in [0, T] \).

**Proposition 7.1.** Let \( t \in [0, T] \) be fixed and let \((u, \nu)\) be globally stable in the sense of Young measures at time \( t \). For \( x \in \Gamma \) define \( \alpha(x) := \inf \{ z : z \in \text{supp} \nu_x \} \). Then
\[
\int_{\Omega \setminus \Gamma} \nabla u \cdot \nabla \psi dx + \int_{\Gamma} |\psi| \left| 1_{\{0 = |u| = \alpha\}} (\sigma \nu_x(\{0\}) + \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) d\nu_x(\xi) \right) d\mathcal{H}^{N-1}
\]
\[
+ \int_{\Gamma} |\psi| 1_{\{0 < |u| < \alpha\}} \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) d\nu_x(\xi) d\mathcal{H}^{N-1}
\]
\[
+ \int_{\Gamma} |\psi| \text{sgn}[u] 1_{\{0 < |u| < \alpha\}} \int_{[0,2M]} \frac{\partial \varphi}{\partial y}([|u|], \xi) d\nu_x(\xi) d\mathcal{H}^{N-1}
\]
\[
+ \int_{\Gamma} |\psi| 1_{\{0 < |u| = \alpha\}} (\varphi(\alpha) \nu_x(\{\alpha\}) + \int_{[\alpha,2M]} \frac{\partial \varphi}{\partial y}(\alpha, \xi) d\nu_x(\xi) ) d\mathcal{H}^{N-1}
\]
\[
- \int_{\Gamma} |\psi| 1_{\{0 > |u| = -\alpha\}} \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(\alpha, \xi) d\nu_x(\xi) d\mathcal{H}^{N-1} \geq 0
\]
(7.1)
for every \( \psi \in H^1_0(\Omega \setminus \Gamma, \partial_D \Omega) \).

**Proof.** Since \((u, \nu)\) is globally stable, thanks to Remark 3.22 we have that \( E(u, \nu) \leq E(v, \nu \vee \delta_{|\nu|}) \) for every \( v \in H^1(\Omega \setminus \Gamma) \) such that \( v = w(t) \) on \( \partial_D \Omega \). Thus, for every \( \psi \in H^1_0(\Omega \setminus \Gamma, \partial_D \Omega) \) there holds
\[
\liminf_{\eta \to 0^+} \frac{E(u + \eta \psi, \nu \vee (\delta_{|\nu|} + \eta|\nu|)) - E(u, \nu)}{\eta} \geq 0.
\]
(7.2)
Let us show that the liminf in (7.2) is actually a limit and that it coincides with the left-hand side of (7.1). First, for the volume part of the energy, it is clear that
\[
\lim_{\eta \to 0^+} \frac{1}{2} \int_{\Omega \setminus \Gamma} \frac{|\nabla u + \eta \nabla \psi|^2}{\eta} \ dx = \int_{\Omega \setminus \Gamma} \nabla u \cdot \nabla \psi \ dx.
\]
It remains to evaluate the limit:
\[
\lim_{\eta \to 0^+} \int_{\partial_D \Omega} \frac{\varphi([|u| + \eta|\psi|], \xi \vee (\delta_{|u|} + \eta|\nu|))) - \varphi([|u|], \xi)}{\eta} d\nu_x(\xi) d\mathcal{H}^{N-1}.
\]
(7.3)
To this aim, we notice that for $H^{N-1}$-a.e. $x \in \Gamma$

$$\alpha(x) = \max\{a \in [0, 2M] : \nu_x([a, 2M]) = 1\},$$

from which one can check that $\alpha$ is measurable and bounded. Hence, we can divide $\Gamma$ in the following four measurable subsets.

**Step 1.** $x \in \{0 = ||u|| = \alpha\}$. Let $x \in \{0 = ||u|| = \alpha\}$ be fixed. In this case, we have under the integral on $\Gamma$ the expression

$$\int_{[0, 2M]} \frac{\varphi(\eta[\psi](x), \xi \vee \eta[\psi](x)) - \varphi(0, \xi)}{\eta} \ d\nu_x(\xi) = \nu_x(\{0\}) g(\eta[\psi](x)) + \int_{[0, 2M]} \frac{\varphi(\eta[\psi](x), \xi \vee \eta[\psi](x)) - \varphi(0, \xi)}{\eta} \ d\nu_x(\xi).$$

For $\eta$ sufficiently small and $\xi \in (0, 2M)$ fixed we can write

$$\frac{\varphi(\eta[\psi](x), \xi \vee \eta[\psi](x)) - \varphi(0, \xi)}{\eta} = \frac{\varphi(\eta[\psi](x), \xi) - \varphi(0, \xi)}{\eta} = ||\psi(x)|| \frac{\partial \varphi}{\partial y}(\beta, \xi),$$

where $\beta \in (0, \eta[\psi](x))$. Thus, applying Lebesgue Dominated Convergence Theorem we get that

$$\lim_{\eta \to 0^+} \int_{[0, 2M]} \frac{\varphi(\eta[\psi](x), \xi \vee \eta[\psi](x)) - \varphi(0, \xi)}{\eta} \ d\nu_x(\xi)$$

$$= ||\psi(x)|| \left(\sigma \nu_x(\{0\}) + \int_{[0, 2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) \ d\nu_x(\xi)\right).$$

Applying once again Lebesgue Dominated Convergence Theorem we get the second term of the first line of (7.1).

**Step 2.** $x \in \{0 < ||u|| < \alpha\}$. For $x$ fixed and $\eta > 0$ sufficiently small we have

$$\int_{[0, 2M]} \frac{\varphi(\eta[\psi](x), \xi \vee \eta[\psi](x)) - \varphi(0, \xi)}{\eta} \ d\nu_x(\xi)$$

$$= \int_{[0, 2M]} \frac{\varphi(\eta[\psi](x), \xi) - \varphi(0, \xi)}{\eta} \ d\nu_x(\xi) = \int_{[0, 2M]} ||\psi(x)|| \frac{\partial \varphi}{\partial y}(\beta, \xi) \ d\nu_x(\xi),$$

with $\beta \in (0, \eta[\psi](x))$. Applying twice Lebesgue Dominated Convergence Theorem, first for the measure $\nu_x$, and then for $H^{N-1}$, we obtain the second line of (7.1).

**Step 3.** $x \in \{0 < ||u|| < \alpha\}$. For $x$ fixed and $\eta > 0$ sufficiently small the integrand is given by

$$\int_{[0, 2M]} \frac{\varphi(||u(x) + \eta[\psi](x)||, \xi) - \varphi(||u(x)||, \xi)}{\eta} \ d\nu_x(\xi).$$

Passing to the limit as $\eta \to 0^+$ one gets

$$\int_{[0, 2M]} [\psi(x) \text{sgn}([u(x)]) \frac{\partial \varphi}{\partial y}(||u(x)||, \xi)] \ d\nu_x(\xi).$$

This gives the third line of (7.1).

**Step 4.** $x \in \{0 < ||u|| = \alpha\}$. Let us assume that $|u(x)| |\psi(x)| > 0$. In this case we have $|u(x) + \eta[\psi](x)| > |u(x)| = \alpha(x)$. Hence,

$$\int_{[0, 2M]} \frac{\varphi(||u(x) + \eta[\psi](x)||, \xi \vee (||u(x) + \eta[\psi](x)||)) - \varphi(\alpha(x), \xi)}{\eta} \ d\nu_x(\xi)$$

$$= \nu_x(\{\alpha(x)\}) g(||u(x) + \eta[\psi](x)||) - g(\alpha(x))$$

$$+ \int_{(\alpha(x), 2M]} \frac{\varphi(||u(x) + \eta[\psi](x)||, \xi \vee (||u(x) + \eta[\psi](x)||)) - \varphi(\alpha(x), \xi)}{\eta} \ d\nu_x(\xi).$$

(7.4)
For $\xi \in (\alpha(x), 2M]$ fixed and $\eta > 0$ sufficiently small the ratio under the integral sign is given by
\[
\frac{\varphi([|u|(x) + \eta|\psi|(x)], \xi \vee (|[u|(x) + \eta|\psi|(x)])) - \varphi(\alpha(x), \xi)}{\eta} \equiv \frac{\varphi([|u|(x) + \eta|\psi|(x)], \xi) - \varphi(\alpha(x), \xi)}{\eta}.
\]

When $\eta \to 0^+$, the last expression becomes
\[
[\psi](x) \text{sgn}([u](x)) \frac{\partial \varphi}{\partial y}(\alpha(x), \xi) = \frac{[\psi](x)|\varphi(\alpha(x), \xi)|}{\eta}.
\]

Hence, when $\eta \to 0^+$, thanks to Lebesgue Dominated Convergence Theorem the expression in (7.4) tends to
\[
\int_{[0,2M]} \frac{\varphi([|u|(x) + \eta|\psi|(x)], \xi \vee (|[u|(x) + \eta|\psi|(x)])) - \varphi(\alpha(x), \xi)}{\eta} \, d\nu_\varepsilon(\xi).
\]

In case $[u](x)|\psi|(x) < 0$, since $[|u|(x) + \eta|\psi|(x)] = \alpha(x)$ we have
\[
\int_{[0,2M]} \frac{\varphi([|u|(x) + \eta|\psi|(x)], \xi \vee (|[u|(x) + \eta|\psi|(x)])) - \varphi(\alpha(x), \xi)}{\eta} \, d\nu_\varepsilon(\xi).
\]

When $\eta \to 0^+$, using once again Lebesgue Dominated Convergence Theorem, we get that the last expression converges to
\[
[\psi](x) \text{sgn}([u](x)) \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(\alpha(x), \xi) \, d\nu_\varepsilon(\xi) = -[\psi](x) \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(\alpha(x), \xi) \, d\nu_\varepsilon(\xi).
\]

Collecting (7.5) and (7.6) and applying Lebesgue Dominated Convergence Theorem we get the last two lines of relation (7.1).

\[
\square
\]

In the next proposition we give an equivalent formulation for the Euler-Lagrange conditions.

**Proposition 7.2.** Let $t \in [0, T]$ be fixed and let $(u, \nu) \in A(t, w)$. Then (7.1) holds if and only if the following two conditions are fulfilled:

(a) $u$ satisfies
\[
\begin{cases}
\Delta u = 0 & \text{in } \mathcal{D}'(\Omega \setminus \Gamma), \\
u = w(t) & \text{on } H^\frac{1}{2}(\partial_D \Omega), \\
\partial_n u = 0 & \text{on } H^{-\frac{1}{2}}(\partial_D \Omega), \\
\partial_n u^+ = \partial_n u^- & \text{on } H^{-\frac{1}{2}}(\Gamma).
\end{cases}
\]

(b) there exists $h \in L^\infty(\Gamma)$ such that
\[
\begin{align*}
\langle \partial_n u, [\psi] \rangle &= \int_{\Gamma} h[\psi] \, d\mathcal{H}^{N-1} & &\forall \psi \in H^1_0(\Omega \setminus \Gamma, \partial_D \Omega), \\
|h| &\leq \sigma \nu_\varepsilon(\{0\}) + \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) \, d\nu_\varepsilon(\xi) & &\mathcal{H}^{N-1}\text{-a.e. in } J^\varepsilon_\xi \cap \{\alpha = 0\}, \\
|h| &\leq \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) \, d\nu_\varepsilon(\xi) & &\mathcal{H}^{N-1}\text{-a.e. in } J^\varepsilon_\xi \cap \{\alpha > 0\}, \\
h \text{sgn}[u] &= \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(|[u]|, \xi) \, d\nu_\varepsilon(\xi) & &\mathcal{H}^{N-1}\text{-a.e. in } \{0 < |[u]| < \alpha\}, \\
h \text{sgn}[u] \in \Sigma & &\mathcal{H}^{N-1}\text{-a.e. in } \{0 < |[u]| = \alpha\}.
\end{align*}
\]
where \( \Sigma \) is the segment 
\[
\Sigma := \left\{ \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(\alpha, \xi) \, d\nu_x(\xi) + r \, \nu_x(\{\alpha\}) \left( g'(\alpha) - \frac{\partial \varphi}{\partial y}(\alpha, \alpha) \right) : r \in [0,1] \right\}.
\]

Proof. Let us prove the two implications.

**Step 1.** Show that \((7.1) \Rightarrow (a) \) and \((b) \). Specifying \((7.1)\) for an arbitrary \( \psi \in H^1_0(\Omega, \partial \Omega) \) we obtain relations \((7.7)_1-(7.7)_4\). At this point, integrating by parts we have 
\[
\int_{\Omega \setminus \Gamma} \nabla u \cdot \nabla \psi \, dx = -\langle \partial_h u, [\psi] \rangle
\]  
for every \( \psi \in H^1_0(\Omega \setminus \Gamma, \partial \Omega) \). Arguing in the same way as in \([2]\), we obtain the existence of a function \( h \in L^\infty(\Gamma) \) such that \((7.8)_1\) holds. From \((7.1)\), using \((7.9)\) and \((7.8)_1\) and since \( H^\infty(\Gamma) \) is dense in \( L^1(\Gamma) \) we get that 
\[
- \int_{\Gamma} h \, z \, d\mathcal{H}^{N-1} + \int_{\Gamma} |z| \, 1_{\{0=|u|>\alpha\}} \left( \sigma \, \nu_x(\{0\}) \right) + \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}
+ \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(0^+, \xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}
+ \int_{z \, \text{sgn}[u] \, 1_{\{0<|u|<\alpha\}}} \frac{\partial \varphi}{\partial y}(0^+, \xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}
+ \int_{[0,2M]} \frac{\partial \varphi}{\partial y}(\alpha, \xi) \, d\nu_x(\xi) \, d\mathcal{H}^{N-1}
- \int_{\Sigma \setminus \Gamma} \nabla u \cdot \nabla \psi \, dx = -\langle \partial_h u, [\psi] \rangle
\]
for every \( z \in L^1(\Gamma) \). Evaluating the last relation first for functions \( z \geq 0 \) and then for functions \( z \leq 0 \) arbitrary, by a localization argument we obtain \((7.8)_2\).

**Step 2.** Show that \((a) \) and \((b) \) \( \Rightarrow (7.1) \).

Conversely, applying \((7.7)_1\) to an arbitrary \( \psi \in H^1_0(\Omega \setminus \Gamma, \partial \Omega) \), integrating by parts and using conditions \((a) \) and \((b) \) we get \((7.1)\). \( \square \)
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