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Abstract

It is widely accepted that some of the most accurate Value-at-Risk (VaR) estimates are based on an appropriately specified GARCH process. But when the forecast horizon is greater than the frequency of the GARCH model, such predictions have typically required time-consuming simulations of the aggregated returns distributions. This paper shows that fast, quasi-analytic GARCH VaR calculations can be based on new formulae for the first four moments of aggregated GARCH returns. Our extensive empirical study compares the Cornish–Fisher expansion with the Johnson SU distribution for fitting distributions to analytic moments of normal and Student t, symmetric and asymmetric (GJR) GARCH processes to returns data on different financial assets, for the purpose of deriving accurate GARCH VaR forecasts over multiple horizons and significance levels.
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1. Introduction

Since the 1996 Amendment to the Basel I Accord, Value-at-Risk (VaR) has become the standard metric for financial risk assessment and reporting, not only in the major banks that must now use VaR forecasts as a basis for their assessment of market risk capital reserves, but also in asset management, hedge funds, mutual funds, pension funds, corporate treasury and indeed in virtually every large institution worldwide that has dealings in the financial markets.

As a result the academic literature on forecasting VaR is huge.1

Given the widely documented characteristics of financial asset returns, quite complex dynamic models are needed for predicting their distributions. A salient feature is their volatility clustering and generalised autoregressive conditional heteroscedastic (GARCH) models, introduced by Engle (1982), Bollerslev (1986) and Taylor (1986), have proved very successful in capturing this behaviour. Such models can also partially explain why asset returns distributions are skewed and leptokurtic. Some of the most influential academic research concerns the use of GARCH processes to forecast VaR at the aggregate (“top–down”) level, rather than utilizing standard (“bottom–up”) VaR models for assessing a firm’s market risk capital. A path-breaking paper by Berkowitz and O’Brien (2002) utilizes aggregate profit and loss data from six of the world’s major banks to demonstrate a very clearly superior accuracy in top–down GARCH-based VaR estimates relative to more traditional, bottom–up VaR estimates.2

An α% n-day VaR estimate is the loss that will not be exceeded, with a (1 − α)% level of confidence, if the portfolio is left unmanaged over a period of n days. When VaR is quoted as a percentage the current portfolio value, it may therefore be derived from the α-quantile of the n-period portfolio return distribution, as:

$$\text{VaR}_{n,\alpha} = -F_{n,\alpha}^{-1}(\alpha),$$

or equivalently as

$$\int_{-\infty}^{-\text{VaR}_{n,\alpha}} f_{n,\alpha}(x) dx = \alpha \quad (1)$$

where $$F_{n,\alpha}^{-1}$$ is the time t forecast of the inverse distribution function (also called quantile function) for the returns aggregated from time t.
to time $t+n$, and $f_{t+n}$ is the corresponding density function. For the purpose of VaR estimation the GARCH model is usually estimated using daily data. However, for many empirical applications – and especially for computing regulatory capital to cover market risks in banks, which is typically based on a 10-day VaR estimate derived from daily data – we are often interested in longer horizons. The problem is that for $n > 1$ neither $F_{t+n}$ nor $F_{t+n}^{-1}$ is known in closed form (in a GARCH context based on daily data) so they are obtained using simulations. This is in accordance with Engle (2003), who argued in his Nobel lecture that simulations are required to predict the quantiles of the returns distribution over a time horizon which is longer than the frequency of the model, when aggregated returns are generated by a GARCH process. But simulations are only asymptotically exact, so it can be very time consuming to simulate aggregated GARCH returns distributions that allow VaR to be forecast with a satisfactory degree of accuracy.

This computational burden has been an impediment to the adoption of VaR models based on GARCH processes in practice. Furthermore, from an academic perspective, it has reduced the scope for extensive out-of-sample tests of GARCH-based VaR forecasts.

Hence, the need arises for an alternative method of resolution that is less time-consuming than simulation, while retaining the great advantage of accurate GARCH modelling. Given the frequent turmoil in financial markets and the pervasive use of the VaR metric throughout the industry, the construction of fast, accurate and easily implemented VaR forecasts is of significant practical and regulatory importance.

In this paper we forecast aggregated returns distributions using analytic formulae for the higher-order conditional moments of GARCH aggregated returns. Given these moments we compare two VaR forecasts obtained using two different methods to approximate the future returns distribution. The importance of our paper is that it provides a means of generating VaR forecasts based on generic, asymmetric GARCH processes without recourse to time-consuming simulations, thus making the GARCH VaR methodology more generally accessible for practical applications. We present some extensive empirical results of VaR forecasts over different risk horizons and at different quantiles, and based on an out-of-sample period that spans almost 13-years and includes the banking crisis as well as the current European crisis. Using the coverage tests of Christoffersen (1998) we demonstrate that, even during crisis periods, very accurate VaR forecasts can be generated for three broad market risk factors: an equity index (S&P 500), a cross-currency pair (Euro/USD), and a discount bond (3-month US Treasury bill). We also draw interesting comparisons between our proposed methodology and two benchmark methodologies: the first based on accurate but time consuming GARCH simulations, the second based on the square root of time rule (SRTR) often applied in practice for quantile (VaR) scaling.


We estimate the first four moments of aggregated returns for GARCH processes using formulae derived for a generic GJR-GARCH(1,1) model by Alexander, Lazar, and Stanescu (2011), formulae which are similar but not identical to those derived by Wong and So (2003). We prefer to use moments of the asymmetric GJR-GARCH(1,1) process with a generic conditional distribution, instead of the AGARCH $(p, q)$ model considered by Wong and So (2003), because the former model encompasses the majority of the GARCH models that are favoured in the financial forecasting literature: see Awartani and Corradi (2005), Asai and McAleer (2008) and many others.

The reminder of this paper is organised as follows: Section 2 presents the theoretical methodology that we shall implement for our empirical results and explains how analytic formulae for the first four moments of aggregated GARCH returns can be used to approximate VaR; Section 3 presents the data and empirical results; and Section 4 concludes.

2. Analytic approximations for GARCH VaR

We construct quasi-analytic VaR estimates that capture the important characteristics of financial asset returns (i.e. their volatility clustering and non-normal distributions) by applying established moment-based approximation methods to analytic formulae for the first four conditional moments of GARCH aggregated returns.

Consider the following generic GJR specification, introduced by Glosten et al. (1993), for the generating process of a continuously compounded portfolio return from time $t-1$ to time $t$, denoted $r_t$:

$$r_t = \mu + \varepsilon_t, \quad \varepsilon_t = z_t h_t^{1/2}, \quad z_t \sim \text{N}(0,1),$$

with

$$h_t = \alpha + \omega \varepsilon_{t-1}^2 + \lambda I_{\varepsilon_{t-1} < 0} - \beta h_{t-1},$$

where $h_t = \text{V}(r_t | \Omega_{t-1})$ is the variance of the portfolio return, conditional on the information set $\Omega_{t-1} = \{r_s \mid s \leq t \} \geq 1$. In this specification the conditional mean equation is as simple as possible, containing just a constant and an error on the right hand side.4 The conditional variance equation falls into the class of asymmetric GARCH models when $\lambda \neq 0$ because it contains the indicator function $I_{\varepsilon_{t-1} < 0}$, which equals 1 if $\varepsilon_{t-1} < 0$ and zero otherwise. This way, the response of the conditional volatility $h_t$ to errors differs according to whether the error is positive or negative.

The GARCH error $\varepsilon_t$ is a disturbance process and $z_t$ is a sequence of i.i.d. zero mean unit variance random variables with distribution $\text{N}(0,1)$. From henceforth we shall allow $D(0,1)$ to be either a standard normal or a standardized Student $t$ distribution, with degrees of freedom $v$ estimated by maximum likelihood along with the other GARCH model parameters. The symmetric GARCH(1,1) model is obtained by setting $\lambda = 0$. Thus we shall consider four different possibilities for the GARCH processes that are most appropriate for different types of asset returns, namely the normal and Student $t$ GJR and GARCH(1,1) models.5

The steady-state variance $\theta$ of the GARCH model corresponds to setting $\varepsilon_t^2 = h_t = \theta$ for all $t$, in which case the conditional variance equation becomes

$$\theta = \alpha (1 - \psi)^{-1},$$

3 We employ the standard notation $\alpha$ for one of the parameters (reaction) of the GARCH models; this should not be confused with the $\alpha$ notation for the VaR significance level.

4 If there is significant autocorrelation in returns then one or more lagged returns could also be included as explanatory variables. It is not standard to use exogenous explanatory variables in the conditional mean because the focus of the GARCH model is to capture the clustering in volatility that is present in many time series, especially financial time series such as portfolio returns.

5 While the methodology we present is set in the context of univariate GARCH modelling, it could be extended to a multivariate setting that can be used for portfolio optimization, but this is beyond the scope of the current paper.
with \( \varphi = \alpha + \beta \). Note that \( \varphi \) captures the convergence of the conditional variance to the steady-state \( \mathbb{H} \) following a shock to the error term \( \mathbb{e}_t \). The higher the value of \( \varphi \), the greater the variance-mediated dependence between one-period returns, and the slower the convergence of the conditional variance to its steady-state.

The \( n \)-period future aggregated returns generated by the model above are:

\[
R_{n,t} = \frac{1}{n} \sum_{t=s+1}^{n} \mathbb{R}_t
\]

It follows immediately from the linearity of the conditional expectation operator that the conditional mean of these \( n \)-period returns is \( n \mu \). However, expressions for the variance and higher moments of the \( n \)-period return are more complex.

Denote the first four central moments of the \( n \)-period returns as \( M_{(i)}^{n} = E[(R_{n,t} - n\mu)^i] \), for \( i = 1, \ldots, 4 \). Alexander et al. (2011) derive exact formulae for these central moments, and the corresponding standardized moments in a more general set-up. The following special case of these formulae applies for the normal and Student \( t \) GJR models that we consider:

\[
M_{(1)}^{n} = n\mathbb{H} + (1 - \varphi)^{-1}(1 - \varphi^2)(\kappa_{1,1} - \mathbb{H}) \tag{2}
\]

\[
M_{(2)}^{n} = 3\sum_{s=1}^{n-1} E(\kappa_{s,s+1}) \tag{3}
\]

\[
M_{(3)}^{n} = n\kappa_{1,1} + 6\sum_{s=1}^{n-1} E(\kappa_{s,s+1}^2) + 12\sum_{s=1}^{n-1} \sum_{u=1}^{s-1} E(\kappa_{s} \kappa_{s+u} \kappa_{e,s+1}^2) \tag{4}
\]

where \( \kappa_{i,j} \) denotes the kurtosis of \( D \), i.e. \( \kappa_{2} = 3 \) for the standard normal and \( \kappa_{3} = \frac{3(\kappa_{4})}{4} \) for the Student \( t \).

The second term \( \mathbb{H} \) corresponds to the variance of one-period returns when one-period returns are independent; the second term captures the increasing variance of \( n \)-period returns when there is variance-induced dependence in the series of one-period returns, and this increases with both \( \varphi \) and \( n \). In other words, the variance of \( n \)-period returns increases both with the dependence between one-period returns and the aggregation period.

The third and fourth moments (3) and (4) depend on complex (but still closed-form) expressions for the conditional co-dependences of the errors and squared and cubed errors. Because we only consider a symmetric error distribution \( D \), the third moment of the aggregated return depends only on the co-dependence between the error at some time \( t + s \) and its square at time \( t + s + u \). However, the fourth moment contains more complex error co-dependence terms, in addition to a term which depends on the kurtosis of \( D \). The skewness \( T_{\alpha} \) and kurtosis \( K_{\alpha} \) follow immediately, on dividing Eq. (3) by \((M_{(2)}^{n})^{-3/2}\) and \((M_{(2)}^{n})^{-2}\) respectively.

We now present analytic approximations for Eq. (1) based on the first four moments of aggregated GARCH returns and two quite well-established approximation methods—namely the Cornish–Fisher expansion and the Johnson SU distribution. These distributions, which have never before been applied in the GARCH framework, allow analytic approximations for GARCH VaR to be derived purely in terms of the estimated GARCH model parameters.

The expression for the Cornish–Fisher VaR as a function of the first four standardized moments of the \( n \)-day aggregated returns is:

\[
\text{VaR}_{n,\alpha}^{C} = -\frac{z_{\alpha}}{\phi} \left[ z_{\alpha} + \frac{\phi - 3}{2} z_{\alpha}^2 - \frac{3 z_{\alpha}^3}{3} - \frac{2 z_{\alpha}^4}{5} \right] \tag{5}
\]

where \( z_{\alpha} = \Phi^{-1}(\alpha) \) is the lower \( \alpha \)-quantile of the standard normal distribution. The Cornish–Fisher approximation is popular in empirical applications mainly due to its speed and relative simplicity. While expected to perform well in the vicinity of the normal, it has a number of well-documented disadvantages: increasing the order of the approximation does not necessarily improve its error, the resulting quantile function is not necessarily monotonic as a function of the tail probability, and the approximation error increases at extreme quantiles.

The other approximation method we use here, the Johnson SU distribution, differs from the Cornish–Fisher approach in that it is a proper distribution rather than an expansion. A random variable \( x \) is said to follow a Johnson SU distribution if\(^{10}\):

\[
x = \xi + \lambda \sinh \left( \frac{z - \gamma}{\delta} \right) \tag{6}
\]

where \( z \) is a standard normal variable. Tuenter (2001) developed a very fast algorithm for the estimation of the four parameters \( \delta, \gamma, \lambda \) and \( \xi \). Specifically, using Tuenter’s (2001) algorithm, we are matching the first four central moments of the \( n \)-period aggregated GARCH returns (detailed above) to the corresponding moments of a Johnson SU distribution. Although flexible, the main disadvantage of this approach is that a Johnson SU distribution is not guaranteed to exist for any set of mean, variance, skewness and (positive) excess kurtosis. Using Eq. (6), one can immediately write the expression for the Johnson SU VaR as:

\[
\text{VaR}_{n,\alpha}^{SU} = -\frac{\lambda}{\delta} \sinh \left( \frac{z_{\alpha} - \gamma}{\delta} \right) - \xi \tag{7}
\]

3. Empirical methodology and results

The performance of our proposed VaR methodology is tested using equity index (S&P 500), foreign exchange (Euro/USD) and interest rate (3-month Treasury bill) daily data. These three series represent three major market risk types (equity, foreign exchange and interest rate risk, respectively) and within each class they represent the most important risk factors in terms of volumes of exposures. The three data sets used in this application were obtained from Datastream and each comprise over 20 years of daily data, from 1st January 1990 to 31st October 2012.\(^{11}\) Fig. 1 plots the daily log returns for the equity and exchange rate data and the daily changes in the interest rate.\(^{12}\)

Table 1 presents the sample statistics of the empirical unconditional distribution of returns. In accordance with stylized facts on daily financial returns, the mean of every series is not statistically different from zero and the unconditional volatility is highest for equity and lowest for interest rates. The skewness is negative and low (in absolute value) but significant for all three series, so that extreme negative returns are more likely than extreme positive returns of the same

\(^{5}\) Of course, this expression for the steady-state variance only holds when \( \varphi < (0, 1) \); otherwise it is not defined. Also, for asymmetric distributions \( D(0, 1) \) replace \( \mathbb{b} \) by the distribution function evaluated at zero.

\(^{7}\) Expressions for these are given in Appendix 1 of this paper.

\(^{8}\) See Cornish and Fisher (1937) and Fisher and Cornish (1960) for discussing the properties of the Cornish–Fisher approximation. The leptokurtic SU distribution was proposed by Johnson (1949); see also Bowman and Shenton (1983).

\(^{10}\) See Wallace (1958) and Wallace (1959).

\(^{11}\) The Euro was introduced only in 1999, so prior to this the ECU/USD exchange rate is used.

\(^{12}\) First differences in fixed maturity interest rates are the equivalent of log returns on corresponding bonds.
magnitude, while the excess kurtosis is always positive and highly significant, suggesting that the unconditional distributions of the series have more probability mass in the tails than the normal distribution.

We notice that the interest rate sample exhibits the most significant departures from normality, while the Euro/USD series is the closest to normality amongst the three we analyse.\(^{13}\)

Four different GARCH models, namely the baseline GARCH(1,1) and the asymmetric GJR, each with normal and Student t error distributions, are estimated for each of the three time series.\(^{14}\) The estimation is conducted in a rolling window format, where a window of ten years of daily data (window size approximately 2500 observations) is rolled daily for almost thirteen years. The resulting time series of model parameters are subsequently used to estimate the first four conditional moments of aggregated returns based on the analytic formulae from Section 2, from 3rd January 2000 to 31st October 2012, for three time horizons: \(n = 5, 10, 20\) working days, respectively. For the symmetric models – the normal and Student t GARCH(1,1) – the skewness is zero by construction. However, the asymmetric specifications – the normal and Student t GJR – lead to non-zero skewness estimates. All four models yield positive excess kurtosis for all horizons and all time series.

We evaluate the accuracy of the proposed VaR estimates over \(5, 10\) and \(20\)-day risk horizons\(^{15}\) using the now standard coverage tests of Christoffersen (1998).\(^{16}\) We combine the four different GARCH models with two approximation methods, the Johnson SU distribution and the Cornish–Fisher expansion, and derive the VaR estimates for each GARCH model, and for each approximation method, and for \(\alpha = 10\%, 5\%, 1\%\) and \(0.1\%\).

Tables 2–4 summarize the results of the likelihood ratio (LR) tests for the unconditional coverage, independence and conditional coverage for log returns (or, in the case of Treasury bill rates, absolute changes) aggregated over horizons of \(n = 5, 10\) and 20 working days.

3.1. S&P 500

The results in Table 2 show that the model that performs best across all horizons, significance levels and approximation methods is the normal GJR, incurring the smallest number of rejections (and sometimes only marginal rejections) in the coverage tests. The Student t GJR also performs very well, especially when coupled with

Table 1

Summary statistics. The summary statistics are of the equity and exchange rate daily log returns, and of the daily changes in interest rates from 1st January 1990 to 31st October 2012. Asterisks denote significance at 10\% (\(^*\)), 5\% (\(^**\)) and 1\% (\(^***\)). The standard error of the sample mean is equal to the (sample) standard deviation, divided by the square root of the sample size. The standard errors are approximately \((6/T)^{1/2}\) and \((24/T)^{1/2}\) for the sample skewness and excess kurtosis, respectively, where \(T\) is the sample size. We used 252 risk days per year to annualize the standard deviation into volatility. ADF is the Augmented Dickey Fuller test statistic. ARCH test is Engle's test for ARCH effects.

<table>
<thead>
<tr>
<th></th>
<th>S&amp;P 500</th>
<th>Euro/USD</th>
<th>3-Month Treasury bill</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0233%</td>
<td>-0.0002%</td>
<td>-0.0013%</td>
</tr>
<tr>
<td>Maximum</td>
<td>10.96%</td>
<td>3.84%</td>
<td>0.76%</td>
</tr>
<tr>
<td>Minimum</td>
<td>-9.47%</td>
<td>-4.62%</td>
<td>-0.81%</td>
</tr>
<tr>
<td>Volatility</td>
<td>18.32%</td>
<td>10.03%</td>
<td>0.84%</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.2295***</td>
<td>-0.0915***</td>
<td>-0.62662***</td>
</tr>
<tr>
<td>Excess kurtosis</td>
<td>8.8602***</td>
<td>2.4270**</td>
<td>41.2873***</td>
</tr>
<tr>
<td>ADF</td>
<td>-81.9684***</td>
<td>-75.4894***</td>
<td>-15.0652***</td>
</tr>
<tr>
<td>ARCH test</td>
<td>262.8815***</td>
<td>35.2867***</td>
<td>282.6141***</td>
</tr>
</tbody>
</table>

\(^{12}\) We also note that all series are stationary (ADF test statistics are highly significant) and exhibit ARCH effects (highly significant ARCH test statistics).

\(^{13}\) Based on the BIC and AIC information criteria, an AR(3) model was used to remove the autocorrelation in the data for the 3-month Treasury bill sample, while for the S&P 500 sample an AR(2) suffices to remove all autocorrelation in the returns; in what follows, estimation and testing are based on the residuals from these regressions for the two samples. No autocorrelation was found in the foreign exchange data.

\(^{15}\) To avoid using overlapping observations, as this would violate the independence assumption for the indicator process in the unconditional coverage test, we use only every \(n\)-th set of parameter/moments estimates, where \(n\) is either 5, 10 or 20 working days.

\(^{16}\) These tests are described in Appendix 2. See also Kupiec (1995) for earlier related results and Sarma, Thomas, and Shah (2003) for a critical discussion of the methodology as well as an empirical implementation.
Table 2

Coverage tests for the S&P 500 index. Christoffersen’s (1998) likelihood ratio tests for correct conditional coverage for the S&P 500 returns at horizons \( n = 5, 10 \) and 20 working days. Rejections of the null – of correct coverage – are marked with (\( * \)), (\( ** \)) and (\( *** \)) for the 10%, 5% and 1% significance levels, respectively. Empty entries indicate that no exceedances were recorded.

<table>
<thead>
<tr>
<th>Signif. level</th>
<th>Coverage test</th>
<th>Cornish–Fisher VaR</th>
<th>Johnson SU VaR</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 5 )</td>
<td>( \text{Normal} )</td>
<td>( \text{Student } t )</td>
<td>( \text{Normal} )</td>
</tr>
<tr>
<td>0.1%</td>
<td>( \text{LRuc} )</td>
<td>7.6708***</td>
<td>1.7251</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>( 1% )</td>
<td>( \text{LRuc} )</td>
<td>7.7311***</td>
<td>3.4618*</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>( 5% )</td>
<td>( \text{LRuc} )</td>
<td>6.7466***</td>
<td>9.3901***</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>0.5809*</td>
<td>0.2479</td>
</tr>
<tr>
<td>( 10% )</td>
<td>( \text{LRuc} )</td>
<td>3.1629*</td>
<td>8.8539***</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>1.2284</td>
<td>1.3423</td>
</tr>
<tr>
<td>( n = 10 )</td>
<td>( \text{LRuc} )</td>
<td>4.3913</td>
<td>10.1963***</td>
</tr>
<tr>
<td>0.1%</td>
<td>( \text{LRuc} )</td>
<td>7.8768***</td>
<td>3.8454**</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>( 1% )</td>
<td>( \text{LRuc} )</td>
<td>8.7881***</td>
<td>6.6546**</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>1.1116</td>
<td>1.4504</td>
</tr>
<tr>
<td>( 5% )</td>
<td>( \text{LRuc} )</td>
<td>9.8997***</td>
<td>8.1050**</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>0.0093</td>
<td>0.0993</td>
</tr>
<tr>
<td>( 10% )</td>
<td>( \text{LRuc} )</td>
<td>3.8456**</td>
<td>3.8456**</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>3.8549</td>
<td>3.8549</td>
</tr>
<tr>
<td>( n = 20 )</td>
<td>( \text{LRuc} )</td>
<td>1.0334</td>
<td>3.5063*</td>
</tr>
<tr>
<td>0.1%</td>
<td>( \text{LRuc} )</td>
<td>0.5372</td>
<td>0.8836</td>
</tr>
<tr>
<td>( 1% )</td>
<td>( \text{LRuc} )</td>
<td>1.5707</td>
<td>3.8908</td>
</tr>
<tr>
<td>( 5% )</td>
<td>( \text{LRuc} )</td>
<td>7.3699***</td>
<td>8.6167***</td>
</tr>
<tr>
<td></td>
<td>( \text{LRind} )</td>
<td>1.1768</td>
<td>1.5816</td>
</tr>
</tbody>
</table>

The Cornish–Fisher approximation. Also, none of the models is rejected in the independence test for this sample, across all horizons and significance levels. For the 5- and 10-day horizons, we notice that while there are inter-model differences in terms of the test results obtained for different GARCH specifications, the results obtained by combining the same GARCH model with different approximation methods are either very similar (for the normal models) or slightly better with the Johnson SU approximation in most cases. Actually, the only GARCH model which yields better results when coupled with the Cornish–Fisher approximation than with the Johnson SU is the Student \( t \) GJR. At the 20-day horizon, results are similar across all GARCH models and approximation methods, with good performance at the lower significance levels, but rejections in the coverage tests for higher significance levels. Bearing in mind that these are out-of-sample results we can argue that our methodology is indeed accurate.

3.2. Euro/USD

The Euro/USD sample displays the least significant non-normality features, and the results in Table 3 are even better for this sample. Again, none of the normal models are rejected in the independence test, across all horizons and significance levels, while the Student \( t \) models are only rejected in the independence test for the 10% 10-day VaR. Overall, the normal models perform slightly better than the Student \( t \) models, and the Johnson SU distribution is the marginally better approximation of the two.

3.3. 3-Month Treasury bill

Interest rates tend to remain stable for a period of time and then move in discrete jumps. Hence, the 3-month Treasury bill sample is the one exhibiting the most pronounced non-normalities. Despite this, the results for this sample in Table 4 indicate that our methodology still performs well; however, out of the three samples we analyse, this is the only one for which the models incur a number of rejections in the independence tests.17 For the 20-day horizon we find that the normal GARCH(1,1) and normal GJR produce no rejections in the coverage tests across all significance levels and approximation methods; for the 5- and 10-day horizons, no model performs perfectly.

---

17 We also note that for this sample the degrees of freedom parameter for the Student \( t \) models is constrained (\( \nu = 6 \)) in order to ensure that the kurtosis exists and is finite.
Tables 2 and 3

3.4. Comparisons with other GARCH VaR methodologies

3.4.1. Comparisons with the square root of time rule

In a GARCH model, one-step ahead returns have distribution $D$ (i.e. the conditional error distribution), hence, in the GARCH set-up introduced in Section 2, 1-day VaR, for any significance level $\alpha$, is given by:

$$\text{VaR}_{t,\alpha} = -\left(\sqrt{h_t} \cdot D^{-1}(\alpha) + \mu\right)$$

where $D^{-1}$ is the inverse distribution (or quantile) function of the error distribution $D$ and $h_{t-1}$ is the one-step ahead variance forecast. The square root of time rule (SRTR), often used in practice for the VaR given by:

$$\text{VaR} = \sqrt{D} \cdot h_{t-1}$$

introduced in Section 2, 1-day VaR, for any significance level $\alpha$, is the conditional error distribution, hence, in the GARCH set-up is obtained via simulations, which are (asymptotically) accurate. Hence, for a large enough number of simulations we expect the simulated VaR to be a good estimate of the true quantile, and thus a good measure to compare our quasi-analytical, faster VaR estimates. Therefore we selected 150 days (and corresponding estimation windows) from a low volatility period (January to August of time rule are reported in Table 5. The sample used is the same as before, ranging from 1st January 1990 to 31st October 2012, where a window of ten years of daily data (window size approximately 2500 observations) is rolled daily for almost thirteen years. By comparing the results from Table 5 with the corresponding results from Tables 2–4 (columns 3 and 7), we notice that the superiority of our proposed methodology is most apparent for the 3-month Treasury Bill rate sample. Indeed, by comparing the results in Table 4, columns 3 and 7, we notice that our proposed methodology is only once rejected in the tests for unconditional coverage (for the 10-day 0.1% rate. Hence, for a large enough number of simulations we expect the simulated VaR to be a good estimate of the true quantile, and thus a good measure to compare our quasi-analytical, faster VaR estimates. Therefore we selected 150 days (and corresponding estimation windows) from a low volatility period (January to August
entries indicate that no exceedances were recorded. Moreover, 10,000 is typically regarded as the minimum number of simulations to be used for a passable degree of accuracy, and the time would be extrapolated linearly as the number of simulations increases. Therefore, the methodology we propose appears to yield results which are very similar to the asymptotically accurate but time consuming method based on GARCH simulations.

### 4. Conclusions

This paper demonstrates empirically that quasi-analytic GARCH VaR forecasts can be accurately constructed using analytic formulæ for higher moments of aggregated GARCH returns. The great accuracy of our results for all time-horizons and significance levels that we considered shows that time-consuming simulations are no longer needed for GARCH VaR forecasting.

Based on their occurrence in the related literature and on the feasibility of obtaining fast, analytic formulæ for the associated VaRs, we selected two alternative moment-based approximation methods, namely the Cornish–Fisher expansion and the Johnson SU distribution. A comprehensive testing exercise used very long time series of financial returns representing three major sources of market risk, namely equity (S&P 500), foreign exchange (Euro/USD) and interest

---

### Table 4: Coverage tests for the 3-month Treasury bill. Christoffersen’s (1998) likelihood ratio tests for correct conditional coverage for the changes in the 3-month Treasury bill rate at horizons of 5, 10 and 20 working days. Rejections of the null of correct coverage are marked with (*), (**) and (***) for the 10%, 5% and 1% significance levels, respectively. Empty entries indicate that no exceedances were recorded.

<table>
<thead>
<tr>
<th>Signif level</th>
<th>Coverage test</th>
<th>Cornish–Fisher VaR</th>
<th>Johnson SU VaR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal GARCH(1,1)</td>
<td>Student t GARCH(1,1)</td>
<td>Normal GARCH(1,1)</td>
</tr>
<tr>
<td>n = 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1%</td>
<td>LRuc 1.7251</td>
<td>1.7251</td>
<td>1.7251</td>
</tr>
<tr>
<td>LRind 0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>LRuc 1.7251</td>
<td>1.7251</td>
<td>1.7251</td>
<td>1.7251</td>
</tr>
<tr>
<td>LRuc 0.0152</td>
<td>0.0152</td>
<td>0.4675</td>
<td>0.0724</td>
</tr>
<tr>
<td>LRuc 0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>LRuc 0.0152</td>
<td>0.0152</td>
<td>0.4675</td>
<td>0.0724</td>
</tr>
<tr>
<td>5%</td>
<td>LRuc 1.2948</td>
<td>1.7027</td>
<td>0.0626</td>
</tr>
<tr>
<td>LRind 13.1609***</td>
<td>12.3616***</td>
<td>5.7291**</td>
<td>14.8694***</td>
</tr>
<tr>
<td>LRuc 14.4556***</td>
<td>14.0643***</td>
<td>5.9717*</td>
<td>15.5092***</td>
</tr>
<tr>
<td>10%</td>
<td>LRuc 2.4944</td>
<td>0.0007</td>
<td>6.4533**</td>
</tr>
<tr>
<td>LRind 13.6205***</td>
<td>17.6564***</td>
<td>7.6601***</td>
<td>15.7522***</td>
</tr>
<tr>
<td>LRuc 16.6699***</td>
<td>17.6570***</td>
<td>14.1138***</td>
<td>15.7429***</td>
</tr>
<tr>
<td>n = 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1%</td>
<td>LRuc 3.8454**</td>
<td>3.8454**</td>
<td>0.8666</td>
</tr>
<tr>
<td>LRind 0.0000</td>
<td>0.0000</td>
<td>0.0011</td>
<td>0.0000</td>
</tr>
<tr>
<td>LRuc 0.7331</td>
<td>1.7471</td>
<td>0.6261</td>
<td>0.7331</td>
</tr>
<tr>
<td>LRuc 0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>LRuc 0.7331</td>
<td>1.7471</td>
<td>0.6261</td>
<td>0.7331</td>
</tr>
<tr>
<td>5%</td>
<td>LRuc 1.5079**</td>
<td>0.4683</td>
<td>4.4102**</td>
</tr>
<tr>
<td>LRind 5.9922</td>
<td>2.3845</td>
<td>1.5079</td>
<td>0.4683</td>
</tr>
<tr>
<td>LRuc 2.1071</td>
<td>2.8527</td>
<td>4.4102</td>
<td>2.8527</td>
</tr>
<tr>
<td>LRuc 0.7466</td>
<td>0.2376</td>
<td>2.4937</td>
<td>0.0030</td>
</tr>
<tr>
<td>n = 20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1%</td>
<td>LRuc 1.9277</td>
<td>1.9277</td>
<td>1.9277</td>
</tr>
<tr>
<td>LRind 0.0022</td>
<td>0.0022</td>
<td>0.0022</td>
<td>0.0022</td>
</tr>
<tr>
<td>LRuc 1.9300</td>
<td>1.9300</td>
<td>1.9300</td>
<td>1.9300</td>
</tr>
<tr>
<td>LRuc 0.3080</td>
<td>2.3893</td>
<td>0.3090</td>
<td>2.3893</td>
</tr>
<tr>
<td>LRind 0.0022</td>
<td>0.0000</td>
<td>0.0022</td>
<td>0.0000</td>
</tr>
<tr>
<td>LRuc 0.3112</td>
<td>2.3893</td>
<td>0.3112</td>
<td>2.3893</td>
</tr>
<tr>
<td>LRuc 0.0600</td>
<td>0.3450</td>
<td>0.7394</td>
<td>0.0115</td>
</tr>
<tr>
<td>LRuc 0.4756</td>
<td>2.4559</td>
<td>0.0000</td>
<td>0.7181</td>
</tr>
<tr>
<td>LRuc 0.5262</td>
<td>2.8099</td>
<td>0.7394</td>
<td>0.7933</td>
</tr>
<tr>
<td>LRuc 0.1280</td>
<td>0.7312</td>
<td>0.0244</td>
<td>0.7312</td>
</tr>
<tr>
<td>LRuc 2.2221</td>
<td>5.4431**</td>
<td>0.1550</td>
<td>5.4431**</td>
</tr>
<tr>
<td>LRuc 2.3502</td>
<td>6.1743**</td>
<td>0.1794</td>
<td>6.1743**</td>
</tr>
</tbody>
</table>

---

2006) and 150 days (and corresponding estimation windows) from a high volatility period (August 2008 to March 2009) for which we also computed the simulated GARCH VaR for a 5-day horizon, using simulations from the normal GARCH(1,1). Fig. 2 plots the percentage differences from the normal GARCH(1,1). For the changes in the 3-month Treasury bill rate at horizons of 5, 10 and 20 working days. Rejections of the null of correct coverage are marked with (*), (**) and (***) for the 10%, 5% and 1% significance levels, respectively. Empty entries indicate that no exceedances were recorded.
rate risk (3-month Treasury bill). We applied the Cornish–Fisher expansion and the Johnson SU distribution to four different GARCH specifications (normal and Student t GARCH(1,1) and GJR) to test and compare eight alternative VaR models. VaR was estimated at four significance levels (0.1%, 1%, 5%, and 10%) and for time horizons of 5, 10 and 20 days.

Our quasi-analytic GARCH VaR estimation is at least 50 times faster than the standard simulation-based estimation procedure and our estimates are very accurate. We test the accuracy of our methodology for VaR estimation using the likelihood ratio tests for correct conditional coverage, proposed by Christoffersen (1998). The Johnson SU distribution performs marginally better than the Cornish–Fisher expansion overall. Yet none of the tests are rejected very often. When they are it is generally due to inappropriate unconditional coverage and rarely (and almost exclusively for the interest rate sample only) due to rejections in the independence tests. In fact, especially at higher confidence levels, the models often yield no consecutive violations. Our results are even more remarkable when we consider that the analysis is entirely out-of-sample and that the testing period (2000–2012) contains several years of excessively turbulent financial markets.

Appendix 1

Define the following constants: \( \gamma = \psi^2 + (\kappa_2 - 1) \left( \alpha + \frac{1}{2} \right)^2 + \frac{1}{2} \kappa_2 \lambda^2 \),

\[
a = \left( \psi^2 + 2 \alpha \xi \sqrt{\pi} \right) \gamma^{-1}, \quad b = 2 \alpha \xi \left( h_{t-1} - \eta \right) \gamma^{-1}, \quad \text{and} \quad c = \lambda \int_{0}^{\infty} z^2 f(z) \, dz,
\]

where \( f \) is the density function of \( D(0, 1) \), and for the two standard cases for \( D \) that we consider:

\[
\int_{0}^{\infty} z^2 f(z) \, dz = \left\{ \begin{array}{ll} \frac{1}{2} & \text{for } D(0, 1) = N(0, 1), \text{ standard} \\ \frac{2}{\sqrt{\pi}} \frac{(\nu - 2) \Gamma(\nu - 3/2)}{\Gamma(\nu - 1/2)} & \text{for } D(0, 1) = \text{standardized} \end{array} \right.
\]

Then, for the GARCH model given in Section 2 we have:

1. \( \xi_t(h_{t+1}) = \eta + \psi^{t-1} (h_{t+1} - \eta) \):

![Fig. 2. Percentage differences between the Cornish–Fisher and simulated normal GARCH(1,1) VaRs. Percentage differences are computed as (Cornish–Fisher VaR − Simulated VaR) / Simulated VaR, where the VaRs are computed at four different significance levels: α = 0.01, 0.1%, 5%, and 10%, for 150 days (and corresponding estimation windows) from a low volatility period (January to August 2006) and 150 days (and corresponding estimation windows) from a high volatility period (August 2008 to March 2009).](image-url)
Appendix 2. LR tests

To evaluate the accuracy of our quasi-analytic GARCH VaR we apply the coverage (or ‘likelihood ratio’ (LR)) tests for VaR accuracy introduced by Kupiec (1995) and extended by Christoffersen (1998) and others. These are statistical tests based on VaR exceedances that have become standard in the applied financial economics literature and are now the most frequently used statistical tool for evaluating the performance of VaR models. A VaR exceedance occurs when we observe a loss that is more severe than predicted by the respective VaR; in other words, the actual loss exceeds the corresponding VaR forecast. A good VaR model is one that produces a percentage of exceedances (out of the total number of observations in the backtesting period) that is not statistically significant from the significance level (α) of the VaR. Given a backtesting sample of T non-overlapping observations, Christoffersen’s conditional coverage LR test (LRcc,α) asserts that a good VaR model is one that produces a series of indicator functions.

\[ LR_{cc,\alpha} = LR_{cc,a} + LR_{ind,a} \]

where \( LR_{cc,a} \) tests for the correct unconditional coverage, given that \( J_{T-1} \) is independent, while \( LR_{ind,a} \) tests for the independence of this series, against the alternative of first order Markov dependence. He also derives the following test statistics and their respective distributions under the null to make the concepts operational:

\[ LR_{cc,a} = -2 \ln \left( \frac{1 - \pi_{01}}{1 - \pi_{11}} \right) \left( \frac{\alpha_{01}}{\alpha_{11}} \right) \alpha_{11} \sim \chi^2(1) \]

\[ LR_{ind,a} = -2 \ln \left( \frac{1 - \pi_{01}}{1 - \pi_{11}} \right) \left( \frac{\alpha_{01}}{\alpha_{11}} \right) \alpha_{11} \sim \chi^2(1) \]

\[ LR_{cc,a} = LR_{cc,a} + LR_{ind,a} \sim \chi^2(2) \]

where in an empirical implementation \( LR_{cc,a} \), \( LR_{ind,a} \), and \( LR_{cc,a} \) are obtained for:

\[ n_{1,\alpha} = \sum_{t=1}^{T} I_{1,a} \]

\[ n_{0,\alpha} = T - n_{1,\alpha} \]

\[ \eta_{a} = \frac{n_{1,\alpha}}{n_{0,\alpha}} \]

\[ \eta_{\alpha} = \frac{T}{\sum_{t=1}^{T} j_{t,\alpha}} \]

\[ LR_{cc,a} = \left( \frac{n_{0,\alpha} + n_{1,\alpha}}{\eta_{\alpha}} \right) \left( \frac{n_{1,\alpha} + n_{1,\alpha}}{\eta_{\alpha}} \right) \sim t(\gamma) \]

\[ j_{t,\alpha} = \left( I_{1,\alpha} - I_{1,\alpha} \right) \]

\[ \hat{\alpha} = 0.1 \]

where the sample realizations of the random variable \( \hat{R}_0 \).\(^{19}\)

\( LR_{cc,a} \) is essentially a simple hypothesis test: the null hypothesis is that the difference between the empirical exceedance rate and the desired level is zero. \( LR_{ind,a} \) on the other hand tests the null hypothesis that the exceedances are i.i.d. against the alternative that they exhibit some form of dependence (or clustering), in this case driven by a first order Markov process. By also taking into account the clustering of exceedances, as well as the number of times the VaR is exceeded, \( LR_{cc,a} \) is a joint test of correct coverage and independence of exceedances, i.e. correct conditional coverage.
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\( ^{19}\) If there are no consecutive violations, we follow Christoffersen (2011) and compute \( LR_{cc,a} \) using the formula \( LR_{cc,a} = \left( 1 - n_{0,\alpha} \right) / n_{0,\alpha} \).


