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We provide an analytical expression for the trispectrum of the cosmic microwave background (CMB) temperature anisotropies induced by cosmic strings. Our result is derived for the small angular scales under the assumption that the temperature anisotropy is induced by the Gott-Kaiser-Stebbins effect. The trispectrum is predicted to decay with a noninteger power-law exponent $\ell^{-\rho}$ with $6 < \rho < 7$, depending on the string microstructure, and thus on the string model. For Nambu-Goto strings, this exponent is related to the string mean square velocity and the loop distribution function. We then explore two classes of wave number configuration in Fourier space, the kite and trapezium quadrilaterals. The trispectrum can be of any sign and appears to be strongly enhanced for all squeezed quadrilaterals.
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I. INTRODUCTION

Although cosmic strings may be of various early universe origins [1–10], being linelike gravitational objects, they induce temperature discontinuities in the CMB through the Gott-Kaiser-Stebbins (GKS) effect [11,12]. Direct searches for such discontinuities have been performed without success but do provide upper limits to the string tension $U$ [13–15]. On the other hand, if cosmic strings are added to the standard power-law $\Lambda$CDM model [16], it has been shown in Refs. [17,18] that the CMB data are fitted even better if the fraction of the temperature power spectrum due to strings is about 10% (at $\ell = 10$). Such a fraction of string would even dominate the primary anisotropies of inflationary origin for $\ell \approx 3000$ [19]. With the advent of the arc-minute resolution CMB experiments and the soon incoming Planck satellite data, it is therefore crucial to develop reliable tests for strings [20], as to understand the non-Gaussian signals. The probability distribution of the fluctuations due to the GKS effect is known to be skewed and has a less steep decay than Gaussian [19], a feature which can be explained in a simple model of kinked string [21]. In Ref. [22], we have studied the temperature bispectrum induced by cosmic strings both analytically and numerically by using Nambu-Goto string simulations. We found good agreement between the analytical and numerical bispectrum for both the overall amplitude and the geometrical factor associated with various triangle configurations of the wave vectors. This agreement suggests that our analytical assumptions are capturing the relevant non-Gaussian features of a string network and could be used to derive other statistical properties. In this paper, we present new results concerning the trispectrum, i.e. the four-point function of the temperature anisotropy [23]. As pointed out in Ref. [22], the bispectrum is generated only when the background spacetime breaks the time reversal symmetry. Because our Universe is expanding, the time reversal symmetry is indeed broken and we get a nonvanishing string bispectrum. On the other hand, the trispectrum can be generated even in Minkowski spacetime and one may naively expect a stronger non-Gaussian signal than for the bispectrum. Motivated by this observation, we provide in this paper an analytical derivation of the string trispectrum and study its dependency for various quadrilateral configurations in Fourier space. Given the fact that analytical predictions and numerical results exhibit good agreement both for the power spectrum [19,24] and the bispectrum [22], we expect our result here to agree as well with the numerics. Performing such a comparison would however require a significant amount of computing resources which motivated us to leave it for a future work. Our main result can be summarized by Eq. (54). Interestingly, the power-law behavior of the trispectrum exhibits a noninteger exponent which can be related to the small scale behavior of the string tangent vector correlator. In the framework of Nambu-Goto strings, this exponent is related to the mean square string velocity [25,26] and to the scaling loop distribution function [27,28]. The paper is organized as follows. In the next section we briefly recall the assumptions at the basis of our analytical approach and derive the trispectrum in Sec. III. As an illustration, we apply our result to some specific quadrilaterals in Sec. IV and exhibit some configurations that lead to a divergent trispectrum. They should provide the cleanest way to look for a non-Gaussian string signal.


II. TEMPERATURE ANISOTROPY FROM COSMIC STRINGS

In this section, we briefly review the general basics needed to calculate N-point function of \( \Theta = \Delta T/T_{\text{CMB}} \) at small angular scales. To study the correlation functions in the small angle limit, it is enough to consider \( \Theta \) on the small patch of the sky. Then we can approximate this patch as two-dimensional Euclidean space, which simplifies the calculations. In this limit, the integrated Sachs-Wolfe effect generated by cosmic strings yields the temperature anisotropy in the light-cone gauge [24]

\[
-k^2 \Theta_k = i e k \lambda \int d\sigma X^A(\sigma) e^{i k \cdot X(\sigma)},
\]

where we have defined

\[
e = 8 \pi G U,
\]

and \( X^A (A = 1, 2) \) is the two-dimensional string position vector perpendicular to the line of sight. We implicitly assume a summation on the repeated indices. It is now clear that the power spectrum, bispectrum, and higher order correlators can be evaluated in terms of correlation functions of the string network, as projected onto our backward light cone. In order to evaluate the statistical quantities constructed over \( \Theta_k \), the correlation functions of \( X^A \) and \( \dot{X}^B \) have to be known. However, because \( \Theta_k \) depends on \( X^A \) and \( \dot{X}^B \) in a nontrivial manner, it is extremely difficult to derive meaningful consequences for the correlation functions without imposing additional conditions on the string correlators. In this paper, as done in Refs. [22, 24], we therefore assume that both \( X^A \) and \( \dot{X}^B \) obey Gaussian statistics, and this drastically simplifies our calculations. All the correlation functions of \( \Theta_k \) can now be written in terms of the two-point functions only. Using the same notation as in Ref. [24], the two-point functions of the string correlators are

\[
\langle X^A(\sigma) \dot{X}^B(\sigma') \rangle = \frac{1}{2} \delta^{AB} V(\sigma - \sigma'),
\]

\[
\langle X^A(\sigma) \dot{X}^B(\sigma) \rangle = \frac{1}{2} \delta^{AB} M(\sigma - \sigma'),
\]

\[
\langle \dot{X}^A(\sigma) \dot{X}^B(\sigma') \rangle = \frac{1}{2} \delta^{AB} T(\sigma - \sigma').
\]

Note that an appearance of a term like \( e^{AB} N(\sigma - \sigma') \) in the mixed correlator \( \langle X^A \dot{X}^B \rangle \), where \( e^{AB} \) is the antisymmetric tensor with \( e^{12} = 1 \), is forbidden due to the symmetry. As for the bispectrum, we also introduce the correlator [22]

\[
\Gamma(\sigma - \sigma') \equiv \langle (X(\sigma) - X(\sigma'))^2 \rangle
\]

\[
= \int_{\sigma'}^{\sigma} d\sigma_1 \int_{\sigma'}^{\sigma} d\sigma_2 T(\sigma_1 - \sigma_2).
\]

The leading terms are given by [22]
trispectrum can be approximated as

\[ T(k_1, k_2, k_3, k_4) \approx e^{i \mathcal{A} / 3} \frac{1}{\delta_{AA} \delta_{BB} \delta_{CC} \delta_{DD}} \frac{k_1^4 k_2^4}{k_3^4 k_4^4} \times \int d\sigma_1 d\sigma_2 d\sigma_3 d\sigma_4 (\delta^{ABCD}) e^{-i(1/2)(\mathcal{D})}. \]  

(13)

In terms of the two-point functions introduced in Sec. II,

\[ \langle \delta^{ABCD} \rangle = \frac{1}{2} \delta^{AB} \delta^{CD} V(\sigma_{12}) V(\sigma_{34}) \]

\[ + \frac{i}{4} \delta^{AC} \delta^{DB} V(\sigma_{31}) V(\sigma_{24}) \]

\[ + \frac{i}{4} \delta^{AD} \delta^{BC} V(\sigma_{14}) V(\sigma_{23}), \]

(14)

where \( \sigma_{ab} = \sigma_a - \sigma_b \). As for \( \langle \mathcal{D}^2 \rangle \), replacing \( k_4 \) with \(-k_1 - k_2 - k_3\), one gets

\[ \langle \mathcal{D}^2 \rangle = \langle (k_1 \cdot X_{14} + k_2 \cdot X_{24} + k_3 \cdot X_{34})^2 \rangle, \]

(15)

where \( X_{ab} = X_a - X_b \). As in Ref. [22], one can show that

\[ \langle X_{14} \cdot X_{24} \rangle = \frac{1}{2} \langle \Gamma(\sigma_{14}) + \Gamma(\sigma_{24}) - \Gamma(\sigma_{12}) \rangle, \]

(16)

which can be used to transform Eq. (15) into a manifestly symmetric expression

\[ \langle \mathcal{D}^2 \rangle = \frac{1}{2} \sum_{a < b} \kappa_{ab} \Gamma(\sigma_{ab}), \]

(17)

with

\[ \kappa_{ab} = -k_a \cdot k_b. \]

(18)

At this point, plugging this expression into Eq. (13) and performing the integrations along the lines done for the bispectrum is not possible (see Ref. [22]). Indeed, since the \( k_a \) are forming a quadrilateral, contrary to the bispectrum triangle configurations, all the \( \kappa_{ab} \) cannot be positive thereby preventing some of the Gaussian integrals to be performed.

We can nevertheless perform one integration by switching to the more convenient integration variables \( \sigma_{14}, \sigma_{24}, \sigma_{34}, \) and \( \sigma_4 \). The Jacobian is unity and Eq. (17) can be rewritten in a nonsymmetric form depending only on three of the variables:

\[ \langle \mathcal{D}^2 \rangle = -\frac{1}{2} \sum_{J=1}^{3} \sum_{J=1}^{3} \kappa_{ij} \Omega_{ij}, \]

(19)

where

\[ \Omega_{ij} = \frac{1}{2} [\Gamma(\sigma_{ij}) + \Gamma(\sigma_{ji}) - \Gamma(\sigma_{i4} - \sigma_{4j})]. \]

(20)

From Eqs. (13) and (14), we find that the integrand does not depend on \( \sigma_4 \) and the integration yields a factor equal to the total length of the strings \( L \) in the area \( \mathcal{A} \). In order to perform the integration over the other variables, one can again use the small angle approximation where all the \( k_a \) are taken to be sufficiently large. The dominant parts then come from the small \( \sigma \) length scales, the contributions from other regions being exponentially suppressed. This suggests we should Taylor expand the two-point functions around \( \sigma = 0 \). At leading order, using Eq. (6), one gets \( \Omega_{ij} \approx \tilde{r}^2 \sigma_{ij} \sigma_{4j} \) implying that \( \langle \mathcal{D}^2 \rangle \) is a quadratic in the variables \( \sigma_{ij} \). However, it exhibits a vanishing eigenvalue and the Gaussian integral cannot be extended to infinity since there is one direction of integration along which the exponent \( \kappa_{ij} \sigma_{ij} \) remains null. Let us notice that the situation is different than for the variable \( \sigma_4 \): the correlators are indeed a function of such a flat direction, whereas they do not depend on \( \sigma_4 \). In order to get a sensible result, we therefore need to include higher order corrections to the two-point functions.

The behavior of \( T(\sigma) \) at small scales is not trivial and many analytical works have been devoted to its determination [25,26,29,30]. In the Polchinski and Rocha model of Ref. [25], the next-to-leading order terms of the correlators \( \langle X \cdot X \rangle \) and \( \langle X \cdot \dot{X} \rangle \) have a noninteger exponent. These correlators match with Abelian string simulations performed in Ref. [31] and can also be used to analytically derive the cosmic string loops distribution expected in an expanding universe. As shown in Ref. [28], these results also match with the scaling loop distribution observed in the Nambu-Goto numerical simulations of Ref. [27]. As a result, we assume in the following a nonanalytical behavior for \( T(\sigma) \) at small scales

\[ T(\sigma) \approx \tilde{r}^2 - c_1 \left( \frac{\sigma}{\tilde{r}} \right)^2. \]

(21)

Notice that we are working in the light-cone gauge and therefore leave \( c_1 \) and \( \chi \) as undetermined parameters since they cannot be straightforwardly inferred from the numerics performed in the temporal gauge. Nevertheless, because the correlation should be smaller as \( \sigma \) becomes larger, \( c_1 \) must be positive. Let us also mention the recent work of Ref. [26] suggesting that at very small length scales the correlator should become again analytic (with \( \chi = 1/2 \), i.e. that Eq. (21) would hold only for \( \sigma > \sigma_c \)). However, as discussed in this reference, \( \sigma_c \) is shrinking with time in an expanding universe and at the times of observational interest, Eq. (21) is expected to be valid on all the length scales we are interested in.

With this next-to-leading order form of \( T(\sigma) \), one obtains

\[ \Gamma(\sigma) \approx \tilde{r}^2 \sigma^2 - \frac{c_1}{(1 + \chi)(1 + 2\chi)(\tilde{r}^2 \sigma^2)^{\chi^2+2}}, \]

(22)

and Eq. (19) reads

\[ \langle \mathcal{D}^2 \rangle = -\frac{1}{2} \tilde{r}^2 \kappa_{ij} \sigma_{ij} + c_1 \frac{\kappa^{ij} \delta(\sigma_{ij}, \sigma_{4j})}{2(2\chi + 1)(2\chi + 2)\tilde{r}^{2\chi}}, \]

(23)

where
\[ \phi(\sigma_{jk}, \sigma\sigma_{jk}) = (|\sigma_{jk}|^{2x+2} + |\sigma\sigma_{jk}|^{2x+2} - |\sigma_{jk} - \sigma\sigma_{jk}|^{2x+2}). \]  

We can perform a linear coordinate transformation by introducing the set of orthonormal unit vectors \( e_1, e_2, e_1 \wedge e_2 \) and define three new coordinates \( \chi_1, \chi_2, \) and \( \chi_3 \) along these directions:

\[ \chi_1 = \delta^{ij}(e_1 \cdot k_j)\sigma_{jk}, \quad \chi_2 = \delta^{ij}(e_2 \cdot k_j)\sigma_{jk}, \quad \chi_3 = \epsilon^{ijk}(e_1 \cdot k_i)(e_2 \cdot k_j)\sigma_{jk}. \]  

(25)

We then have

\[ \langle D^2 \rangle = \frac{1}{2} T^{ij}(\chi_1^2 + \chi_2^2) + \frac{c_1}{2(2\chi + 1)(2\chi + 2)\xi^{2x}} \]

\[ \times \kappa^{ij}\phi[\sigma_{jk}(\chi), \sigma_{jk}(\chi)]. \]  

(26)

The third coordinate \( \chi_3 \) appears in \( \langle D^2 \rangle \) only when the next-to-leading order terms in \( T(\sigma) \) are taken into account, which is consistent with the observation that there is a flat direction at leading order. The last term in the previous equation contributes little to the integrations over \( \chi_1 \) and \( \chi_2 \). Hence we can safely say that the only nonvanishing component of \( \dot{\chi} \) in the last term is \( \chi_3 \). This is equivalent to include the next-to-leading order corrections only along the flat direction, i.e. for

\[ \sigma_{jk} = \frac{1}{J} \epsilon^{ijk}(e_1 \cdot k_i)(e_2 \cdot k_j)\chi_3. \]  

(27)

where \( J \) is the Jacobian of the transformation given by Eq. (25). Then, introducing the outer product coordinates by

\[ w_{ij} = (e_1 \cdot k_i)(e_2 \cdot k_j) - (e_1 \cdot k_j)(e_2 \cdot k_i) \]

\[ = \pm \sqrt{k_i^2 k_j^2 - k_i^2 k_j^2}, \]  

(28)

one can show that

\[ \kappa_{11}\phi(\sigma_{14}, \sigma_{14}) = -\frac{2}{J}\chi^{2x+2} w_{23}^{2x+2} \]

\[ \kappa_{12}\phi(\sigma_{14}, \sigma_{24}) = -\frac{1}{J}\chi^{2x+2} \kappa_{12} [w_{23}^{2x+2} - |w_{34}|^{2x+2} + |w_{34}|^{2x+2}] \]

\[ + |w_{31}|^{2x+2} \chi_3^{2x+2}, \]  

(29)

and other permutations. Finally, making use of identities such as

\[ \kappa_{12} + \kappa_{13} + \kappa_{14} = k_i^2, \]  

(30)

one gets

\[ \langle D^2 \rangle = \frac{1}{2} T^2(\chi_1^2 + \chi_2^2) \]

\[ + \frac{c_1}{2(2\chi + 1)(2\chi + 2)\xi^{2x}} Y^2 \left( \frac{3\chi}{J} \right)^{2x+2}, \]  

\[ \langle D^2 \rangle = \frac{1}{2} T^2(\chi_1^2 + \chi_2^2) \]

\[ + \frac{c_1}{2(2\chi + 1)(2\chi + 2)\xi^{2x}} Y^2 \left( \frac{3\chi}{J} \right)^{2x+2}, \]  

(31)

with

\[ Y^2 = -\kappa_{12} |w_{34}|^{2x+2} + \chi_3 \]  

(32)

Notice that \( Y^2 \geq 0 \) for any quadrilateral because of the inequality \( \langle D^2 \rangle \geq 0 \). With these new variables, the trispectrum reads

\[ T(k_1, k_2, k_3, k_4) \approx \frac{\pi e^{4}}{t^2} \frac{L}{4A k_1^2 k_2^2 k_3^2 k_4^2} \int d\chi_1 d\chi_2 d\chi_3 d\chi_4 \]

\[ \times \kappa_{12} \kappa_{34} \left[ v(\sigma_{12}\dot{\chi}) v(\sigma_{34}\dot{\chi}) \right] \]

\[ - \chi_3 \]  

(33)

At this stage, the Gaussian integrations over \( \chi_1 \) and \( \chi_2 \) are always finite, and for large enough wave numbers, i.e. \( k_i^2 \gg 1 \), we can safely extend the integration range to infinity and also put \( \chi_1 = \chi_2 = 0 \) in \( V(\sigma_{ij}) \). From Eq. (31), the integration over \( \chi_1 \) and \( \chi_2 \) yields

\[ T(k_1, k_2, k_3, k_4) \approx \frac{\pi e^{4}}{t^2} \frac{L}{4A k_1^2 k_2^2 k_3^2 k_4^2} \int d\chi_3 \]

\[ \times \left[ \kappa_{12} \kappa_{34} v(w_{31}/J) v(w_{12}/J) + \chi_3 \right] \]

\[ \times -c_2 Y^2 (\chi_3/\chi_3)^{2x+2} \]  

(34)

with

\[ c_2 = \frac{c_1}{2k_i^2}(2\chi + 1)(2\chi + 2) \]  

(35)

The integration over \( \chi_3 \) may, a priori, be performed in the same way. However, from Eq. (32), one can show that there is some particular configurations for which \( Y \) vanishes (parallelogram). As a result, one cannot push the integration up to infinity for those and one has to integrate only over the total string length. Notice that the integral depends on \( L \) only for the particular parallelogram configurations. As soon as \( Y^2 \neq 0 \), the small angle limit implies that \( Y^2 \) is large and the exponential function takes nonvanishing values only around vanishing \( \chi_3 \). For this reason, we separate our analysis in two cases and first focus on the parallelogram case.

**A. Parallelogram configurations \( Y^2 = 0 \)**

For parallelograms, the two opposite wave vectors forming the quadrilateral are antiparallel and \( Y^2 \) strictly vanishes. Without loss of generality, we assume \( k_1 + k_3 = 0 \) and \( k_2 + k_4 = 0 \). In this case, one has \( w_{13} = w_{24} = 0 \) and we define

\[ w = w_{12} = w_{23} = k_1 k_2 \sin \theta = k_2 k_3 \sin \theta. \]  

(36)

The integral in Eq. (34) can be evaluated along the flat direction \( \chi_3/J \), which is given by Eq. (27),

\[ \sigma_{14} = \sigma_{34} = w^{3}(J) \quad \sigma_{24} = 0. \]  

(37)

The integration range on \( \chi_3/J \) is thus \([-\Lambda, \Lambda]\), where
larger than the typical correlation length \( \xi \). As shown in Ref. [24], the power spectrum is given by a Gaussian distribution, part of the four-point function, which is purely given by a spectrum always gets a contribution from the unconnected \( b \)-dependence as the Gaussian ones, with the exception of the trispectrum, and of the parallelogram configurations, the leading contribution from the \( b \)-dependence as the Gaussian ones, with the exception of the trispectrum, and of the parallelogram configurations, the leading configuration with \( b \neq 0 \). Therefore the non-Gaussian contributions for parallelogram configurations remain of the same order of magnitude as the Gaussian ones, with the exception of the squeezed limit \( \theta \rightarrow 0 \). As we will see in the following, all other quadrilateral configurations have a scaling law which is different than Eq. (41).

B. Quadrilateral configurations with \( Y^2 \gg 1 \)

In this case, the integrand in Eq. (34) takes nonvanishing values only around \( \chi_3 = 0 \) and we can safely extend the integration range over \( \chi_3/J \) to infinity, as we have done for \( \chi_1 \) and \( \chi_2 \). One gets

\[
T_{0\xi}(\kappa_1, \kappa_2, \kappa_3, \kappa_4) = e^{4} \frac{\ell^2}{L^2} \frac{L^2}{\mathcal{A}} \frac{b^4}{\tilde{b}^4} (c_1 \xi^2)^{1/2} f(\chi) g(\kappa_1, \kappa_2, \kappa_3, \kappa_4).
\]

The function \( f(\chi) \) is a number depending only on the power-law exponent \( \chi \) and we can safely extend the integration range over \( \chi_3/J \) to infinity, as we have done for \( \chi_1 \) and \( \chi_2 \). One gets

\[
T_{0\xi}(\kappa_1, \kappa_2, \kappa_3, \kappa_4) = e^{4} \frac{\ell^2}{L^2} \frac{L^2}{\mathcal{A}} \frac{b^4}{\tilde{b}^4} (c_1 \xi^2)^{1/2} f(\chi) g(\kappa_1, \kappa_2, \kappa_3, \kappa_4).
\]

The function \( f(\chi) \) is a number depending only on the power-law exponent \( \chi \) and we can safely extend the integration range over \( \chi_3/J \) to infinity, as we have done for \( \chi_1 \) and \( \chi_2 \). One gets

\[
T_{0\xi}(\kappa_1, \kappa_2, \kappa_3, \kappa_4) = e^{4} \frac{\ell^2}{L^2} \frac{L^2}{\mathcal{A}} \frac{b^4}{\tilde{b}^4} (c_1 \xi^2)^{1/2} f(\chi) g(\kappa_1, \kappa_2, \kappa_3, \kappa_4).
\]

The function \( f(\chi) \) is a number depending only on the power-law exponent \( \chi \)
C. Interpolating trispectrum for all quadrilaterals

When \( Y^2 \approx 0 \) but nonvanishing, i.e. for quadrilaterals close to parallelograms, one cannot push the integration range in Eq. (34) to infinity. Contrary to the case \( Y^2 = 0 \), the integration over \( \chi_3 / \mathcal{J} \) cannot be performed explicitly in this case. Nevertheless, we can make some approximations. First, for configurations close to parallelograms, two of the \( w_{ij} \) quantities are expected to be small, say \( w_{13} \) and \( w_{24} \). For those, one can replace the \( V(\sigma) \) functions in Eq. (34) by \( \tilde{\nu}^2 \). On the other hand, one expects the other \( w_{mn} \) factors to be large and Eq. (34) has terms involving the product \( V(\sigma) V(\sigma') \). As for the parallelograms, we expect those to be at most of the order \( \tilde{\nu}^4 / L \), which can be neglected compared to the terms in \( \tilde{\nu}^4 \). With an integration range over \( \chi_3 / \mathcal{J} \) given by \([ -\Lambda, \Lambda ]\), where \( \Lambda(k_0, \Lambda) \) has still to be specified, performing the last integration over \( \chi_3 \) yields

\[
T_{w_{13}w_{24}}(k_1, k_2, k_3, k_4) \approx - \frac{1}{\tilde{\nu}^2} L \frac{\hat{\xi}}{\mathcal{A}} (c_1 \hat{\xi}^2)^{-1/(2\chi + 2)} J(\chi) \\
\times \gamma_n\left( \frac{1}{2\chi + 2}, c_2 Y^2 A^{2\chi + 2} \right) \\
\times g(k_1, k_2, k_3, k_4),
\]

where \( \gamma_n(a, x) \) denotes the normalized incomplete lower gamma function

\[
\gamma_n(a, x) = \frac{\Gamma(a, x)}{\Gamma(a)}.
\]

In the limit \( Y^2 \to 0 \), this expression matches with Eq. (39) for \( \Lambda = L / (2|w_{12}|) \). In order to interpolate between Eqs. (39) and (44) we can replace the geometrical factor in Eq. (51) by the factor \( g(\{k_0\}) \) and chose the cutoff \( \Lambda \) to be

\[
\Lambda = \frac{2L}{k_1 k_2 k_3 k_4} \frac{|w_{12}| + |w_{13}| + |w_{14}| + |w_{23}| + |w_{24}| + |w_{34}|}{\kappa_1 \kappa_2 \kappa_3 \kappa_4 + \kappa_{13} \kappa_{24} + \kappa_{14} \kappa_{23}}.
\]

Our interpolation formula for the trispectrum finally reads

\[
T(k_1, k_2, k_3, k_4) = - \frac{1}{\tilde{\nu}^2} L \frac{\hat{\xi}}{\mathcal{A}} (c_1 \hat{\xi}^2)^{-1/(2\chi + 2)} J(\chi) \\
\times \gamma_n\left( \frac{1}{2\chi + 2}, c_2 Y^2 A^{2\chi + 2} \right) \\
\times g(k_1, k_2, k_3, k_4),
\]

with \( \Lambda \) given by Eq. (53) and \( g(\{k_0\}) \) by Eq. (46). For \( Y^2 \) large, the gamma function is close to 1 and we recover Eq. (44). The limit \( Y^2 = 0 \) gives again the leading order of Eq. (39).

IV. GEOMETRICAL FACTORS OF SYMMETRIC QUADRILATERALS

In this section, we explore the dependency of the trispectrum geometrical factor given by Eq. (46) for some symmetric quadrilateral configurations of the wave vectors.

A. Kite configurations

Let us first consider a quadrilateral like the one given in Fig. 1 (left panel). From Eq. (32), one gets

\[
y^2 = k^{\alpha + \gamma} y^2(\theta, \alpha),
\]

with

\[
y^2(\theta, \alpha) = \left[ \frac{\sin^2(\theta/2)}{\cos \alpha} \right]^{1+x} \frac{\sin(\alpha - \theta/2)}{\cos^\alpha} \\
\times \left[ \frac{\cos(\alpha - \theta/2)}{\cos^\alpha} \right]^{1+x} - 2 \sin(\theta/2) \\
\times \left[ \frac{\cos^2(\alpha + \theta/2)}{\cos^2 \alpha} \right]^{1+x} \cos(2\alpha) \\
+ 4^{1+x} \sin^2(\theta/2) \left[ \frac{\sin^2(\theta/2)}{\cos^2 \alpha} \right]^{1+x} \cos(2\alpha) \\
- 4^{1+x} \cos(\theta) \left[ \frac{\sin^2(\theta/2) \tan \alpha}{\cos^2 \alpha} \right]^{1+x}.
\]

From Eq. (46), the geometrical factor reads

\[
g(k_1, k_2, k_3, k_4) = \frac{\cos^2(\alpha) \left[ 1 - 2 \cos(2\alpha) \cos(\theta) \right]}{\sin^2(\theta/2)} \\
\times \frac{1}{k^P y^{2(2\alpha + 2)}},
\]

As expected from the trispectrum scaling law, the kite trispectrum decays as \( 1/k^p \) at small angular scales. The overall amplitude is however amplified for squeezed configurations and diverges for \( \theta \to 0 \). For \( \theta \) small, the leading terms of the previous expression are

\[
\begin{align*}
\end{align*}
\]

FIG. 1. Quadrilateral configurations for the trispectrum wave numbers. The left panel is referred to as the "kite" quadrilaterals with two adjacent sides of equal length and the other two sides also of equal length. The right quadrilateral is a "trapezium" which is defined to have two opposite sides parallel.
The sign of the kite trispectrum is the same as $-2 \cos (2\alpha) \cos (\theta)$ and, at small $\theta$, is negative for $\alpha < \pi/6$ and positive otherwise. As for the bispectrum, we recover the change of sign discontinuities induced by the GKS effect. In Fig. 2, we have represented the full geometrical dependency coming from Eq. (54) as a function of $\theta$ and for various values of $\alpha$. For convenience, we have chosen $\chi = 0.29$, $c_2 = 1$, $k = 1$, and $L = 20$. The incomplete gamma function contributes for configurations close to the parallelogram ones which appear as a bump in Fig. 2 for $\theta_p = \pi - 2\alpha$. For the kites, the argument of the gamma function simplifies to

$$c_2 Y^2 \Lambda^{2x+2} = k^2 \frac{c_1}{2^6} \frac{\xi}{(2\chi + 1)(2\chi + 2)} \left( \frac{2L}{\xi} \right)^{2x+2} y^2(\theta, \alpha)$$

$$\times \left[ 1 - 2 \cos (2\alpha) \cos (\theta) \right]^{-(x+1)} \left[ 2 \sin (\theta) + [\cos (\theta) - 1] \tan (\alpha) \right]^{2(x+1)}.$$  \hfill (59)

As can be seen on this plot, we recover the change of sign when $\alpha$ crosses the value $\pi/6$. The bump at $\theta_p = \pi - 2\alpha$ corresponds to the parallelogram limit of the kite configuration for which $y^2(\theta, \alpha) \to 0$.

**B. Trapezium**

Let us next consider a quadrilateral given by the right side of Fig. 1 having two opposite sides parallel. Without loss of generality, one can assume that the upper side is of smaller length than the bottom. Denoting their ratio by $\sin^2(\beta)$, after some algebra, the factor $y^2$ is still given by Eq. (55) with

$$y^2(\theta, \alpha) = \left[ \frac{\sin^2(\theta)}{\sin^2(\alpha + \theta)} \right]^{x+2}$$

$$\times \left[ 1 - \frac{\sin^2(\beta)}{\sin^2(\alpha + \theta)} \right]^{(x-3)/2} \sin^4(\beta)$$

$$\times [\tan^2(\beta)]^{(x-4)/2} \left[ 1 - \frac{\sin^2(\beta)}{\sin^2(\alpha + \theta)} \right]^{2(x+1)/3}.$$  \hfill (60)

As expected, the trapezium trispectrum decays with the power-law exponent $k^{-p}$. The overall amplitude is again amplified for elongated configurations and diverges for $\theta \to 0$. For convex quadrilaterals, assuming $0 < \theta < \pi - \alpha$, the sign of the trispectrum is given by the first term of Eq. (61). As a result, it is negative for $\theta < \theta_s$ and positive otherwise, where $\theta_s$ is given by

$$\theta_s = \arccos \left[ \frac{\sin (\alpha)}{\sqrt{\cos^2(\alpha) + \sin^2(\alpha)}} \right].$$  \hfill (62)

For an isosceles trapezium with $\alpha = \theta$, the change of sign occurs at $\theta_s = \pi/3$. Finally, in Fig. 3, we have plotted the full geometrical dependence as a function of $\theta$, for various

![FIG. 2 (color online). Trispectrum geometrical factor for the kite quadrilaterals as a function of $\theta$, plotted for various values of $\alpha$. The trispectrum is enhanced in the squeezed limit $\theta \to 0$. The bump for $\theta_p = \pi - 2\alpha$ corresponds to the parallelogram limit for which the unconnected part is no longer vanishing.](case_study_figs/fig2.png)

![FIG. 3 (color online). Trispectrum geometrical factor for the trapezium quadrilaterals as a function of $\theta$, plotted for various values of $\theta$. For convenience, the ratio of the two parallel sides has been fixed to $3/4$ and $\chi = 0.29$. The divergence in the squeezed limit occurs at $\theta \to 0$ but also at $\theta_p = \pi - \alpha$ for infinitely elongated parallelograms. For $\theta > \theta_p$, the trapeziums are no longer convex and represent “butterfly” configurations which are squeezed for $\theta \to \pi$.](case_study_figs/fig3.png)
values of $\alpha$. For the trapeziums, the argument of the gamma function is
\[
c_{\gamma}^{2} \Lambda^{2} = k^{2} \quad \frac{c_{\gamma}^{2}}{2(2\chi + 1)(2\chi + 2)} \left( \frac{2L}{\xi} \right)^{2\chi+2} y^{2}(\theta, \alpha)
\times \left[ \sin(\alpha) \sin(\theta) - 3 \cos(\alpha) \cos(\theta) \right]^{-2(\chi+1)}
\times \left[ \sin(\theta) \sin(\theta + \alpha) [3 + \cos^{2}(\beta)] \right]^{-2(\chi+1)}.
\]
(63)

The divergence for the parallelograms visible at $\theta = \pi - \alpha$ comes again from the squeezed shape. Imposing a fixed value of $\sin^{2}(\beta)$ implies that such parallelograms are infinitely elongated. The configuration with $\theta > \pi - \alpha$ are self-intersecting trapeziums having a butterfly shape. Their squeezed limit occurs for $\theta \rightarrow \pi$ for which the trispectrum is again strongly enhanced.

V. CONCLUSION

In this paper, we have analytically derived the CMB temperature trispectrum induced by cosmic strings using the string correlation functions in the Gaussian approximation. The trispectrum generically decays with a noninteger power-law behavior at small angular scales which depends on the string microstructure through the behavior of the tangent vector correlator on small distances. Its eventual detection and measurement may therefore help to distinguish between different string models. We have also found that the trispectrum diverges, in the framework of our approximations, on all squeezed configurations whose measurements remain however limited by the finite experimental resolution. In fact, such a noninteger power law is linked to the existence of a “flat direction” at leading order and the four-point function ends up being sensitive to the next-to-leading order string tangent vector correlator. This situation is also present in the $n$-point function and we do expect all of the higher $n$-point function to exhibit noninteger power-law behaviors. Since this situation was not encountered for the two- and three-point functions, the next step will be to compare our results here with the trispectrum computed from CMB maps obtained by string network simulations.

Finally, let us notice that we have not attempted to make any comparison with a CMB trispectrum produced by primordial non-Gaussianities of inflationary origin. The situation is nearly the same as it is for the string bispectrum [22]. The so-called $\tau_{NL}$ and $g_{NL}$ parameters quantify the amplitude of the primordial four-point function of the curvature perturbation on super-Hubble scales. As a result, the induced trispectrum of the CMB temperature fluctuations strongly depends on the CMB transfer functions and exhibits damped oscillations with respect to the multipole moments. Here, we have directly derived the CMB temperature trispectrum produced by the strings and it would therefore make no sense to find an associated $\tau_{NL}$ and $g_{NL}$. An alternative approach might be to estimate what values $\tau_{NL}$ and $g_{NL}$ would assume in a primordial-type oriented data analysis if the non-Gaussianities were actually due to strings. This could be done with a Fisher matrix analysis for a given experiment but we leave this question for a forthcoming work.
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