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Deep Reinforcement Learning Based Distributed Computation Offloading in Vehicular Edge Computing Networks

Liwei Geng, Hongbo Zhao*, Jiayue Wang, Aryan Kaushik, Shuai Yuan, Wenquan Feng

Abstract—Vehicular edge computing has emerged as a promising paradigm by offloading computation-intensive latency-sensitive tasks to mobile-edge computing (MEC) servers. However, it is difficult to provide users with excellent quality-of-service (QoS) by relying only on these server resources. Therefore, in this paper, we propose to formulate the computation offloading policy based on deep reinforcement learning (DRL) in a vehicle-assisted vehicular edge computing network (VAEN) where idle resources of vehicles are deemed as edge resources. Specifically, each task is represented by a directed acyclic graph (DAG) and offloaded to edge nodes according to our proposed subtask scheduling priority algorithm. Further, we formalize the computation offloading problem under the constraints of candidate service vehicles models, which aims to minimize the long-term system cost including delay and energy consumption. To this end, we propose a distributed computation offloading algorithm based on multi-agent DRL (DCOM), where an improved actor-critic network (IACN) is devised to extract features, and a joint mechanism of prioritized experience replay and adaptive n-step learning (JMPA) is proposed to enhance learning efficiency. The numerical simulations demonstrate that, in VAEN scenario, DCOM achieves significant decrements in the latency and energy consumption compared with other advanced benchmark algorithms.

Index Terms—Computation offloading, deep reinforcement learning, mobile-edge computing, vehicular edge computing networks.

I. INTRODUCTION

The Internet of Vehicles (IoV), a typical scenario of the Internet of Things (IoT) focused on the transportation industry, has recently attracted tremendous attention from academia and industry [1], [2]. Constructing a network topology among communication entities such as vehicles, pedestrians, and roadside units (RSU), IoT can provide efficient and secure information services to meet the increasing demand for a transportation environment [3]. With the rapid development of IoV and artificial intelligence (AI), more and more vehicles prompt a large number of smart applications, such as smart driving and augmented reality (AR) [4], [5], which are largely safety-related and require ultra-low latency constraints. Some of these applications are also computation-intensive, resulting in a large amount of energy consumption for their execution. However, relying solely on resource-constrained vehicle devices (VDs) is not sufficient to meet the requirements of these applications, in terms of latency or energy consumption.

As a promising solution, mobile-edge computing (MEC) has attracted tremendous attention by extending the computation capacity of the vehicular edge layer, which consists of fixed edge servers and RSUs near VDs [6]. Specifically, computation offloading technology, which offloads computation-intensive and latency-sensitive tasks to the edge servers, not only breaks the resource limits of VDs, but also reduces the high transmission latency due to mobile cloud computing (MCC) [7]. Nevertheless, as the vehicle density increases, the resources required for the MEC server are not sufficient to guarantee the quality-of-service (QoS) of all vehicles [8]. Moreover, if we only consider MEC servers as edge nodes, to reduce the latency and energy consumption, most vehicles will offload tasks, which causes a great burden on MEC servers. In addition, the resources of MEC servers are expensive, and extensive use increases the economic cost of the system. To this end, it is necessary to fully exploit the underutilized resources in vehicular edge computing networks (VECNs). Recently, the technical enhancements in device-to-device (D2D) communication technologies and vehicle hardware have made it possible to leverage the idle resources of some vehicles [9].

Therefore, to make the most of such resources, in this paper, we consider a vehicle-assisted vehicular edge computing network (VAEN) scenario, where mobile edge nodes are composed of idle vehicles with resources and fixed edge servers. Recently, several studies have considered the private properties of vehicles and thus utilized federal learning to protect user privacy or designed incentives to encourage vehicle participation in edge services. However, in this paper, we focus on the resources of idle vehicles and the formulation of offloading decisions. By utilizing the idle resources of vehicles as edge resources and providing computation offloading services near the request vehicles (RVs), tasks execution latencies are reduced, the resource utilization of RVs is optimized, and the load pressure on MEC servers is relieved with the addition of mobile edge nodes. In addition, vehicle-to-vehicle (V2V) communication can ensure the success of tasks, improves the stability of the system, and enhances user experience. Particularly, the idle resources of RVs are fully utilized in the VAEN scenario, which is critical for VECNs with valuable resources.
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been considered in VECNs, binary offloading and partial offloading [10]. Specifically, in binary offloading, the task is treated as a whole and either executed locally or offloaded [11], [12]. In partial offloading, the task is arbitrarily divided into two parts, one for local execution and the other for offloaded execution [13]. However, due to the rapid progress of AI, numerous computation-intensive and latency-sensitive applications are generated that can be divided into several subtasks with considerable and complex dependencies between them [14]. Therefore, computation offloading faces mainly two challenges in the VAEN scenario. 1) Designing offloading strategies for tasks with complex subtask dependencies is a challenge. Technically, on the one hand, the scheduling order of subtasks is difficult to determine due to the existence of serial and parallel dependencies of subtasks. On the other hand, the dependencies of subtasks increase the complexity of the system state space.

2) Considering V2V communication in the high-dynamic VAEN scenario is another challenge. Due to the relative movement of the vehicles, considering V2V communication will make the vehicle mobility models and constraints more flexible and dynamic. Specifically, if the communication between the RV and the SV is interrupted, the execution of the task will be disrupted.

Furthermore, the essence of computation offloading is to develop an optimal offloading strategy, which means that optimization methods should be paid utmost attention. However, applying conventional methods, such as convex optimization and game theory, in large-scale scenarios leads to an exponential increase in search space and heavy computational burdens [13]. Recently, deep reinforcement learning (DRL) has attracted the attention of academia and industry in searching for the optimal solutions for computation offloading problems [5]. The actor-critic algorithm shows promising performance in formulating offloading decisions [15], [16].

In the conventional actor-critic, both actor and critic networks are composed of fully connected networks (FCNs) [17], which makes model training inefficient due to a large number of parameters. Moreover, one-step Temporal-Difference Learning (TD) is commonly utilized to train the critic network, causing the critic network to converge slowly [18]. Additionally, in the training phase, transitions are sampled uniformly from the experience replay buffer, ignoring the differences in the importance of the samples.

To address these challenges and dilemma of VAEN, in this paper, we divide the task into multiple subtasks and depict the dependencies with a directed acyclic graph (DAG). Moreover, based on the DAG, we propose a subtask scheduling priority algorithm to further reduce the task execution latency. As for vehicle mobility, we conduct a candidate service vehicle (CSV) model to undertake communication constraints. Further, we propose a distributed computation offloading algorithm based on multiagent DRL (DCOM). Specifically, to better extract the features of system state spaces, we devise an improved actor-critic network (IACN) composed of 2-D convolution (Conv2D) layers and a long short-term memory (LSTM) layer. In addition, to improve the network learning efficiency, we propose a joint mechanism of prioritized experience replay and adaptive n-step learning (JMPA).

In summary, in this paper, we focus on making real-time offloading decisions for fine-grained tasks in the VAEN scenario, with the aim of minimizing the long-term system cost, including delay and energy consumption. Specifically, the contributions of the paper are as follows.

1) Modeling: We consider a VAEN scenario, wherein idle vehicles and MEC servers are jointly utilized as edge nodes to provide offloading services for fine-grained tasks. Specifically, a CSV model is constructed and a subtask scheduling priority algorithm is devised to reduce the delay of task executions.

2) Algorithm: We formulate an optimization problem with integrated considerations of delay and energy consumption, represent the problem as a Markovian decision process (MDP), and design the state, action and reward specifically based on VAEN. Furthermore, a multiagent DRL-based method, namely DCOM, is proposed to solve the optimization problem. Especially, IACN and JMPA are devised to extract features and improve the learning efficiency in DCOM.

3) Simulation: We evaluate the performance of DCOM with numerical simulations. The simulation results demonstrate that VAEN, IACN, and JMPA are effective in increasing the rewards of RVs. Furthermore, DCOM significantly outperforms other benchmarks in reducing latency and energy consumption under different parameter settings.

The remainder of this paper is organized as follows. Section II reviews the related work. Section III presents the system model. The problem formulation and offloading strategy are elaborated in Section IV and Section V, respectively. Section VI analyzes and discusses the experimental results, and Section VII concludes this paper.

II. RELATED WORK

In this section, we review the related work concerning computation offloading in cellular networks and vehicular networks.

A. Computation Offloading in MEC

In recent years, mobile edge computing offload technologies have received considerable attention in both academia and industry. Initially, most work focused on single-user scenarios. For example, Mao et al. [19] proposed a dynamic binary computing offloading algorithm based on Lyapunov optimization, which aimed to minimize the delay. Mohamed et al. [20] presented an offloading decision algorithm that minimized energy consumption. Subsequently, to apply to the actual application scenario, computation offloading in multi-user scenarios was studied. In [21], a computation offloading method based on the game theory was proposed to trade off the energy consumption and delay in a multi-user and multi-channel environment. Wu et al. [22] studied a multi-user task offloading strategy based on the game theory to reduce computational complexity. Despite the research progress, most of the above work focused on the binary offloading method. However, the binary offloading is a rough 0-1 offloading method that fails to make full use of system resources, i.e., bandwidth, computing resources. Moreover, in practice,
many large-scale applications, i.e., AR applications [23], are composed of many components. Therefore, if tasks are simply considered as a whole, the binary offload model is struggling to satisfy the delay constraint when large-scale applications are generated [24].

To fully utilize system resources and reduce task execution latency, many studies considered to split these tasks and performed partial offloading [25], [26]. Zhang et al. [27] formalized the partial offloading decision problem as a highly complex nonlinear constraint in the multi-mobile device scenario. Mao et al. [28] used buffer stability constraints to formulate energy minimization problems, and then proposed an online algorithm based on Lyapunov optimization to determine the optimal CPU frequency. Meanwhile, with the development of IOV, many studies have extended edge networks to vehicular networks and further proposed VECNs. Specifically, Zhao et.al [29] constructed an intelligent offloading system for VECNs, where the task scheduling and resource allocation strategy were formulated as a joint optimization problem to maximize the user’s quality-of-experience (QoE). Zhao et al. [30] studied a computation offloading strategy to consider the cloud-edge cooperation. In addition, the private attributes of vehicles have attracted significant attention. Feng et al. [31] studied the optimization design of federated learning in MEC systems and achieved the privacy protection of private users. Lu et al. [32] combined federated learning and blockchain in the context of MEC to address the problem of user privacy and security. Zhou et al. [33] proposed an auction-based incentive mechanism to incentivize private users to utilize and participate in the offloading service.

By simply dividing the task into two parts, the task execution latency relative to binary offloading are reduced. However, with the increasing complexity of IoV applications, internal dependencies of tasks become essential. Therefore, we divide the computation-intensive and delay-sensitive tasks into multiple subtasks and consider the dependencies between them to ensure the original task execution order. Further, we propose a subtask scheduling priority algorithm to further reduce the task execution latency. Additionally, we consider a VAEN scenario in which idle vehicles are seen as edge nodes, which can make fully utilize the resources of the VECNs and improve the QoS.

B. Computation Offloading Optimization Technology

The computation offloading problem mentioned above can be formulated optimally as a mixed-integer nonlinear program, and thus it is critical to use an objective optimization method applicable to VECNs to make real-time offloading decisions.

In recent years, researchers conducted extensive research on such objective optimization problems, especially based on the game theory [34]-[36], convex/non-convex optimization [37], [38], and other optimization techniques for formulating offloading decisions. However, the highly dynamic nature of VECNs poses a challenge for these conventional optimization methods. Furthermore, these conventional optimization algorithms have difficulty in obtaining optimization results when the optimization variables or constraints become more complex [7].

Fortunately, the application of DRL in regards to dynamic control problems has inspired researchers, and recent attention has shifted to finding DRL-based solutions to computation offloading problems [39]-[41]. DRL is a combination of reinforcement learning (RL) and deep learning (DL). Specifically, the problem definition and objective optimization are achieved with RL, the strategy and value function are solved by DL, and the objective function is optimized by error backpropagation algorithms [42]-[44].

As for the application of DRL in computation offloading, Zhang et.al [45] considered the high dynamic of vehicular networks, constructing a synchronized random walk model and using a deep-Q-network (DQN) to reduce system delay. Wu et.al [46] adopted the DQN algorithm, combining Q-Learning and deep learning to achieve joint optimization of delay and energy consumption. Moreover, Song et al. [47] investigated a task offloading problem, proposing a semi-online computation offloading model using Dueling Deep-Q networks, which jointly considered user behavior predictions and server load balancing. With the development of DRL, an actor-critic algorithm was proposed by combining policy gradient and temporal difference, consisting of an actor network and a critic network [48]. Liu et.al [49] proposed the actor-critic algorithm to jointly optimize the computation offloading policies and resource allocation. Zhan et.al [14] studied the task offloading problem and formulated it as a decentralized computation offloading game in each time slot, by taking into account both communication and computation costs. Additionally, actor-critic reinforcement learning was used to obtain the optimal offloading strategy. Geng et al [50] used the DDPG approach to optimize the task scheduling policy for VECNs scenarios considering channel time variations. Lu et al. [51] considered the QoE when constructing the computation offloading model, and proposed an improved DDPG algorithm named Double Duel Deterministic Policy Gradient (D(3)PG).

Although the adoption of DRL enables the agents to make real-time offloading decisions in highly dynamic large-scale
TABLE I
Notation Description

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RV/SV</td>
<td>Set of Request vehicles/Service vehicles</td>
</tr>
<tr>
<td>R</td>
<td>Set of all RSUs</td>
</tr>
<tr>
<td>S</td>
<td>Road Segment</td>
</tr>
<tr>
<td>M</td>
<td>Set of all MEC servers</td>
</tr>
<tr>
<td>N</td>
<td>The number of RVs</td>
</tr>
<tr>
<td>G</td>
<td>The number of SVs</td>
</tr>
<tr>
<td>F_{RV}</td>
<td>The computing capacity of RVs/SVs</td>
</tr>
<tr>
<td>F_{MEC}</td>
<td>The computing capacity of MEC servers</td>
</tr>
<tr>
<td>T_{i}</td>
<td>The task generated by RV i</td>
</tr>
<tr>
<td>G_{i}</td>
<td>Describe the task of RV i with a DAG</td>
</tr>
<tr>
<td>E_{i}</td>
<td>All edges of a DAG</td>
</tr>
<tr>
<td>T_{ij}</td>
<td>The j – th subtask of RV i</td>
</tr>
<tr>
<td>d_{ij}</td>
<td>The size of the subtask input data</td>
</tr>
<tr>
<td>c_{ij}</td>
<td>Required CPU cycles to accomplish the subtask</td>
</tr>
<tr>
<td>r_{ij}^{max}</td>
<td>Maximum permissible processing delay of the task</td>
</tr>
<tr>
<td>l_{ij}^{max}</td>
<td>Maximum tolerated delay of the j – th subtask</td>
</tr>
<tr>
<td>τ</td>
<td>Time slot</td>
</tr>
<tr>
<td>l_{p, mp, vp}</td>
<td>Task offloading symbolic factors</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in Fig. 1, we consider an urban environment scenario in which a one-way road has two parallel lanes with multiple vehicles moving in the lane. In the scenario, two types of vehicles are included, i.e., the request vehicles (RVs) and service vehicles (SVs). We denote RVs as \( RV = \{1, 2, ..., N\} \) with generation task, and SVs as \( SV = \{1, 2, ..., G\} \) with spare resources to provide computation offloading services for RVs. It is crucial to note that SVs can be both private and public. In other words, we only focus on the idle resources of SVs, without considering other attributes. In addition, we divide the time into many equal time slots, defined as \( \tau = \{1, 2, ..., T\} \), and assume that each RV generates only one task in a time slot. Moreover, RSUs are deployed on one side of the road, denoted as \( R = \{R_1, R_2, ..., R_M\} \), and the neighboring RSUs are connected via fibers. According to the coverage of RSUs, the road is divided into different segments \( S = \{S_1, S_2, ..., S_M\} \). MEC servers \( M = \{1, 2, ..., M\} \) are connected to RSUs and possess a large number of computing resources to provide highly reliable computation offloading services for RVs. For simplification, an MEC server and the connected RSU are represented by a fixed edge node. Furthermore, a base station (BS) is responsible for managing all RSUs and connects to RSUs via fiber optics, and the edge cloud server serves as a backup for RVs. In this paper, we assume that tasks can be completed depending solely on the edge layer nodes. For a practical scenario, we define both vehicles and MEC servers are heterogeneous, i.e., the computing capacity set of RVs, SVs, and MEC servers are \( F_{RV} = \{f_{RV}^1, f_{RV}^2, ..., f_{RV}^N\} \), \( F_{SV} = \{f_{SV}^1, f_{SV}^2, ..., f_{SV}^G\} \), and \( F_{MEC} = \{f_{MEC}^1, f_{MEC}^2, ..., f_{MEC}^M\} \), respectively. The main notations used in this Section are listed in Table I.

As shown in Fig. 2, the steps for computation offloading are as follows.

1) Task offloading requests sending: When RV \( i \) generates a task, it sends a task execution request to its corresponding RSU to obtain the information of the connected MEC server and all SVs.

2) Offloading decision making and task execution: Each RV makes its offloading strategy based on the known information and then processes tasks based on the offloading decisions. If
RVs decide to offload tasks, the uploading of the original data and the downloading of the execution results are required.

3) SVs update information: After the task execution step is completed, all SVs broadcast their information, such as locations, speeds, remaining resources, etc., to the corresponding RSUs at regular intervals.

4) Vehicular network information summary: All RSUs transmit the information of SVs to the BS for aggregation and then the BS broadcasts to all RSUs, thus ensuring that all RSUs have all the relevant information about SVs.

B. Task Model

Considering that most applications are fine-grained tasks. A task generated by RV $i$ at time slot $t$ can be represented by a set of subtasks denoted as $T_i = \{T_{i1}, T_{i2}, \ldots, T_{i|T_i|}\}$, $\forall i \in RV$, where $|T_i|$ denotes the number of subtasks. As shown in Fig. 3, we apply DAG $G_i = (T_i, E_i)$ to depict the dependencies between subtasks, where $E_i$ is the set of edges. $E_i$ is defined by $E_i = \{e_{i,1}, e_{i,2}, \ldots, e_{i,e_i}\}$ and $e_{i,e} = (j, j')$ indicates that the execution of subtask $T_{ij'}$ depends on the result of the execution of subtask $T_{ij}$. Therefore, we consider subtask $T_{ij}$ as the predecessor subtask of subtask $T_{ij'}$. Correspondingly, subtask $T_{ij'}$ is the successor subtask of subtask $T_{ij}$. We assume these subtasks are atomic and cannot be subdivided, and we define the $j$-th subtask of RV $i$ as

\[
T_{ij} \triangleq \{d_{ij}^{in}, c_{ij}, t_{ij}^{max}, t_{ij}^{max}\},
\]  

(1)

where $d_{ij}^{in}$ is the input data size of the subtask, $c_{ij}$ is the number of CPU cycles to complete the subtask, $t_{ij}^{max}$ is the maximum allowable delay of subtask $T_{ij}$ and $t_{ij}^{max}$ is the maximum allowable delay of task $T_i$.

According to the aforementioned, in the VAEN scenario, the edge layer is composed of fixed edge servers and SVs. Specifically, after generating task $T_i$, three ways can be utilized to process it by RV $i$, i.e., executing locally, offloading to a fixed service node, and offloading to a surrounding SV. Considering that all vehicles are equipped with one radio, a subtask can select at most one server for task processing, and an SV can serve at most one RV in a time slot. Therefore, for RV $i$, there are $G + 2$ offloading decisions. We define task offloading symbolic factors for RV $i$ are $lp_{ij} \in \{0, 1\}$, $mp_{ij} \in \{0, 1\}$ and $vp_{ij} \in \{0, 1\}$. Specifically, $lp_{ij} = 1$ when subtask $T_{ij}$ is executed locally, otherwise $lp_{ij} = 0$; $mp_{ij} = 1$ when subtask $T_{ij}$ is offloaded to a fixed edge node, otherwise $mp_{ij} = 0$; $vp_{ij} = 1$ when subtask $T_{ij}$ is offloaded to SV $g$, otherwise $vp_{ij} = 0$. The offloading decision of the $T_{ij}$ is defined as $a_{i,j} \in \{-1, 0, 1, 2, \ldots, G\}$. Further, the task offloading symbolic factors and the offloading decision have the corresponding relationships as follows: If $lp_{ij} = 1$ then $a_{i,j} = 0$, if $mp_{ij} = 1$ then $a_{i,j} = -1$, and if $vp_{ij} = 1$ then $a_{i,j} = g(1 \leq g \leq G)$, which indicates RV $i$ decides to offload subtask $T_{ij}$ to SV $g$.

C. Communication Model

In the following, we discuss the vehicle-to-infrastructure (V2I) communication model and V2V communication model.

1) V2I communication model: RVs need to communicate with RSUs when offloading tasks to fixed edge nodes. In VAEN scenario, we set the upload link from the RVs to the fixed edge node as a flat Rayleigh fading channel, regardless of channel interference. Assuming that the bandwidth of RSU is $B^{V2I}$ and there are $n$ RVs offloading tasks to the MEC server $m$. The uplink data rate between RV $i$ and fixed edge node $m$ can be calculated as

\[
r_{i,m}^{V2I} = \frac{B^{V2I}}{n} \log_2(1 + \frac{p_i h_{i,m}^{V2I}}{\sigma^2}),
\]

(2)

where $p_i$ is the upload power of RV $i$, $h_{i,m}^{V2I}$ is the channel gain between the $i$-th RV and the fixed edge nodes $m$, and $\sigma^2$ denotes the background noise power.

2) V2V communication model: We consider RVs can communicate directly with SVs via D2D-based V2V communications. The achievable transmission rates between RV $i$ and SV $g$ can be written as

\[
r_{i,g}^{V2V}(t) = B^{V2V} \log_2(1 + \frac{p_i h_{i,g}^{V2V}}{\sigma^2}),
\]

(3)

where $B^{V2V}$ denotes the communication bandwidth of SV $g$ and $h_{i,g}^{V2V}$ is the channel gain.

D. Computation Model

Based on the VAEN scenario, we analyze the computation model of the system.

1) Processing locally: If subtask $T_{ij}$ is selected to be executed locally, the execution delay is

\[
T_{i,j,l} = \frac{c_{ij}}{f_{i}}
\]

(4)

and the energy consumption of local execution is

\[
E_{i,j,l} = \kappa(f_{i}^{RV})^2 c_{ij},
\]

(5)

here $\kappa$ is the effective switching capacitance in the chip [43].

2) Processing at a MEC server: If subtask $T_{ij}$ is offloaded to a fixed edge node for execution, it follows a first-come-first-serve queuing principle. Due to the high-speed mobility of vehicles, if RV $i$ drives away from the road segment $S_m$ during task execution, the result of $T_{ij}$ is transmitted via inter-MEC server communication. Because the data volume of the returned calculation result is relatively small, the download
delay can be ignored, and transmission delay of subtask \( T_{ij} \) can be calculated as
\[
T_{i,up}^{V2I} = \frac{q_{ij}^{m}}{r_{ij}^{V2I}}. \tag{6}
\]

The queuing time can be expressed as
\[
T_{i,queue}^{V2I} = \sum_{n \in k, n \neq i} c_{nj}^{m}/f_{n,MEC}, \tag{7}
\]
where \( k \) is the set of RVs that offload tasks to RSU \( m \) before RV \( i \).

The execution time of subtask \( T_{ij} \) can be given as
\[
T_{i,exe}^{V2I} = \frac{c_{ij}}{f_{MEC}}. \tag{8}
\]

If RV \( i \) drives away from the road segment \( S_m \), the communication time between RSUs is
\[
T_{i,backhaul}^{V2I} = \Delta x * t_{backhaul}, \tag{9}
\]
where \( \Delta x \) is the number of road segments traveled by RV \( i \), \( \Delta x = 0, 1, 2, \ldots \), and \( t_{backhaul} \) is the time of adjacent RSUs communication, which we define as a constant.

The total time delay offloading to a MEC server for execution is
\[
T_{i,j,m}^{V2I} = T_{i,up}^{V2I} + T_{i,exe}^{V2I} + T_{i,backhaul}^{V2I} + T_{i,queue}^{V2I}, \tag{10}
\]
and the energy consumption of RV \( i \) is
\[
E_{i,j,m}^{V2I} = p_i T_{i,up}^{V2I}. \tag{11}
\]

3) Processing at a SV: If \( T_{ij} \) is offloaded to the SV \( g \), the delay consists of two parts, i.e., transmission delay and execution delay. The transmission delay between the RV \( i \) and SV \( g \) can be given as
\[
T_{i,g,up}^{V2V} = \frac{d_{ij}^{m}}{r_{ij}^{V2V}}. \tag{12}
\]
and the execution delay of subtask \( T_{ij} \) can be expressed as
\[
T_{i,g,exe}^{V2V} = \frac{c_{ij}}{f_{SV}^{V2V}}. \tag{13}
\]

Therefore, the total delay of offloading to SV \( g \) can be calculated as
\[
T_{i,j,g}^{V2V} = T_{i,g,up}^{V2V} + T_{i,g,exe}^{V2V}. \tag{14}
\]
We consider that task transfer consumes energy, so the energy consumption of RV \( i \) is
\[
E_{i,j,g}^{V2V} = p_i T_{i,g,up}^{V2V}. \tag{15}
\]
By analyzing the computation model, we can conclude that the task delay and energy consumption of \( T_{ij} \) can be given as
\[
T_{i,j} = l_{ij} \cdot T_{i,j,1} + m_{ij} \cdot T_{i,j,m}^{V2V} + v_{ij} \cdot T_{i,j,g}^{V2V}, \tag{16}
\]
\[
E_{i,j} = l_{ij} \cdot E_{i,j,1} + m_{ij} \cdot E_{i,j,m}^{V2V} + v_{ij} \cdot E_{i,j,g}^{V2V}. \tag{17}
\]

E. CSV Model

Due to the high-speed mobility of vehicles, we consider the communication range of vehicles when RVs perform V2V communication. Assume that the communication range of vehicles is \( R_c \). When the task \( T_i \) is generated, the coordinates of RV \( i \) and SV \( g \) are \((x_i, y_i), (x_g, y_g)\), and the velocities of them are \( v_i, v_g \) respectively. Accordingly, the distance between RV \( i \) and SV \( g \) is
\[
D_{i,g} = \sqrt{(x_i - x_g)^2 + (y_i - y_g)^2}. \tag{18}
\]
If \( D_{i,g} > R_c \), SV \( g \) cannot be a CSV for RV \( i \). If \( D_{i,g} < R_c \), the maximum communication duration between RV \( i \) and SV \( g \) can be calculated as
\[
CT_{i,g} = \frac{R_c \cos \alpha - (D_{i,g} \cos \alpha)\beta}{\Delta v_{i,g}}, \tag{19}
\]
where
\[
\alpha = \arcsin\left(\frac{|y_g - y_i|}{R_c}\right), \quad \beta = \frac{(x_i - x_g)(v_i - v_g)}{|x_i - x_g| |v_i - v_g|}, \quad \Delta v_{i,g} = |v_i - v_g|. \nonumber
\]

We define \( P_{i,g}^{cand,t} \) as the effect of the mobility on SV \( g \) becoming a CSV for RV \( i \), and represent it as
\[
P_{i,g}^{cand,t} = \begin{cases} 1, & \text{if } CT_{i,g} > \tau_{i,j}^{\text{max}} + \varsigma, \\ \frac{CT_{i,g} - \tau_{i,j}^{V2V}}{\tau_{i,j}^{\text{max}} - \tau_{i,j}^{V2V}}, & \text{if } \tau_{i,j}^{V2V} < CT_{i,g} < \tau_{i,j}^{\text{max}} + \varsigma, \\ 0, & \text{if } CT_{i,g} < \tau_{i,j}^{V2V}. \end{cases} \tag{20}
\]
where \( \varsigma \) is the guaranteed factor for successfully executing a task.

In addition, the volume of computing resources in SVs is a critical factor when RV \( i \) determines the CSVs. We define \( P_{i,g}^{cand,x} \) as the effect of the computing resources on SV \( g \) being a CSV for RV \( i \),
\[
P_{i,g}^{cand,x} = \begin{cases} 1, & \text{if } E_{g} > E_{ij}^{g}, \\ 0, & \text{if } E_{g} < E_{ij}^{g}. \end{cases} \tag{21}
\]
where \( E_{g} \) is the computing resource of SV \( g \), \( E_{ij}^{g} \) is the computing resource required for \( T_{ij} \) and it is defined as
\[
E_{ij}^{g} = k (f_{g}^{SV})^2 c_{ij}. \nonumber
\]

We define \( \rho \) as a threshold value to determine whether an SV can be a CSV and use a matrix \( P_{cand} = [P_{cand}]_{N \times G} \) to depict the candidate relationship between RVs and SVs. The SV \( g \) is able to become a CSV for RV \( i \) when \( P_{i,g}^{cand} = 1 \), and \( P_{i,g}^{cand} \) can be expressed as follows
\[
P_{i,g}^{cand} = \begin{cases} 0, & \text{if } P_{i,g}^{cand,t} < \rho, \\ 1, & \text{if } P_{i,g}^{cand,t} > \rho. \end{cases} \tag{22}
\]

In the next section, we discuss formulating an optimization problem.

IV. PROBLEM FORMULATION

In this section, we formulate the optimization problem for computation offloading in the VAEN scenario. Specifically, we aim to seek out the optimal offloading to minimize the task completion delay and energy consumption, and define the system cost of RV \( i \) as
\[
U_i = \sum_{j=1}^{|T_i|} (\lambda_i T_{i,j} + \lambda_e E_{i,j}), \tag{23}
\]
where $\lambda_i, \lambda_e \in [0, 1]$ and $\lambda_i + \lambda_e = 1$.

According to the task model introduced above, we define the task offloading symbolic factors as $lp = [l_{pij}]_{N \times G}$, $mp = [m_{pij}]_{N \times G}$, $vp = [v_{pij}]_{N \times G}$, respectively. Furthermore, we define the offloading decision for all RVs as $A_{ij} = [a_{ij}]_{N \times G}$, $0 < i \leq N$, $0 < j \leq |T_i|$. The optimization problem can be formulated as the long-term total system cost minimization problem, described as follows:

$$
P1 : \min_{\{lp, mp, vp, A'\}} \sum_{i \in N} U_i$$

s.t. $C1$ : $\sum_{j = 1}^{|T_i|} T_{ij} \leq t_{ij}^{max}$

$C2$ : $lp_{ij} + mp_{ij} + vp_{ij} = 1$ .

$C3$ : $a_{ij} \in \{-1, 0, 1, 2, ..., G\}$ .

$C4$ : $\sum_{j = 1}^{|T_i|} E_{ij} \leq E_{ij}^{max}$

$C5$ : $0 \leq p_i \leq P_{max}$

The main goal of the above optimization problem is to minimize total system cost by making reasonable offloading decision $A_{ij}$. Here, constraint $C1$ ensures that the execution delay does not exceed the maximum allowable delay. $C2$ and $C3$ are constraints on the decision variables. The constraint among $lp_{ij}, mp_{ij}$ and $vp_{ij}$ indicates that a subtask can only be executed on one server, and the $a_{ij}$ describes further the specific offloading destination of a subtask. Constraint $C4$ states that the energy consumption of RV $i$ does not exceed its own maximum number of resources, i.e., $E_{ij}^{max}$. $C5$ constrains that the transmission power of the RV $i$ does not exceed the maximum transmission power, i.e., $P_{max}$.

To solve problem P1, it is significant to obtain an optimal task offloading decision with minimum task delay and task energy consumption. However, it is clear that problem P1 is a nonlinear programming problem, which is generally NP-hard [32], and we prove it afterwards. Moreover, in a highly dynamic VAEN scenario, we need a time-vary task offloading decision that can be adaptively adjusted. Therefore, solving problem P1 with conventional methods is difficult to achieve. To this end, we design a task offloading algorithm based on RL to solve this problem.

Theorem 1. Problem P1 is NP-hard.

Proof: Refer to Appendix A.

V. REINFORCEMENT LEARNING-BASED SOLUTION

In this section, we consider a distributed structure to approximate the optimization problem as an MDP to minimize the system cost including delay and energy consumption. Specifically, we introduce a subtask scheduling priority algorithm, and define state, action, and reward function. Finally, we propose a DCOM which integrates IACN and JMPA to obtain the optimal policy. The main notations used in this Section are listed in Table II.

\section*{A. Priority of Task Scheduling}

The fine-grained task offloading decision process is divided into two steps, i.e., offloading order and offloading decision. To reduce the total processing latency of an application, it is necessary to obtain the optimal subtask offloading order. Two important concepts are proposed for subtask $T_{ij}$, i.e., priority and execution cost. The subtask priority is obtained with execution cost and internal dependencies, and the execution cost can be formulated as

$$\text{cost}_{i,j} = \frac{(T_{ij,d} + T_{ij,m} + \sum_{g = 1}^{G_{ij}} T_{ij,g})}{G_{ij} + 2},$$

where $G_{ij}$ is the number of CSVs about RV $i$.

In a task described by a DAG, we define the last subtask as the exit subtask, and each subtask has at least one path to the exit subtask, which we refer to as the exit critical path $ep$. In this paper, we use a reverse recursive approach to compute the priority of subtasks. Specifically, the priority of the exit
subtask is calculated first, and then the priority of each non-export subtask is calculated in the reverse direction according to the structure of the DAG. It should be noted that when calculating the priority of non-export subtasks, the exit critical path with the highest priority is chosen. The priority of subtask $T_{ij}$ can be defined as

$$P(T_{ij}) = \begin{cases} \cos T_{ij}, & \text{if } T_{ij} \text{ is exit subtask} \\ \max \ P(T_{ij}^p) + \cos T_{ij} + w_{i,j,j'}, & \text{otherwise} \end{cases}$$

(26)

Here, $w_{i,j,j'}$ is the communication overhead between subtask $T_{ij}$ and its successor subtask $T_{ij'}$.

Specifically, the pseudo-code of the subtask scheduling priority algorithm is provided in Algorithm 1.

**B. State, Action and Reward Definition**

RL can be described as an intelligence interacting with its environment to continuously learn for a specific goal, such as obtaining the maximum reward value. In this paper, we apply a distributed structure to obtain the optimal offloading policy, with the agents referring to all RVs and the environment referring to VAEN. In the following, the state space, action space, and reward function of the system are defined based on our proposed model.

1) **State Space:** We define the state space of RV $i$ at time slot $t$ as $s_{i,j}(t) = \{S_{ij}^{st}(t), S_{ij}^{vm}(t), S_{ij}^{ovd}(t)\}$, where $0 < i \leq N$ and $0 < j \leq |T_i|$. The state parameters are depicted in detail as follows.

a) $S_{ij}^{st}(t)$ is the information of the current subtask, including the data size vector of all subtasks $D_{i}^{in} = [d_{i1}^{in}, d_{i2}^{in}, ..., d_{i|T_i|}^{in}]$, the number of CPU cycles to complete all subtasks $C_i = [c_{i1}, c_{i2}, ..., c_{i|T_i|}]$, the set of predecessor subtasks $\text{pred}(T_{ij})$ of the current subtask and the set of successor subtasks $\text{succ}(T_{ij})$, which can be formulated as follows.

$$S_{ij}^{st}(t) = \{D_{i}^{in}, C_i, \text{pred}(T_{ij}), \text{succ}(T_{ij})\}.$$  (27)

b) $S_{ij}^{vm}(t)$ is the information related to the system and can be expressed as

$$S_{ij}^{vm}(t) = \{RV_{pos}, RV_{sp}, P_{candi}(i), MEC_{pos}, SV_{pos}, F_{SV}\}.$$  (28)

Here, $RV_{pos}$ and $RV_{sp}$ denote the coordinates and velocity of RV $i$, respectively. $P_{candi}(i)$ denotes the CSV model and $MEC_{pos}$ denotes the coordinates of MEC servers. Moreover, $SV_{pos}$ and $F_{SV}$ are the coordinates and CPU frequencies of SVs, respectively.

c) $S_{ij}^{ovd}(t)$ denotes the offloading decisions of the previous $L$ subtasks of the current subtask $T_{ij}$ for all RVs. Note that if $j \leq L$, the tasks can be traced back to the previous time slot. For simplicity, here we do not delve into the range of $j$. Specifically, when $j \leq L$, we consider the offloading decision of the previous time slot. Therefore, $S_{ij}^{ovd}(t)$ can be described as

$$S_{ij}^{ovd}(t) = \begin{bmatrix} a_{1, (j-1)} & a_{1, (j-2)} & \cdots & a_{1, (j-L)} \\ a_{2, (j-1)} & a_{2, (j-2)} & \cdots & a_{2, (j-L)} \\ \vdots & \vdots & \ddots & \vdots \\ a_{N, (j-1)} & a_{N, (j-2)} & \cdots & a_{N, (j-L)} \end{bmatrix}.$$  (29)

2) **Action Space:** In VAEN, an RV $i$ needs to make an offloading decision based on the system state $s_{i,j}(t)$ and decision policy, specifically, determining the target server for each subtask. Technically, the action space of the RV $i$ at time slot $t$ can be represented as

$$A_i^t = [a_{i,1}, a_{i,2}, ..., a_{i,j}, ..., a_{i,|T_i|}].$$  (30)

where $a_{i,j}$ is the $j$-th subtask execution destination. In particular, if $a_{i,j} = -1$, the subtask $T_{ij}$ will be offloaded to the MEC server, if $a_{i,j} = 0$, then the subtask $T_{ij}$ will be executed locally, and if $a_{i,j} > 0$, the subtask $T_{ij}$ will be executed on the corresponding SV. According to the aforementioned, the legal action space of $a_{i,j}$ is $\{-1, 0, 1, 2, ..., G\}$ and the dimension is $G + 2$.

3) **Reward Function:** In the time slot $t$, the environment gives rewards according to the actions taken by the agent. In this work, we have $R_i = [r_{i,j}]_{N \times G}$ ($0 < i \leq N$, $0 < j \leq |T_i|$, where $r_{i,j}$ is the improvement of the performance brought by RV $i$, and can be expressed as

$$r_{i,j} = \lambda_i \frac{T_{i,j,t} - T_{i,j,t-1}}{T_{i,j,t}} + \lambda_c \frac{E_{i,j,t} - E_{i,j,t-1}}{E_{i,j,t}}.$$  (31)

**C. Distributed Computation Offloading Algorithm based on multiagent DRL**

Afterwards, the overview of the algorithm, IACN, JMPA and DCOM descriptions are introduced.

1) **Overview:** To make real-time offloading decisions, we apply an actor-critic algorithm which combines a policy-based approach with a value-based approach. The actor-critic technique can compensate for the drawback of policy round update with the idea of DQN, and learn the policy function and value function together to get an optimal behavior through their interactions. Specifically, the actor selects an appropriate action according to the state of the environment, which is a policy-based approach. The critic is a value-based network that evaluates the quality of the action, and in turn the evaluation results act on the actor network for training, which can accelerate the learning process and achieve satisfactory results.

![Fig. 4. The structure of the distributed computation offloading algorithm based on multiagent DRL.](image-url)
Therefore, to obtain an optimized computation offloading policy, we design DCOM.

Fig. 4 illustrates the overall framework of DCOM with $N$ agents. Each agent possesses actor networks and critic networks. The actor networks include a main actor network $\pi$, with parameters $\theta^\pi$ and a target actor network $\pi$ with parameters $\theta^\pi'$. The main actor network and target actor network share the same structure, which reduces the oscillation of DNN and achieves stable convergence. In the process of generating action by the actor network, the conventional greedy algorithm only selects the optimal action and fails to achieve the purpose of full exploration. To balance the relationship between exploration and exploit, we adopt an $\epsilon$ greedy strategy, which can fully explore the actions in action space. After the main actor network outputs an action, the agent interacts with the environment to obtain the next state and immediate reward, and stores a transition $(s_{i,j}, a_{i,j}, r_{i,j}, s_{i,(j+1)})$ into the experience replay buffer for use in the subsequent training phase. With experience replay buffer, the dependency between sample data is broken.

As mentioned before, a critic network consists of a main critic network $Q$ with parameters $\omega^Q$ and a target critic network $Q'$ with parameters $\omega^Q'$. In the training phase, a mini-batch transition is sampled from the experience replay buffer to train the critic network. Suppose the $p$-th transition sampled from the experience replay buffer as $(s_{i,p}, a_{i,p}, r_{i,p}, s'_{i,(p+1)})$, $(s_{i,p}, a_{i,p})$ is taken as the input of the main critic network, and the output of the value estimation network can be calculated as $Q(s_{i,p}, a_{i,p} | \omega^Q)$. Further, taking $(s_{i,(p+1)}, \pi(s_{i,(p+1)}))$ as the input of the target critic network, the target $Q$ value $y_p$ can be expressed as

$$y_p = r_{i,p} + \gamma Q'(s_{i,(p+1)}, \pi(s_{i,(p+1)}) | \theta^\pi' | \omega^Q').$$  \hspace{1cm} (32)

Therefore, the TD-error can be calculated by

$$TD_p = y_p - Q(s_{i,p}, a_{i,p} | \omega^Q),$$  \hspace{1cm} (33)

and loss function of the critic network is given by

$$loss = \frac{1}{n_{batch}} \sum_{p=1}^{n_{batch}} TD_p^2.$$  \hspace{1cm} (34)

Here, $n_{batch}$ is the size of the mini-batch. The parameters of the main critic network can be updated by minimizing (34).

The main actor network $\pi$ updates its parameters $\theta^\pi$ in the direction of getting a larger cumulative discounted reward, that is

$$\nabla_{\theta^\pi} L(\pi) = E_{\pi} [\nabla_{\theta^\pi} \pi(s_{i,p}) \nabla_{\theta^Q} Q(s_{i,p}, a_{i,p} | \omega^Q) | a_{i,p} = \pi(s_{i,p})].$$  \hspace{1cm} (35)

Then, the parameters of the target network are updated by soft update algorithm as follows

$$\omega^Q' \leftarrow \tau' \omega^Q + (1 - \tau') \omega^Q',$$

$$\theta^\pi' \leftarrow \tau' \theta^\pi + (1 - \tau') \theta^\pi',$$

where $\tau'$ is 0.001 in general.

![Fig. 5. Structure of improved actor-critic network.](image)

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernels</th>
<th>Pooling</th>
<th>Stride</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>10 $\times$ 20</td>
</tr>
<tr>
<td>Convolution layer 1</td>
<td>5 $\times$ 5 $\times$ 32</td>
<td>/</td>
<td>1</td>
<td>10 $\times$ 20 $\times$ 32</td>
</tr>
<tr>
<td>Pooling layer</td>
<td>/</td>
<td>2 $\times$ 2</td>
<td>2</td>
<td>5 $\times$ 10 $\times$ 32</td>
</tr>
<tr>
<td>Convolution layer 2</td>
<td>5 $\times$ 5 $\times$ 32</td>
<td>/</td>
<td>1</td>
<td>5 $\times$ 10 $\times$ 32</td>
</tr>
<tr>
<td>Pooling layer</td>
<td>/</td>
<td>2 $\times$ 2</td>
<td>1</td>
<td>2 $\times$ 5 $\times$ 32</td>
</tr>
</tbody>
</table>

2) IACN: The size of the state space is very large due to $S^r_{i,j}(t)$ and $S^d_{i,j}(t)$, and the parameters of $S^d_{i,j}(t)$ are temporal variations. Specifically, we assume that the number of RVs is 20, and each task can be partitioned into up to 10 interdependent subtasks. The parameter $S^r_{i,j}(t)$ represents the structure information of a DAG with dimension $10 \times 20$, and $S^d_{i,j}(t)$ possesses temporal correlation. However, in a conventional actor-critic network, both its actor network and critic network are composed of FCNs. Although the FCNs can achieve feature extraction, it has inherent disadvantages. On the one hand, a large number of parameters are contained in
FCN, making it difficult to train, especially in a large-scale and highly dynamic VAEN scenario. On the other hand, using FCNs for feature extraction makes it difficult to capture the time-varying features of task sequences. Therefore, the training efficiency and results of fitting offloading strategies using only FCNs can not apply for the VAEN scenario.

As shown in Fig. 5, to solve this problem, we first divide the state space into three parts, and then design the IACN using 2-D convolution layers and an LSTM network. Taking the actor network as an example, for \( S_{i,j}^\text{set}(t) \), we consider \( 5 \times 5 \) 2D convolution filters to extract features as the input of a rectified linear unit (ReLU). Further, the max-pooling with \( 2 \times 2 \) filters and stride 2 in the pooling layer is applied, and a convolution layer 2, ReLU and a pooling layer are followed. The details of the network structure corresponding to the \( S_{i,j}^\text{set}(t) \) state are shown in Table III. Moreover, we use two 2-D convolution layers and an LSTM network to extract features of \( S_{i,j}^{\text{mod}}(t) \), and the detailed settings of the network structure are shown in Table IV. Other information in the state space is fed directly into the FCNs. Finally, the state space is spliced and inputted to an FCN. Note that the actor network and the critic network are different, where the former obtains the offloading decision through a Softmax layer and the latter connects an FCN to output the state value information.

3) JMPA: In the conventional actor-critic algorithm, a transition is stored as \((s_{i,p}, a_{i,p}, r_{i,p}, s_{i,(p+1)})\), i.e., one-step TD learning is applied to estimate the long-term reward. However, \( Q(s_{i,p}, a_{i,p}|\omega^Q) = r_{i,p} + \gamma Q(s_{i,(p+1)}|\omega^Q) \) is an inaccurate estimate of the future reward, so it is easy to have high bias and low efficiency at the early stage of training. In other words, the critic network will converge more slowly, which makes it difficult to give an accurate evaluation of the actor network. In addition, we observe that the uniform sampling in conventional actor-critic algorithm impacts the convergence of model training. Specifically, the model presents different performance when learning with different transitions in its replay buffer, which reveals different significance of these transitions for model training. To improve the speed and stability of convergence, we propose a JMPA which integrates prioritized experience replay and adaptive n-step learning. On the one hand, the importance of transitions is fully considered. On the other hand, the network is trained utilizing n-step transitions which can estimate the long-term reward adaptively.

In terms of n-step learning, n-step transitions, i.e. \((s_{i,p}, a_{i,p}, r_{i,p}, s_{i,(p+1)}, ..., a_{i,(p+n-1)}, r_{i,(p+n-1)}, s_{i,(p+n)})\), are cached in the experience replay memory, and the update objective can be described as

\[
Q(s_{i,p}, a_{i,p}|\omega^Q) = r_{i,p} + \gamma Q(s_{i,(p+1)}|\omega^Q) + \gamma^2 Q(s_{i,(p+2)}|\omega^Q) + ... + \gamma^{n-1} Q(s_{i,(p+n-1)}|\omega^Q) + \gamma^n E(Q(s_{i,p+n+1}, \pi(s_{i,(p+n+1)}|\theta^\pi))|\omega^Q) \tag{37}
\]

where \( n \) is a predetermined value, and discount factor \( \gamma \in [0, 1] \) controls the degree of how far the MDP looks into the future.

Since the transition we select may under a different strategy, to introduce an update with a fixed value of \( n \) directly may cause a large variance. Therefore, we calculate the update value \( n' \) for the selected transition, namely adaptive n-step learning, which can adjust the value of \( n \) dynamically to correct the “policy gap”. In the initialization process, the maximum value of \( n \) is set to \( n_{\text{max}} \). In each training iteration, a trajectory of length is chosen to update the parameters. Suppose \((s_{i,p}, a_{i,p}, r_{i,p}, ..., s_{i,(p+n_{\text{max}})})\) is a trajectory that exists in experience replay buffer, \( n' \) can be calculated as

\[
(n') = \begin{cases} 
\min\{\arg\Gamma\{k > \sum_{j=1}^{k} I^j\} = 1\} & \Phi = \Phi \\end{cases} \tag{38}
\]

where \( k \in (1, 2, ..., n_{\text{max}} - 1) \), \( I^j = \Gamma\{a_{i,(p+j)} = \pi(s_{i,(p+j)}|\theta^\pi)\} \) and \( \Gamma\{\ast\} \) is an expressivity function. When \( \ast \) is true, \( \Gamma\{\ast\} = 1 \), otherwise \( \Gamma\{\ast\} = 0 \).

Algorithm 2 JMPA

**Input:** The size of mini-batch \( n_{\text{batch}} \), the prioritization parameter \( \alpha \), correction parameter \( \varphi \)

1. for RV \( i = 1, 2, ..., N \) do
2. Sample a prioritized mini-batch of \( n_{\text{batch}} \) transitions with length \( n_{\text{max}} \) from replay buffer.
3. for \( p = 1, 2, ..., n_{\text{batch}} \) do
4. Compute the adaptive n-step for the \( p-th \) transition and return \( n' \) using (38).
5. Replace the \( p-th \) transition with \( (s_{i,p}, a_{i,p}, r_{i,p}, ..., s_{i,(p+n')}\).
6. end for
7. end for

**Output:** Selected transition \((s_{i,p}, a_{i,p}, r_{i,p}, ..., s_{i,(p+n')}\)

Based on absolute TD-error, priority \( rank(p) \) of the \( p-th \) transition is can be obtain.
where $z$ weights, which can be calculated by visitation frequency, introduces the importance-sampling
input of the sampled experience $p$.

Further, the probability of sampling transition $p$ is

$$ P(p) = \frac{(z_p)^\alpha}{\sum_{g \in W} (z_g)^\alpha}, \quad (40) $$

where $z_j = 1/rank(p)$, and $\alpha$ is the prioritization parameter. Finally, to correct the bias introduced by changing the state visitation frequency, [52] introduces the importance-sampling weights, which can be calculated by

$$ \phi_p = \frac{1}{W^\alpha \cdot P(p)^\alpha}. \quad (41) $$

Here, $W$ is the size of the replay buffer, $P(p)$ is the probability of the sampled experience $p$, and the parameter $\phi$ controls to the extent of used corrections.

The pseudocode of JMPA is summarized in Algorithm 2.

4) DCOM Descriptions: In DCOM, we divide it into two phases, i.e., the interaction phase and learning phase.

a) Interaction phase: The detail of the interaction phase is described in Algorithm 3. Each RV initializes the parameters of the actor network and critic network (Lines 1-3). For each episode, each RV generates fine-grained tasks, obtains the scheduling priority of subtasks according to Algorithm 1 (Lines 4-6), and acquires the initial state of the environment (Line 7). At the beginning of a time slot, each RV selects an action based on the obtained state of the environment, and interacts with the environment to obtain a reward and the next state (Lines 9-13). Further, transition $(s_{i,t}, a_{i,t}, r_{i,t}, s_{i,(t+1)})$ is stored in the replay buffer and the priority is calculated by (40) (Line 14). Finally, after each task is processed completely, the BS broadcasts the information to all RSU (Lines 17).

b) Learning phase: We provide the details of the learning phase in Algorithm 4. The learning phase is started based on known actor network and critic network parameters and other parameters. For each RV, we sample transitions in the replay buffer according to the priority, and the detailed procedure of the algorithm is described in Algorithm 2 (Line 2). Further, the value of the target critic network is calculated by (39) (Line 3). Then the main critic network and main actor network are updated by (34) and (35), respectively (Lines 4-5). Finally, the target actor network and target critic network are updated based on (37) (Line 6).

VI. NUMERICAL RESULT AND ANALYSIS

In this section, we first introduce detailed parameter settings for simulation. Moreover, we verify the convergence of DCOM as well as the effectiveness of IACN and JMPA. Finally, we compare DCOM with other benchmark algorithms.

A. Simulation Settings

We perform the distributed computing offload algorithm with tensorflow 1.5 in python 3.7. In our simulations, we set up 3 edge servers, 20 RVs, and 8 SVs distributed on a 1000-meter one-way road. Each RV generates a computation-intensive latency-sensitive task at each time slot, which can be divided into inter-dependent subtasks with an upper limit of 10 subtasks. We assume that the size of each subtask's input data is limited by [100, 500] KB, and its volume ratio ranges from [100, 500] cycles/byte. In addition, the maximum time delay allowed by task $T_i$ is selected from [0.5, 2] s, and the bandwidth of an RSU is 30 MHz. The transmission power and the CPU cycle frequency of each RV range from [0.1, 0.5] W and [0.5, 2] GHz, respectively. Moreover, the CPU frequency of the MEC server is selected from 4 GHz to 8 GHz, the CPU...
frequency of each SV is selected from 2 GHz to 4 GHz and the maximum communication range of SVs is 200 m.

As for the design of four networks of DCOM, the specific network structure parameters are presented in Tables II and Tables III. The size of the experience replay buffer is set to 1000, the mini-batch is set to 128 and the discount factor is set to 0.9, respectively. During training, an Adam optimizer is adopted to optimize the loss function.

B. Convergence Performance

We first verify the convergence of the proposed DCOM at different learning rates of its actor network and critic network. Fig. 6 illustrates the relationship between episodes and the average reward at different learning rates. By fixing the actor network’s learning rate to 0.01 and increasing the critic network’s learning rate from 0.0001 to 0.1, it is observed that the best convergence and reward values are achieved when the actor network’s learning rate is 0.01. Similarly, by fixing the learning rate of the critic network at 0.01 and increasing the learning rate of the actor network from 0.0001 to 0.01, the average reward curve converges accelerated and the reward value increases gradually. If the actor network’s learning rate is increased by 0.1, the reward value is significantly decreased, which is caused by the local optimum of the algorithm due to a large learning rate. Therefore, in our subsequent experiments, we fix the learning rate of the actor network and critic network to 0.01.

C. Effectiveness simulations

To evaluate the effectiveness of the proposed VAEN, IACN, and JMPA, we design the following benchmark algorithms for comparison.

1) DCOM-without-V2V: DCOM is used to formulate offloading decisions without considering V2V communication, where only MEC servers are considered as edge nodes.

2) AC-JMPA: JMPA is adopted on the basis of a conventional AC. Note that the network structures are FCNs. As for the design of the four networks, an input layer, two hidden fully-connected layers, and an output layer are conducted. The two hidden layers contain 200 nodes and 100 nodes, respectively.

3) AC-IACN: IACN is used based on a conventional AC. It is noted that this algorithm applies uniform sampling for one-step transition.

4) AC: The conventional AC algorithm applies an FCN structure and uniform sampling.

Fig. 7 illustrates the curves of the average reward, and depict the average reward for the VAEN scenario and the computation offloading scenario without considering V2V communication. In Fig. 8, with the increase of episodes, both DCOM and DCOM-without-V2V achieve convergence. However, due to the action space dimension is large in VAEN scenario, DCOM converges faster than DCOM-without-V2V. Specifically, DCOM achieves convergence at around the 500-th episode, while the DCOM-without-V2V converges at about the 400-th episode. In comparison, the DCOM can achieve
a higher reward value, which is increased by about 13%. That is because RVs reduce the queuing time at fixed MEC servers by offloading tasks to SVs, thus the task completion delay is shortened and the reward is increased. Therefore, it is necessary to consider the resources of SVs in multi-vehicle offloading scenarios to enhance the system utility.

Fig. 8 illustrates the reward curves for the four benchmark algorithms of DCOM, AC, AC-JMPA, and AC-IACN. It is observed that the agents of different algorithms achieve convergence by interacting with the environment, but the speeds of convergence and the average reward values after stabilization reveal different. Moreover, AC converges around 800 episodes and AC-JMPA converges around 600 episodes. The reason is that AC-JMPA adopts JMPA, where prioritized experience replay (PER) can make full use of valuable transitions and the adaptive n-step method accelerate the convergence of the critic network. Compared with AC, the average reward value of AC-JMPA is increased by about 4.5%, and AC-IACN achieves convergence at around 730 episodes and the average reward increases by about 5%. The reason behind that is the network structure that replaces FCN with Conv2D helps the agent to extract the features of its state space. In addition, LSTM captures the long-term changes of time-dependent data, which helps the agent to select an appropriate action and get the best reward. DCOM combines IACN and JMPA, not only has a substantial improvement in convergence speed compared with AC but also improves the average reward value by about 9%. In summary, IACN and JMPA are effective in speeding up convergence and improving the system utility.

D. Overall Performance Comparison

To evaluate the performance of DCOM, we design three benchmark algorithms to investigate the impact of the number of RVs, the weight of delay, the bandwidth and total computing capacity of fixed MEC servers, and the task data size on system performance. The settings of these benchmark algorithms are as follows.

1) AC: A conventional AC algorithm with an FCN structure and uniform sampling.

2) DQN: A value-based conventional DQN algorithm, which utilize value functions to guide the agent selection strategy in the VAEN scenario.

3) AllOff: The agent’s action space is G+1, i.e., it only selects to offload to the nearest fixed MEC server or SV g for execution according to DCOM.

4) AL: All tasks generated by RVs are processed locally.

1) Impact of the number of RVs: Fig. 9 depicts the task average delay of DCOM, AC, DQN, AllOff, and AL with different numbers of RVs. The number of RVs is varied from 10 to 30 with an increment of 5. As illustrated in Fig. 9, the task average delay of DCOM, AC, DQN, and AllOff increases with the number of RVs, because as the number of RVs become larger, the RVs get less upload bandwidth from the fixed MEC server and the queuing time becomes longer. Therefore, the transmission and computation delay in the fixed MEC server become large which results in an increase in the average delay of those tasks. In addition, as the number of RVs increases, the delay is impacted more and more. When the increment of RVs is small, the system resources are still relatively sufficient, thus the delay is not highly impacted. However, when the number of RVs is large enough, the system’s bandwidth and computation resources are highly competitive, and the delay is greatly impacted. Compared with AC, DQN and AllOff, the delay of DCOM is the smallest all the time. On average, the DCOM reduces the latency by 40% compared with AC. Compared with DQN and AllOff, the latency of DCOM is reduced by 61% and 38%, respectively. Unlike the trends of the four curves mentioned above, the average task latency of AL is not significantly impacted by the number of RVs, because AL processes all tasks locally and is only related to the computation capabilities of RVs locally and is only related to the computation capabilities of RVs instead of their number. We can conclude that the latency performance of DCOM consistently outperforms the other four benchmark algorithms as the number of RVs increases.

2) Impact of the weight of delay: In Fig. 10, we illustrate the trade-off between the average delay and average energy consumption of tasks with different delay weights, which
As illustrated in Fig. 10, with the increase of $\lambda_t$, RVs achieve a low delay but high energy consumption. This is because a large $\lambda_t$ indicates that the agent is concerned with reducing the execution delay of delay-sensitive tasks, and the demand for low energy consumption has a lower priority. Therefore, in practical applications, the weights can be adjusted according to the state of RVs when tasks are highly latency-sensitive, such as driving safety-related tasks, $\lambda_t$ can be increased. For example, when the battery energies of RVs are low, $\lambda_t$ can be decreased to maintain the power level.

We further compare the system cost performance with different offloading algorithms under different delay weights. Table IV records the system cost of DCOM, AC, DQN, AllOff, and AL when $\lambda_t$ takes different values. It is observed that the system cost values of DCOM, AC, DQN, and AllOff reveal undulatory as $\lambda_t$ increases, and the minimum system cost is achieved when $\lambda_t=0.7$. In addition, the system cost values of DCOM are smaller than the other four benchmark algorithms regardless of the value of $\lambda_t$. In the subsequent simulations, we consider $\lambda_t=0.5$ because the scenario studied in this work is equally significant in terms of the time delay and energy consumption.

3) Impact of bandwidth of MEC server: We evaluate the impact of total bandwidth of MEC server on the average delay and average energy consumption. Fig. 11 illustrates the average delay and average energy consumption of tasks for DCOM, AC, DQN, AllOff, and AL with different total bandwidths of MEC server. The total bandwidth of MEC server is varied from 10 MHz to 40 MHz with an increment of 10 MHz. It is observed from Fig. 11(a)-(d) that as the total bandwidth increases, the average delay and average energy consumption of the task decreases. This is because the larger the total bandwidth, the higher the upload rate of the task is offloaded, resulting in lower transmission delay and lower transmission energy consumption. Therefore, increasing the total bandwidth results in small average latency and low average energy consumption of the task. In addition, when the bandwidth is increased from 30 MHz to 40 MHz, the average delay and average energy consumption of DCOM, AC, DQN, and AllOff almost no change. The reason for this is when the total bandwidth increases to a certain value, the effect of bandwidth on system utility is no longer obvious, that is, in the current environment, the competition for bandwidth resources is no longer intense and the magnitude of system utility is constrained by other factors in the environment. From Fig.11 (a)-(d), it is observed that DCOM has the lowest latency and energy consumption compared with the other four benchmark algorithms regardless of any value of the total bandwidth. In this experiment, we can infer that larger the total bandwidth leads to smaller the average latency and energy consumption of the task.

4) Impact of total computing capacity of MEC server: We consider the impact of different computing capacities of the MEC server. Fig. 12 illustrate the average delay of DCOM, AC, DQN, AllOff, and AL with the MEC server’s computing capacity, which varied from 1 to 9 with an increment of 2. In Fig. 12, the average delay of tasks decreases with the computing capacity of MEC server increases. This is because larger the computing capacity of the MEC server leads to smaller the task execution delay at the MEC server. Since AL is independent of the MEC server, it is not impacted by its computing capacity. In addition, the latency of the DCOM is lower than that of the other four benchmark algorithms regardless of the variation of the computing capacity of the MEC server.

Fig. 13 shows the variation of the average energy consumption of the five algorithms with the computing capacity of the MEC server. For DCOM, AC, DQN, and AllOff, the energy consumption decreases significantly when the computing capacity of MEC server increases from 1GHz to 3GHz, but it reveals little changes when it continues to increase. Intrinsically, when the computing capacity of MEC server reaches 1GHz, most of RVs choose to offload to SVs or local execution due to the insufficient resources of MEC, which results in high energy consumption. When the computing capacity of MEC server is increased to 3GHz, the resources of MEC are sufficient, and the energy consumption of the system drops significantly. When the computing capacity of MEC server continues to be increased, the impact is on the processing time of the task on MEC, and the impact on both the transmission delay and energy consumption are small.

Similar to Fig. 12, the average energy consumption of

<table>
<thead>
<tr>
<th>Algorithm/\lambda</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCOM</td>
<td>0.141</td>
<td>0.133</td>
<td>0.130</td>
<td>0.129</td>
<td>0.133</td>
</tr>
<tr>
<td>AC</td>
<td>0.267</td>
<td>0.258</td>
<td>0.257</td>
<td>0.255</td>
<td>0.277</td>
</tr>
<tr>
<td>DQN</td>
<td>0.436</td>
<td>0.428</td>
<td>0.427</td>
<td>0.416</td>
<td>0.442</td>
</tr>
<tr>
<td>AL</td>
<td>1.989</td>
<td>1.989</td>
<td>1.989</td>
<td>1.989</td>
<td>1.989</td>
</tr>
<tr>
<td>AllOff</td>
<td>0.198</td>
<td>0.186</td>
<td>0.181</td>
<td>0.169</td>
<td>0.175</td>
</tr>
</tbody>
</table>
DCOM is lower than that of the other four benchmark algorithms regardless of the variation of MEC servers’ computing capacities. As illustrated in Fig. 13, averagely, DCOM reduces 35.8% of the average energy consumption compared with AC. In comparison with DQN and AllOff, DCOM reduces 74.4% and 23% of the average energy consumption, respectively.

5) Impact of task data size: Figs. 14 and 15 depict the effect of subtask data size on the average delay and average energy consumption of the system. The data size is varied from [10-100] KB to [1000-1500] KB. It is observed that the average delay and average energy consumption increase as the task data size increases. The key reason is larger the amount of task data leads to greater processing and transmission latency when the task is offloaded. When the subtask data size is [500-1000] KB, the delay of AL exceeds the maximum time delay allowed by the task, which causes the task execution to fail. Similarly, it also causes large energy consumption during local execution and transmission. In addition, it is observed that the average delay and average energy consumption of DCOM are minimized compared with other four benchmark algorithms. DCOM, AC, DQN, and AllOff are optimal because they can adaptively learn to make decisions, which are different from AL. However, DCOM, AC and AllOff achieve better performance than DQN because the actor network and critic network are utilized to make decisions. Furthermore, DCOM achieves better performance than AC because DCOM combines IACN and JMPA, which reduces the average delay and average energy consumption and improves the learning efficiency. Compared with AllOff, DCOM utilizes more system resources, such as RV local resources. Moreover, the average delay and average energy consumption of AL increase rapidly with the increase of its task data size, which indicates that the impact of task data size on AL is significant. Therefore, it is necessary for RVs to make appropriate offloading decisions when generating tasks with large data volumes.
VII. CONCLUSION

In this paper, we investigate the computation offloading problem in VAEN scenario with multi-vehicle, where both MEC servers and SVs are considered as edge nodes to provide computation resources. We consider each RV having a computation-intensive and latency-sensitive task that could be partitioned into interdependent subtasks and need to be completed within a time slot. Moreover, under the CSV model constraint, we have formulated the optimization problem by minimizing the delay and energy consumption. Further, to tackle this problem, we propose DCOM adopting IACN and JMPA to make an offloading decision in real-time. Simulation results demonstrate the effectiveness of the VAEN scenario, IACN, and JMPA, and validate the superiority of DCOM compared with other benchmark algorithms. Although satisfactory results are achieved by this work, it is still necessary to take care of the privacy issues during data transmission. In the future, we will further explore the computation offloading based on federated learning.

APPENDIX A

PROOF OF THEOREM 1

First, we introduce the 0-1 knapsack problem which is a typical NP-hard problem. In the 0-1 knapsack problem, it is known that there are \( N \) items with the value \( (v_1, v_2, \ldots, v_N) \). Moreover, the weights of the items are \( (w_1, w_2, \ldots, w_N) \) and the total weight cannot exceed \( W \). Mathematically, the problem can be expressed as

\[
\text{Knap} : \max \sum_{i \in N} x_i v_i \quad \text{s.t.} \quad \sum_{i \in N} x_i w_i \leq W, \quad x_i \in \{0, 1\}.
\]  

(42)

To simplify the problem P1, we consider an RV, an MEC server in our scenario, and ignore the transmission delay and energy consumption when RV \( i \) offloads the task to the MEC server. In addition, we consider task delay minimization under energy constraints. Therefore, the problem P1 can be expressed as

\[
P1 : \min \sum_{j \in |T_i|} \left( l_{ij} \cdot \frac{c_{ij}}{f_{ij}^C} + (1 - l_{ij}) \cdot T_{i,exe}^{V2I} \right) \quad \text{s.t.} \quad \sum_{j \in |T_i|} l_{ij} \cdot \kappa(f_{ij}^C)^2 c_{ij} \leq E_{i}^{\text{max}} \quad l_p \in \{0, 1\}.
\]  

(43)

For each subtask, we define \( a_j = -c_{ij}/f_{ij}^C \), then P1 can be formulated as

\[
P1 : \max \sum_{j \in |T_i|} l_{ij} \cdot a_j + (1 - l_{ij}) \cdot T_{i,exe}^{V2I} \quad \text{s.t.} \quad \sum_{j \in |T_i|} l_{ij} \cdot \kappa(f_{ij}^C)^2 c_{ij} \leq E_{i}^{\text{max}} \quad l_p \in \{0, 1\}.
\]  

(44)

Next, we make the following assumptions

\[
T_{i,exe}^{V2I} = 0,
\]  

(45)

\[
\kappa(f_{ij}^C)^2 c_{ij} = w_j.
\]  

(46)

Knap can be reduced to problem P1. Therefore, Theorem 1 is proved.
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