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SUMMARY

The era of gravitational wave (GW) observations began with the ground-breaking detection at the Laser interferometer Gravitational Wave detector (LIGO), we are now exploring more of the GW power spectrum. Upcoming space-based detectors such as the Laser Interferometer Space Antenna (LISA) will probe, for the first time, the millihertz window of the GW spectrum with the hope of detecting astrophysical and cosmological sources. The source of interest in this thesis is a cosmological first order phase transition at the electroweak scale. Detecting these GWs from the early universe would provide the opportunity to delve further back in the history of the universe than ever before.

In theories beyond the Standard Model a cosmological first order phase transition occurs when, below a critical temperature, bubbles of stable phase spontaneously nucleate in the surrounding metastable phase. These bubbles expand, collide, and merge until only the stable phase remains. This phenomenon produces a stochastic gravitational wave background (SGWB) that, once scaled due to the expansion of the universe, peaks in the frequency band corresponding to LISA. In the Standard Model this transition is a crossover and no GWs are produced. Thus, a detection of such a SGWB would be a discovery of new physics.

In the following thesis, using the latest analytical model of a SGWB from a first order phase transition (the Sound Shell Model) and information from cutting edge simulations I explore LISA’s ability to perform parameter estimation on key phase transition parameters. I focus on two different parameterisations of the phase transition SGWB, the thermodynamic and spectral. The thermodynamic parameters are derived from the physics of the
phase transition and consequently are related to the beyond standard model theory they in-
habit. The spectral parameterisation is computationally cheaper than the thermodynamic
parameterisation, which is advantageous when performing MCMC simulations. However,
the connection from the spectral to thermodynamic parameters is an unanswered ques-
tion. Here, we present a method for reconstructing the thermodynamic parameters from
the spectral parameters. I use statistical methods including Fisher analysis and Markov
chain Monte Carlo (MCMC) simulations to estimate parameter uncertainties on the two
parameterisations. The impact of astrophysical foregrounds on resolving a SGWB for a
first order phase transition are also investigated.
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Chapter 1

Introduction

The ground breaking first direct detection of gravitational waves (GWs) at the Laser Interferometer Gravitational wave Observatory (LIGO) in 2015 provided us with a new window to the cosmos [15]. The GW spectrum is populated with a diverse range astrophysical and cosmological signatures across the frequency decades. GWs provide a particularly exciting opportunity as they propagate from times when the universe was still opaque to electromagnetic radiation. The GW source that takes centre stage in this thesis is a stochastic gravitational wave background (SGWB) from a first order phase transition at the electroweak scale, which corresponds to $\sim 10^{-11}$s after the Big Bang.

Phase transitions describe the change of state of a system and are a common feature in some, but not all, gauge field theories. In general a phase transition in a gauge theory is a first order phase transition and proceeds via the nucleation of bubbles of new phase within the surrounding old phase which expand, collide, and merge until the phase transition completes [16–19]. In the Standard Model (SM) the transition between phases at the electroweak scale occurs smoothly and there is no departure from equilibrium. This is known as a crossover [20].

Although there is no first order phase transition in the SM in many extensions of the SM, such as those with additional scalar fields, there are first order phase transitions (for a review see [8]). One motivation to study the electroweak phase transition is the departure from equilibrium that occurs during a first order phase transition is one of the requirements needed to explain the matter-antimatter asymmetry in the universe [21–23].
A first order phase transition in the early universe in the presence of a cosmic plasma leads to the production of GWs in a number of ways: the collision of bubble walls, the overlap of sound waves established in the plasma, and acoustic and vortical turbulence. Of these GW contributions numerical simulations have shown that the acoustic GWs dominate the total SGWB from a first order phase transition [24–26]. The most sophisticated model for the acoustic contribution to the SGWB is the sound shell model (SSM) [4, 27]. The SSM calculates the GW power spectrum from a few key thermodynamic parameters of the phase transition, in turn these parameters can be directly calculated from the underlying particle physics model which describes the transition. A GW signature from a first order phase transition at the electroweak scale (100-1000 GeV) would peak in millihertz region today. In the 2030s space-based millihertz GW observatories like the Laser Interferometer Space Antenna (LISA) are planned to start operation [28]. The possibility of detecting a SGWB from a first order phase transition and constraining the thermodynamic parameters provides an exciting opportunity to search for new physics (that is complimentary to collider experiments).

Before millihertz GW detectors come online there is a bounty of interesting research to conduct including (but not exclusively): exploring the connection of extensions of the SM to the thermodynamic parameters of a first order phase transition, extending numerical simulations to cover a wider range of thermodynamic parameter space, and developing a thorough understanding of possible data analysis methods and the how the parameterisation of models impacts this. In thesis I hope to contribute to this endeavour by focusing on the last segment and investigating LISA’s ability to estimate the parameters associated with a SGWB from a first order phase transition at the electroweak scale.

1.1 Thesis outline

This thesis focuses on gravitational waves from first order phase transitions and the possibility of detecting them at upcoming space-based GW detectors. The preliminary material contains a brief overview of the production of GWs from first order phase transitions and the experiments that aim to detect them. I then present the articles written during my time as a doctoral candidate. The main focus of the articles is LISA’s ability to constrain the parameters associated with a GW power spectrum of a first order phase transition and subsequently the underlying parameters associated with new physics. The outline of this thesis as follows.
In Chapter 2, I cover some key concepts of general relativity, the production of GWs and cosmology. Chapter 3 contains a summary of the key thermodynamic parameters and the GW power spectrum produced by a first order phase transition. In Chapter 4 I review GW observation methods and introduce LISA. The final chapter of the background, Chapter 5, describes the data analysis methods we will go on to employ in the subsequent articles.

In the first paper, presented in Chapter 6, we use the sound shell model to characterise the gravitational wave power spectrum from a first order phase transition, and the Fisher matrix to estimate uncertainties in the parameters associated with such a transition [1]. We explore a parameter space with transition strengths \(0.01 < \alpha < 0.5\) and phase boundary speeds \(0.4 < v_w < 0.9\), with mean bubble spacings 0.1 and 0.01 of the Hubble length, and sound speed \(c/\sqrt{3}\). In this work, for simplicity we restrict ourselves to a fixed \(T_n = 100\text{GeV}\). Here, it is shown that the power spectrum in the sound shell model can be well approximated by a four-parameter double broken power law. We calculate the relative uncertainties for the thermodynamic parameters and the spectral parameters of the double broken power law fit to the sound shell model. We also consider the corresponding uncertainties to the principal components of the Fisher matrix.

Chapter 7 contains the second paper [2] which builds upon the previous work by studying LISA’s ability to observe a GW background from phase transitions in the presence of an extragalactic foreground from binary black hole mergers throughout the universe, a galactic foreground from white dwarf binaries, and LISA noise. Here we model the phase transition gravitational wave background as a double broken power law, we use the deviance information criterion as a detection statistic, and Fisher matrix and Markov Chain Monte Carlo (MCMC) methods to assess the measurement accuracy of the parameters of the power spectrum.

In Chapter 8, which contains the third paper [3], we introduce and test a method for investigating LISA’s sensitivity to gravitational waves from a first order phase transition using parametrised templates as an approximation to a more complete physical model. Starting from a map between the physical parameters and the parameters of an empirical template, we first construct a prior on the empirical parameters that contains the necessary information about the physical parameters; we then use the inverse mapping to reconstruct approximate posteriors on the physical parameters from a fast MCMC on the empirical template. We test the method on a double broken power law approximation to spectra in
the sound shell model.

Finally, I present the conclusions from this body of work in Chapter 9.
Chapter 2

General Relativity, Cosmology and Gravitational waves

2.1 General Relativity

Einstein’s theory of general relativity (GR) revolutionised the way we think about the universe, Newton’s theory of gravity which models gravity as an attractive force between masses served us well for centuries and can functionally describe the motion of objects, from an apple falling to the ground to the orbits of the planets. The problems arise when we look at the causal nature of gravity, how does one massive object know the force to feel from another distant object? To develop a causal gravitational theory that explains how distant objects influence one another Einstein reimagined gravity as geometry. Einstein introduced a background field, spacetime, that places time and space on equal footing. In this framework a gravitational field that is present at all points in space and time that interacts with mass. An intuition of what gravity as geometry means can be gleaned from John Wheeler’s quote “Space-time tells matter how to move; matter tells space-time how to curve”.

The first observational divergence from Newtonian gravity, which was known of before Einstein introduce GR, was the perihelion precession of Mercury. GR is able to describe this phenomenon. Further predictions of general relativity include: gravitational time dilation, gravitational lensing, gravitational redshifting of light and black holes all of which have been confirmed. Another prediction of general relativity, and a central pillar of this thesis, is gravitational waves which we will discuss in detail in Sec. 2.3.
In GR spacetime curvature is encoded in the metric $g_{\mu\nu}$ which we define by considering the infinitesimal spacetime separation between two points, this is known as the line element

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu$$ \hspace{1cm} (2.1)

where $g_{\mu\nu}$ is the metric, a symmetric two-index tensor which tells you how the distance between two points varies with your spacetime coordinates. For a flat spacetime in the absence energy-momentum the line element takes the simple form

$$ds^2 = -dt^2 + dx^2 + dy^2 + dz^2.$$ \hspace{1cm} (2.2)

In this special case $g_{\mu\nu}$ is known as the Minkowski metric

$$\eta_{\mu\nu} = \text{diag} (-1, 1, 1, 1).$$ \hspace{1cm} (2.3)

Here (and throughout this thesis) we use the $\text{(−, +, +, +)}$ convention.

There are three distinct cases for $ds^2$ depending on how the two points are separated. Firstly for $ds^2 < 0$ the points are said to be timelike separated, these points are causally connected. Secondly, lightlike separated points $ds^2 = 0$. Finally, $ds^2 > 0$ corresponds to spacelike separated points, which are causally disconnected.

The path a particle takes through 4-D spacetime is known as its worldline, where the distinction from a trajectory is made as this is also a path through time. A worldline is specified by $x^\mu(\lambda)$ and is designated as timelike, lightlike or spacelike by its tangent vector $dx^\mu/d\lambda$. For an observer journeying along a timelike path it is useful to introduce the concept of proper time $\tau$

$$d\tau^2 \equiv -ds^2.$$ \hspace{1cm} (2.4)

The proper time $\tau$ along a timelike path is computed as follows

$$\tau = \int \sqrt{-ds^2} = \int \sqrt{-g_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda}} d\lambda.$$ \hspace{1cm} (2.5)

A requirement when building GR was that the form of equations are coordinate invariant (i.e that they are covariant and transform linearly, as tensors do). It can be shown that the partial derivative $\partial_\mu$ acting on a vector $V^\mu$ is not invariant under coordinate transformation, instead the covariant derivative is defined

$$\nabla_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\mu\lambda} V^\lambda,$$ \hspace{1cm} (2.6)

where the $\Gamma^\nu_{\mu\lambda}$ are called the connection coefficients, also known as the Christoffel symbols

$$\Gamma^\sigma_{\mu\nu} = \frac{1}{2}g^{\sigma\rho}(\partial_\mu g_{\nu\rho} + \partial_\nu g_{\mu\rho} - \partial_\rho g_{\mu\nu}).$$ \hspace{1cm} (2.7)
As gravity manifests as curvature within GR we need to be able to describe said curvature. Information about the curvature is contained within the metric but more work is required to extract it into a useful form. For this we introduce the Riemann curvature tensor, a four index tensor, that is constructed from the Christoffel symbols (which as can be seen in Eq. 2.7 is built from the metric)

\[ R^\sigma_{\mu\alpha\beta} \equiv \partial_\alpha \Gamma^\sigma_{\mu\beta} - \partial_\beta \Gamma^\sigma_{\mu\alpha} + \Gamma^\sigma_{\alpha\lambda} \Gamma^\lambda_{\mu\beta} - \Gamma^\sigma_{\beta\lambda} \Gamma^\lambda_{\mu\alpha}. \]  

(2.8)

A unique quality of flat space is that all the components of the Riemann tensor vanish.

There are two useful contractions of Riemann tensor, the Ricci tensor

\[ R^\alpha_\beta = R^\lambda_{\alpha\lambda\beta}, \]  

(2.9)

and the Ricci scalar

\[ R = R^\lambda_\lambda = g^{\mu\nu} R_{\mu\nu}. \]  

(2.10)

We can then introduce the Einstein tensor

\[ G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu}. \]  

(2.11)

So far we have only looked at the curvature side of the GR coin, the connection to energy and momentum is made through the Einstein field equations

\[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi G T_{\mu\nu}, \]  

(2.12)

where \( G \) is the gravitational constant and \( T_{\mu\nu} \) is a symmetric two-index tensor known as the energy-momentum tensor. \( T_{\mu\nu} \) contains information about the energy and momentum of matter that sources gravity.

The Einstein field equations can be thought of as the equations of motion of the metric. We have reached the point where we have the mathematical formulation of the underlying concept of GR: curvature of spacetime is governed by the left hand side of Eq. 2.12 and the right hand side describes the energy and momentum in that spacetime.

### 2.2 Modern Cosmology

For the majority of human history we have thought of ourselves, on planet Earth, at the centre of the universe, Copernicus’ paradigm-shattering postulation in the 15th century that the opposite was true, has since been confirmed with observational evidence. The key
foundation of modern cosmology, which describes the universe on the largest scales conceivable, is often called the cosmological principle and is built on the Copernican principle: on the largest scales the universe is statistically homogenous and isotropic. Statistical homogeneity requires that the universe would appear the same at every point in space (at a set time) and isotropy means the universe looks the same in every direction. Working on these scales and assumptions will simplify the problem of trying to describe how the universe evolves.

When we look on local or even galactic scales it is hard to see how the great diversity can allow for the cosmological principle to hold, it is only on cosmological scales we can see the supporting evidence. Observational support for the cosmological principle has been found: the cosmic microwave background (CMB) observations show that they early universe was largely statistically isotropic [29, 30], and studies of galaxy distributions show homogeneity on scales $\gtrsim$100 Mpc.

The dominant force on cosmological scales is gravity, to describe the evolution of the universe we must employ GR. As introduced in Sec. 2.1 we can use geometry, in the form of a metric to describe the universe on large scales. The cosmological principle is encapsulated by the Friedmann–Lemaître–Robertson–Walker (FLRW) metric

$$ds^2 = -dt^2 + a(t)^2 \left[ \frac{dr^2}{1 - kr^2} + r^2 d\Omega \right],$$

where $d\Omega = d\theta^2 + \sin^2 \theta d\phi^2$. $k$ is defined as the curvature and the cosmological principle is fulfilled for the following three cases $k < 0$, $k = 0$, $k > 0$ which correspond to open, flat, and closed universes respectively. Here, $a(t)$ is the scale factor which will describe how distances evolve as the universe evolves, the scale factor is commonly normalised such that today $t = t_0$ the scale factor is $a(t_0) = a_0 = 1$. Our aim is to be able to describe how the universe evolves depending on what it is made of, for this we need to solve the Einstein equations.

Applying the cosmological principle we require that the energy momentum tensor must meet the following conditions

$$T^\mu_0 = 0, \quad T^1_1 = T^2_2 = T^3_3,$$

furthermore, none of the elements can depend on space.

On cosmological scales we model the distribution of matter as a perfect fluid, that does not conduct heat and has no viscosity. For the general case, where the observer
is moving with respect to the rest frame of the fluid, the covariant form of the energy-momentum tensor is

\[ T_{\mu\nu} = p g_{\mu\nu} + (\rho + p) U_\mu U_\nu \]  

(2.15)

where \( \rho(t) \) is the energy density, \( p(t) \) is the pressure of the perfect fluid and \( U_\mu \) is the fluid velocity four-vector. The pressure and the energy density are related as follows through the equation of state

\[ p = w \rho, \]  

(2.16)

the constant \( w \) takes the values 0, 1/3, −1 for pressureless matter, radiation and vacuum energy respectively. Now we have the energy momentum tensor we can begin to solve the Einstein equations. Remembering that the energy momentum tensor is covariantly conserved we arrive at

\[ T_{\mu\nu};\mu = 0 = G_{\mu\nu};\mu. \]  

(2.17)

Considering the time component of the conservation of energy momentum tensor and the equation of state Eq. 2.16

\[ T^{\mu\nu}_{0\mu} = \dot{\rho} + \Gamma_{i0}^i (\rho + p) = \dot{\rho} + 3 \left( \frac{\dot{a}}{a} \right) (\rho + p) = 0, \]  

(2.18)

which can be written in the more familiar form as the first law of thermodynamics

\[ d(\rho a^3) = -p da^3. \]  

(2.19)

For the equation of state given in Eq. 2.16 this can be written as

\[ \frac{\dot{\rho}}{\rho} = -3(1 + w) H, \]  

(2.20)

where \( H \) is the Hubble parameter

\[ H(t) = \frac{\dot{a}}{a} \]  

(2.21)

and \( \dot{a} = da/dt \). Eq. 2.20 can be rearranged to form the continuity equation

\[ \dot{\rho} + 3H(\rho + p) = 0. \]  

(2.22)

Writing \( H \) in terms of the scale factor and integrating Eq. 2.20 we can solve for \( a(t) \)

\[
\rho \propto a(t)^{-3(1+w)} \begin{cases} 
  w = 0 & \text{pressureless matter} \\
  w = 1/3 & \text{radiation} \\
  w = -1 & \text{vacuum energy} 
\end{cases}
\]  

(2.23)
The difference between the rate at which radiation and matter dilutes is because the energy density in radiation decreases more rapidly than matter. This is due to the fact as the universe expands the wavelength of light (and thus the energy) is redshifted. In an expanding universe, such as our own, first there is a period of radiation domination, followed by matter domination, if there is a cosmological constant (vacuum energy) eventually this will come to dominate. Currently the universe is undergoing an era of accelerated expansion that is thought to be driven by a cosmological constant.

The non-zero components of the Ricci tensor and scalar are $R_{00}$, $R_{ij}$ and $R$. It follows that the 00 component of the Einstein equation gives the well known first Friedmann equation

$$H^2 = \frac{8\pi G}{3} \rho_{\text{tot}} - \frac{k}{a^3}, \quad (2.24)$$

where $\rho_{\text{tot}}$ is the sum of all contributions to the energy density. Considering the $ii$ components of the Einstein equations and substituting in the first Friedmann equation we reach the second Friedmann equation

$$\dot{H} + H^2 = -\frac{4\pi G}{3} (\rho + 3p). \quad (2.25)$$

To determine the critical density $\rho_c$ required for the universe to be flat insert $k = 0$ into the first Friedmann equation, we obtain

$$\rho_c = \frac{3H^2}{8\pi G}. \quad (2.26)$$

Current observations of $\rho_{\text{tot}}/\rho_c$ are extremely close to 1, in this thesis we assume that the background curvature of the Universe is flat.

### 2.3 Gravitational waves

Within relativistic theories, such as Einstein’s theory of GR, the transmission of information is subject to the speed limit of the speed of light. In the context of a field theory a consequence of a moving mass or charge is the surrounding fields must reconfigure to account for this change, with this reconfiguration we can expect some energy and momentum is radiated away (what we go on to introduce as gravitational waves). Analogously to electromagnetism when we think of gravity in terms of GR we can expect radiative solutions, that travel at a finite speed (the speed of light). This phenomena is unique to GR as in Newtonian gravity there are no constraints on how fast information can travel and therefore is modelled as happening instantaneously.
A key difference between GWs and electromagnetic radiation is that the leading contribution to GWs comes from an accelerating quadrupole moment. The leading order contribution to electromagnetic radiation comes from an accelerating dipole moment, for example as is created by the oscillation of charges in a metal rod. In the context of gravity instead of a charge distribution we consider a mass distribution and first investigate the mass dipole moment. Any GW emission from a varying dipole moment would depend on the second order time derivative of the mass dipole moment. However, the first order time derivative of the mass dipole is equal to the total linear momentum of the system; as this quantity must be conserved it follows that there is no gravitational dipole radiation. Binary systems orbiting their common centre of mass are an example of a source that has a non-zero accelerating quadrupole moment and produce GWs. On the other hand, spherically symmetric systems have zero quadrupole moment and therefore do not produce GWs.

GWs were first proposed by Henri Poincaré in 1905 and later formalised as a prediction of Einstein’s GR in 1915. Although, their existence was a subject of debate for years until they were accepted as physical solutions and not just coordinate artefacts [31]. GWs have proved elusive and it wasn’t until nearly 100 years later that they were first detected at the Laser Interferometer Gravitational wave Observatory (LIGO) in 2015 from the inspiral and merger of a pair of black holes [15].

Following the steps outlined in [32], in this section we will look how to obtain the wave equation from Einstien’s field equations by considering the simple case of linearized gravity, in which we expand Einstein’s equations around a flat Minkowski metric. This solution can be further simplified with a careful gauge choice. We then describe the nature of the energy and momentum carried away by these GWs and how to convince oneself that they are in fact a physical phenomena that cannot simply be eradicated with a gauge choice.

2.3.1 Plane wave solutions in linearized GR

To begin we consider a small gravitational perturbation in a region of spacetime that is far away from any other sources of mass. In this case we can model the spacetime as flat Minkowski $\eta_{\mu\nu}$ with an additional small fluctuation $h_{\mu\nu}$

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}.$$  (2.27)
We assume that $|h_{\mu\nu}| \ll 1$ and we only need to consider linear contributions in $h_{\mu\nu}$. We can then write the Riemann tensor up to linear orders in $h_{\mu\nu}$ as

$$R_{\mu\nu\rho\sigma} = \frac{1}{2} \left( \partial_{\nu} \partial_{\rho} h_{\mu\sigma} + \partial_{\mu} \partial_{\sigma} h_{\nu\rho} - \partial_{\rho} \partial_{\mu} h_{\nu\sigma} - \partial_{\sigma} \partial_{\nu} h_{\mu\rho} \right)$$

and the Ricci tensor is

$$R_{\mu\nu} = \frac{1}{2} \left( \partial^{\alpha} \partial_{\mu} h_{\alpha\nu} + \partial^{\alpha} \partial_{\nu} h_{\alpha\mu} - \partial^{2} h_{\mu\nu} - \partial_{\rho} \partial_{\nu} h_{\mu\rho} \right)$$

noting that the trace of $h_{\mu\nu}$ is given by $h = h_{\mu} = \eta^{\mu\nu} h_{\mu\nu}$.

The physical situation we are interested in is a reference frame in which Eq. 2.27 holds for a large enough region of space. Choosing a reference frame breaks the invariance of GR under coordinate transformations, which is a handy way of reducing degrees of freedom in order to uncover the underlying physics of the theory. Even with this choice of reference frame there still remains a residual gauge symmetry. If we consider a coordinate transformation in the form of a slight distortion from cartesian, such as

$$x^{\mu} \rightarrow x^{\mu} + \xi^{\mu}$$

where $|\xi^{\mu}| \ll |x^{\mu}|$. The small fluctuations on the flat metric in the new coordinate system are given by

$$h_{\mu\nu} \rightarrow h_{\mu\nu}' = h_{\mu\nu} - \eta_{cb} \partial_{a} \xi^{c} - \eta_{ad} \partial_{b} \xi^{d}. \tag{2.31}$$

If at most $|\partial_{a} \xi^{c}| \sim \mathcal{O}(|h_{ab}|)$ then the condition $|h_{ab}| \ll 1$ is conserved, this means that these slowly varying coordinate transformations are a symmetry of the linearized theory.

The Ricci tensor can be simplified by instead of using $h_{ab}$ it is replaced with its trace reverse $\bar{h}_{ab}$

$$\bar{h}_{\mu\nu} = h_{\mu\nu} - \frac{h}{2} \eta_{\mu\nu}. \tag{2.32}$$

The Ricci tensor can now be written as

$$R_{\mu\nu} = \frac{1}{2} \left( \partial^{\alpha} \partial_{\mu} \bar{h}_{\alpha\nu} + \partial^{\alpha} \partial_{\nu} \bar{h}_{\alpha\mu} - \partial^{2} \bar{h}_{\mu\nu} + \frac{1}{2} \eta_{\mu\nu} \partial^{2} \bar{h} \right). \tag{2.33}$$

We can now make use of the gauge freedom to choose the Lorenz gauge\footnote{Due to historical inaccuracies often called the Lorentz gauge.}

$$\partial^{\alpha} \bar{h}_{\mu\nu} = 0, \tag{2.34}$$

which further simplifies the Ricci tensor

$$R_{\mu\nu} = \frac{1}{2} \left( \frac{1}{2} \eta_{\mu\nu} \partial^{2} \bar{h} - \partial^{2} \bar{h}_{\mu\nu} \right). \tag{2.35}$$
The Ricci scalar can then be calculated
\[ R = \frac{1}{2} \left( 2\partial^2 \bar{h} - \partial^2 \bar{\eta} \right) = \partial^2 \bar{h}. \] (2.36)

Using the Lorenz gauge Eq. 2.34 reduces the 10 independent degrees of freedom in the symmetric 4x4 matrix \( h_{\mu\nu} \) to 6 degrees of freedom. The Einstein tensor \( G_{\mu\nu} \) is given by
\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} R = \frac{1}{2} \left( \frac{1}{2} \eta_{\mu\nu} \partial^2 \bar{h} - \partial^2 \bar{h}_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} \partial^2 \bar{h} \right) = -\frac{1}{2} \partial^2 \bar{h}_{\mu\nu}. \] (2.37)

We now have all the elements required to construct the linearized Einstein equations
\[ -\frac{1}{2} \partial^2 \bar{h}_{\mu\nu} = \frac{8\pi G}{c^4} T_{\mu\nu}. \] (2.38)

If we consider a point in a vacuum outside the source where \( T_{bd} = 0 \) we are left with
\[ \partial^2 \bar{h}_{\mu\nu} = \Box \bar{h}_{\mu\nu} = \left( -\frac{1}{c^2} \frac{\partial^2}{\partial t^2} + \nabla^2 \right) \bar{h}_{\mu\nu} = 0, \] (2.39)
which is the wave equation with plane wave solutions analogous to electromagnetism,
\( \Box = -\frac{1}{c^2} \frac{\partial^2}{\partial t^2} + \nabla^2 \) this implies that GWs propagate at the speed of light.

Before discussing the plane wave solutions further we again need to discuss gauge choices, so far we have not completely fixed our gauge we are free to make a further coordinate transformation as in Eq. 2.30. Under such a coordinate transformation the Lorenz gauge will remain untouched as long as
\[ \Box \xi_\mu = 0. \] (2.40)

From this condition it follows that \( \Box \xi_{\mu\nu} = 0 \), where
\[ \xi_{\mu\nu} \equiv \partial_\mu \xi_\nu + \partial_\nu \xi_\mu - \eta_{\nu\mu} \partial_\rho \xi^\rho. \] (2.41)

We are then free to choose functions of \( \xi_\mu \) that impose four conditions on \( h_{\mu\nu} \), this fixes a further 4 degrees of freedom. A common choice is to adopt the transverse traceless (TT) gauge which corresponds to the following conditions
\[ h^{0\mu} = 0, \quad h^i_i = 0, \quad \partial^i h_{ij} = 0 \] (2.42)

Eq. 2.39 has plane wave solutions which can be written as
\[ h^{TT}_{ij}(x) = e_{ij}(k)e^{ikx}, \] (2.43)
where \( e_{ij}(k) \) is the polarisation tensor and wavevector \( k \). From Eq. 2.42 we see that the only non-zero component of \( h_{ij}^{TT} \) are those in the plane transverse to the direction of travel \( \hat{n} \). Setting \( \hat{n} \) along the z axis a simplified version of \( h_{ij} \) can be written

\[
h_{ab}^{TT}(t, z) = \begin{pmatrix} h_+ & h_x \\ h_x & -h_+ \end{pmatrix}_{ab} \cos[\omega(t - z/c)] \quad (2.44)
\]

where \( a, b = 1, 2 \) are indices in the \( x, y \) plane, here we introduce the "plus" and "cross" polarisation \( h_+ \) and \( h_x \) respectively.

### 2.3.2 Gravitational waves in curved spacetime

So far we have only considered GWs in a flat background, this does not account for the possibility that the GWs themselves may curve spacetime as they propagate. To allow for this scenario we must instead allow the background spacetime to be dynamical. In terms of our metric this is written as

\[
g_{\mu\nu} = \bar{g}_{\mu\nu}(x) + h_{\mu\nu}(x), \quad (2.45)
\]

where \( \bar{g}_{\mu\nu}(x) \) is our curved, dynamical background metric. Again we require the \( h_{\mu\nu} \ll 1 \).

We are now faced with the challenge of separating the background from the fluctuations, in the linearized theory this was easy as our background was chosen to be the Minkowski metric for all space and time. In the current scenario there is no unambiguous way to distinguish the source of changes to \( g_{\mu\nu} \) due to the background metric \( \bar{g}_{\mu\nu}(x) \) from the fluctuations \( h_{\mu\nu} \) we are interested in.

One approach for separating GWs from the background is to consider the case where there is a distinct separation of scales. If we can define a typical length scale \( L_B \) for the variations in the background \( \bar{g}_{\mu\nu} \), on top of which the small amplitude fluctuations have a relatively small wavelength \( \lambda \) such that

\[
\lambda = \frac{\lambda}{2\pi} \ll L_B, \quad (2.46)
\]

where \( \lambda \) is the reduced wavelength. This scenario can physically be interpreted as small ripples \( h_{\mu\nu} \) on a smooth background.

We can approach this from a different (and independent) perspective by considering the frequency domain. Consider a background metric \( \bar{g}_{\mu\nu} \) where the largest frequency is \( f_B \) whereas \( h_{\mu\nu} \) is peaked around \( f \) where

\[
f \gg f_B. \quad (2.47)
\]
Here $h_{\mu\nu}$ can be visualised as a small amplitude and high frequency perturbation around a slowly varying background. Both of these approaches are equally valid and the choice of wavelength or frequency approach is made dependent on which condition is satisfied.

Our aim is to understand the energy momentum carried by GWs at large distances from their source, for example at a detector. To investigate how the GWs propagate on a curved background we expand the background metric $\bar{g}_{\mu\nu}$. In this case we have two small expansion parameters $h \equiv O(h_{\mu\nu})$ and either $\lambda/L_B$ or $f_B/f$ depending on whether Eq. 2.46 or Eq. 2.47 is satisfied. These two scenarios can be treated in parallel with the appropriate changes in notation, here we will refer to both as the small wave expansion.

We now expand the Einstein equations to quadratic order in $h_{\mu\nu}$.

$$R_{\mu\nu} = \frac{8\pi G}{c^4} \left( T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T \right),$$  \hspace{1cm} (2.48)

where $T_{\mu\nu}$ is the energy-momentum tensor for matter and $T$ its trace. We then expand the Ricci tensor to quadratic order in $h$

$$R_{\mu\nu} = \bar{R}_{\mu\nu} + R_{\mu\nu}^{(1)} + R_{\mu\nu}^{(2)} + \ldots,$$  \hspace{1cm} (2.49)

here we have grouped together $\bar{g}_{\mu\nu}$ terms in $\bar{R}_{\mu\nu}$, linear and quadratic order terms of $h_{\mu\nu}$ are collected in $R_{\mu\nu}^{(1)}$ and $R_{\mu\nu}^{(2)}$ respectively, where

$$\bar{R}_{\mu\nu} = -[R_{\mu\nu}^{(2)}]_{low} + \frac{8\pi G}{c^4} \left( T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T \right)_{low},$$  \hspace{1cm} (2.50)

$$R_{\mu\nu}^{(1)} = -[R_{\mu\nu}^{(2)}]_{high} + \frac{8\pi G}{c^4} \left( T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T \right)_{high}.$$  \hspace{1cm} (2.51)

Here low relates to the projection on to low momenta or low frequencies depending on whether Eq. 2.46 or Eq. 2.47 applies. From Eq. 2.50 we can describe the energy-momentum tensor of GWs and from Eq. 2.51 how GWs propagate on the background spacetime.

Consider Eq. 2.50, when we have a clear separation between the two length scales, by introducing an intermediate length scale $\bar{l}$ where $\lambda \ll \bar{l} \ll L_B$ we can perform a projection over the long wavelength modes. By averaging over $\bar{l}$ the $L_B$ modes are left unaffected and $\lambda$ averages to zero. We can then write Eq. 2.50 as

$$\bar{R}_{\mu\nu} = \left\langle R_{\mu\nu}^{(2)} \right\rangle + \frac{8\pi G}{c^4} \left\langle T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T \right\rangle,$$  \hspace{1cm} (2.52)

where $\langle \ldots \rangle$ describes averaging over the reduced wavelength $\lambda$, if $\lambda$ is much smaller than the background wavelength scale, or a temporal average if $f \gg f_B$. We now define an effective energy-momentum tensor of matter $\bar{T}_{\mu\nu}$

$$\left\langle T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T \right\rangle = \bar{T}_{\mu\nu} - \frac{1}{2} \bar{g}_{\mu\nu} \bar{T},$$  \hspace{1cm} (2.53)
where $\bar{T} = \bar{g}_{\mu\nu}T^{\mu\nu}$ is the trace. The construction of $\bar{T}_{\mu\nu}$ means it only contains low frequency (or low momentum/long wavelength) modes and can be thought of as a smoothed form of the energy momentum tensor $T_{\mu\nu}$. We can also write down the energy momentum tensor for GWs

$$t_{\mu\nu} = -\frac{c^4}{8\pi G} \left\langle R_{\mu\nu}^{(2)} - \frac{1}{2} \bar{g}_{\mu\nu}R^{(2)} \right\rangle,$$

(2.54)

where $R^{(2)} = \bar{g}^{\mu\nu}R_{\mu\nu}^{(2)}$. The "coarse-grained" Einstein equations which describe how the background metric evolves can be introduced as

$$\bar{R}_{\mu\nu} - \frac{1}{2} \bar{g}_{\mu\nu}\bar{R} = \frac{8\pi G}{c^4} \left( \bar{T}_{\mu\nu} + t_{\mu\nu} \right).$$

(2.55)

As discussed when considering the linearized theory the matrix $h_{\mu\nu}$ has both physical and gauge modes, we can follow the same approach here to rid ourselves of the non-physical gauge modes. Remembering that outside the source $\square h_{\alpha\beta} = 0$

$$t_{\mu\nu} = \frac{c^4}{32\pi G} \left\langle \partial_{\mu}h_{\alpha\beta}\partial_{\nu}h^{\alpha\beta} \right\rangle.$$  

(2.56)

Finally, by choosing the Lorenz gauge Eq. 2.34 and the transverse traceless gauge as outlined in Eq. 2.42 we are left with the gauge invariant energy density for GWs travelling in a vacuum

$$t^{00} = \frac{c^4}{32\pi G} \left\langle \hat{h}_{ij}^{TT}\hat{h}_{ij}^{TT} \right\rangle$$

(2.57)

where $\hat{h}_{ij}^{TT} = \partial_{i}h_{ij}^{TT}$. This can be written in terms of the two polarisations of the GWs

$$t^{00} = \frac{c^4}{16\pi G} \left\langle \hat{h}_{+}^{2} + \hat{h}_{\times}^{2} \right\rangle.$$  

(2.58)

$t^{00}$ is often written as $t^{00} = \rho_{gw}$ as we will go in to discuss GWs in a cosmological context it will be useful to define the fractional energy density in GWs

$$\Omega_{gw} = \frac{\rho_{gw}}{\rho_{c}},$$

(2.59)

where $\rho_{c}$ is the critical energy density given in Eq. 2.26.

The propagation of GWs in an expanding universe can be described by the Einstein equation linearized to first order over a spatially flat FLRW background (see Eq. 2.13). In this case the metric perturbation is written $a^2h_{\mu\nu}$ which gives the GW equations of motion

$$\ddot{h}_{ij}(x, t) + 3H\dot{h}_{ij}(x, t) - \frac{\nabla^2}{a^2} h_{ij}(x, t) = 16\pi G\Pi_{ij}^{TT}(x, t)$$

(2.60)

where $\nabla^2 = \partial_{i}\partial_{i}$, and $\Pi_{ij}^{TT}$ is the transverse traceless part of the anisotropic stress. The anisotropic stress is given by

$$a^2\Pi_{ij} = T_{ij} - pa^2(d_{ij} + h_{ij}),$$

(2.61)
where $T_{ij}$ denotes the spatial part of the energy-momentum tensor of the source, and $p$ is the background pressure. Working with conformal time $d\eta = dt/a(t)$ and defining the

$$H_{ij}(k, \eta) = ah_{ij}(k, \eta)$$

where $k$ is the comoving wavenumber. The wave equation becomes

$$H''_{ij}(k, \eta) + \left( k^2 - \frac{a''}{a} \right) H_{ij}(k, \eta) = 16\pi G a^3 \Pi_{TT}^{ij}(k, \eta)$$

where primes denotes derivatives with respect to $\eta$. The majority of cosmological sources only generate GWs for a finite amount of time, after the source has ceased the GWs are free to propagate through the FLRW spacetime. This corresponds to setting the source term $\Pi_{TT}^{ij}(k, \eta) = 0$ in Eq. 2.63. The scale factor can be described as $a(\eta) = a_n \eta^n$ where for radiation $n = 1$ which means the $a''/a$ term vanishes and $H_{ij}$ obeys the same equation as a perturbation around Minkowski space (see Eq. 2.39).
Chapter 3

Gravitational waves from a cosmological first order phase transition

Cosmological first order phase transitions are dramatic events that can lead to exciting observational signatures such as GWs. We can gain intuition about a cosmological first order phase transition by considering a more down to earth phenomena such as the boiling of water. A first order phase transition is characterised by a critical temperature, latent heat, and mixed phases separated by phase boundaries. The two phases are distinguished by an order parameter. In the case of boiling water the order parameter is the density which under lab conditions (temperature 373K and 1 bar pressure) changes by a factor of about 1000 at the phase transition.

Here we focus on the phase transition associated with the symmetry breaking at the electroweak scale. The order parameter for electroweak symmetry breaking is the square root of vacuum expectation value of the Higgs field \( \phi = \sqrt{\langle HH^\dagger \rangle} \). At temperatures well above a critical temperature \( T \gg T_c \), the thermal Higgs potential has only one minimum at \( \phi \sim 0 \) [33] and the Higgs is in the symmetric phase everywhere. As the universe expands and cools the Higgs potential evolves. In the Standard Model the evolution of the Higgs potential is smooth and \( \phi \) gradually rolls down the potential to the new minimum in a crossover, there is no departure from equilibrium and no GWs are generated [20, 34]. In theories with extensions to the SM Higgs sector it is possible for a first order phase
transition to take place, an illustration of how the potential evolves in this case is given in Fig. 3.1. In this scenario a second minimum forms in the Higgs potential, and the two minima are separated by a potential barrier. As temperature continues to drop at some critical temperature \( T_c \) the minima are degenerate. When \( T < T_c \) it becomes energetically favourable for the scalar field to reside at the new minimum where \( \phi = \phi_b \) (where \( b \) denotes the broken phase). The challenge for the scalar field to overcome the potential barrier still remains, this can be surpassed by either thermal fluctuations [35] or quantum tunnelling [36, 37]. We consider the thermal case.

The extensions to the SM that exhibit these first order phase transitions can, in a number of cases, resolve outstanding questions in physics such as the baryon number asymmetry (baryogenesis) and the nature of dark matter [22, 23, 38]. For a summary of such models see [8]. Collider experiments that probe high energy physics such as the large hadron collider (LHC) are exploring the electroweak scale but have not yet constrained the order parameter \( \phi \) of the electroweak phase transition as we still know very little about the Higgs sector. A detection of the GW signature for a first order phase transition at the electroweak scale would compliment collide experiments.

In regions of space where the scalar field successfully overcomes the potential barrier, islands of broken phase form in a sea of metastable phase. Spherical bubbles are the most probable shape of regions of broken phase, which if larger than a critical size \( R_c \) will expand into the metastable region. The bubble will expand if the interior pressure is greater enough to overcome the force due to the surface tension of the bubble. The boundary between the two phases is known as the bubble wall.

The GW signal from a first order phase transition depends on a few key parameters. These key parameters are determined by the underlying particle physics of the phase transition and we will refer to them as the thermodynamic parameters. These parameters dictate the evolution of the bubbles, how the bubble wall interacts with the surrounding plasma and the amount of energy available to go into GW production. As there are a wide range of models that could lead to such a first order phase transition it is useful to work in a model-independent framework, where we take the thermodynamic parameters as the starting point for calculating the GW power spectra.

In this chapter we cover the definitions of the key thermodynamic parameters of a first order phase transition, the nature of the fluid shells that are established around the
expanding bubbles and the GW sources that are possible from such a transition.

3.1 Bubble nucleation

The temperature at which the probability of one bubble nucleating in one Hubble volume is of order one is known as the nucleation temperature $T_n$ which is one of the key thermodynamic parameters that determine the GW signature. The nucleation rate

$$\Gamma(t) = A(t)e^{-S(t)}, \quad (3.1)$$

where $A$ is a prefactor with dimension of energy to the fourth power and $S$ is the Euclidean action of a critical bubble. An approximate inverse time duration of the phase transition can then be defined as the rate of variation of the bubble nucleation rate

$$\beta \equiv \left. \frac{dS}{dt} \right|_{t_s} \simeq \left. \frac{\dot{\Gamma}}{\Gamma} \right|_{t_s}, \quad (3.2)$$

where $t_s$ denotes the time when the GWs are produced, this approximately coincides with $T_s \sim T_n$, in phase transitions without significant supercooling. This quantity $\beta$ is often parameterised as a ratio to the Hubble rate at the time of GW production $H_n$

$$\tilde{\beta} = \frac{\beta}{H_n}. \quad (3.3)$$

![Figure 3.1: The evolution of the effective potential $V(\phi)$ for a first order phase transition. $T_c$ is the critical temperature where two degenerate minima are present.](image-url)
3.2 Bubble wall speed

Once the bubble has surpassed its critical size the system is best described by hydrodynamics. The speed of the bubble wall $v_w$ is an important quantity as the nature of the fluid flow depends on it. As we will go on to see, the fluid profiles are vital for estimating GW power spectrum for a first order phase transition. The flows are also important for baryogenesis [39, 40]. We note the phase transition strength, which we go on to define, will also be vital in characterising the flow around the bubble. As done in [41], in the following discussion we assume that the transition completes within one Hubble time, so we can neglect the expansion of the universe.

In order to describe the bubble wall speed the equations of motion for the fluid-field system must be derived. This is done by considering the energy-momentum of the system

$$T_{\mu\nu} = T_{\mu\nu}^{\text{field}} + \sum_i T_{i,\mu\nu}^{\text{fluid}},$$

(3.4)

where the cosmic fluid is modelled as a perfect fluid with

$$T_{\mu\nu}^{\text{fluid}} = (e + p)U_\mu U_\nu + g_{\mu\nu}p.$$  

(3.5)

The total energy-momentum of the fluid-field system is conserved ($\partial^\nu T_{\mu\nu} = 0$) but those of the two subsystems are not. The relationship between the scalar field and the plasma is controlled via the dissipative phenomenological friction term $\eta(\phi)$, the $\eta$ function requires an out-of-equilibrium calculation. Once the equations of motion have been derived one can solve for how the bubbles evolve, given the parameters of the phase transition and the friction parameter. As the bubble expands it comes into contact with the fluid which exerts a frictional force slowing the bubble wall until it reaches a terminal velocity $v_w$. Full analysis of the microscopic interactions between the bubble wall and the fluid need to be carried out to determine $v_w$ [42, 43].

The wall speed, the inverse duration of the phase transition and the mean bubble spacing $R_*$ are related as follows

$$\tilde{\beta} = \frac{\beta}{H_n} \sim \frac{v_w}{H_n R_*}.$$  

(3.6)

The constant of proportionality $(8\pi)^{1/3}$ given for this equation in [44] is reasonable for wall speeds much greater than the speed of sound, but for wall speeds below the speed of sound it is also dependent on the phase transition strength and the bubble wall speed (as the nucleation rate is reduced by the reheating of the fluid in front of the bubble wall [45]).
view of this uncertainty, it is more convenient to work in terms of $R_\star$, and more precisely the Hubble-scaled mean bubble spacing

$$r_\star = H_n R_\star. \tag{3.7}$$

$r_\star$ will be one of our key thermodynamic parameters used to describe the GW power spectrum from a first order phase transition, as we will see it controls the amplitude and overall frequency scale of the GW power spectrum.

### 3.3 Fluid shell profiles

Assuming that the wall speed is known we now turn to discussing the hydrodynamic solutions for the fluid flows surrounding the expanding bubbles, we follow the approaches covered in [4, 40, 41]. Expanding bubbles deposit kinetic and thermal energy into the fluid they encounter, leading to bulk motion of the fluid and fluid shells being established around the bubbles. The nature of these fluid shells is vital in the prediction of the GWs from a first order phase transition.

To start we will describe the fluid velocities in front and behind the bubble wall, these two regions will be distinguished using ± notation, plus for just in front of wall and minus for just behind. In the following discussion it will be useful to switch between two frames, the universe frame where the bubble wall moves at $v_w$ and the wall rest frame which corresponds to $\tilde{v}_w = 0$. Quantities in the wall rest frame will be decorated as follows $\tilde{v}_+$ where this is the fluid velocity in front of the bubble wall in the wall rest frame.

We begin by considering the conservation of energy-momentum across the phase boundary in the wall rest frame

$$w_- \gamma_\pm^2 \tilde{v}_- = w_+ \gamma_\pm^2 \tilde{v}_+, \quad w_- \gamma_\pm^2 \tilde{v}_-^2 + p_- = w_+ \gamma_\pm^2 \tilde{v}_+^2 + p_+, \tag{3.8}$$

where $w$ is the enthalpy of the fluid $w = e + p$, $e, p$ are energy density and pressure respectively. $\gamma_\pm = (1 - \tilde{v}_\pm^2)^{-1/2}$. Note the enthalpy density $w$ and the pressure $p$ are both scalar quantities so are the same in this frame and in the universe rest frame. This set of equations are known as the bubble wall junction conditions and they can be rearranged as follows

$$\tilde{v}_- = \frac{p_- - p_+}{e_+ - e_-}, \quad \tilde{v}_+ = \frac{e_- + p_-}{e_+ + p_+}. \tag{3.9}$$

We now introduce the trace anomaly

$$\theta = \frac{1}{4} (e - 3p), \tag{3.10}$$
which is proportional to the trace of the energy-momentum tensor. The trace anomaly allows us to define the first form of another of our key parameters, the transition strength $\alpha_+$

$$\alpha_+ = \frac{4\Delta \theta}{3\bar{w}_+},$$

(3.11)

where $\Delta \theta = \theta_+ - \theta_-.$

The junction conditions given in Eq. 3.9 can be recast in terms $\alpha_+$, and then solving for either $\tilde{v}_+$ as a function of $\tilde{v}_-$ or vice versa we find

$$\tilde{v}_+ = \frac{1}{1 + \alpha_+} \left( \frac{\tilde{v}_-}{2} + \frac{1}{6\tilde{v}_-} \pm \sqrt{\left( \frac{\tilde{v}_-}{2} - \frac{1}{6\tilde{v}_-} \right)^2 + \frac{2}{3\alpha_+ + \alpha^2_+}} \right).$$

(3.12)

Different sets of physical solutions are found depending on the fluid velocity relative to the speed of sound $c_s = 1/\sqrt{3}$. If $\tilde{v}_- < 1/\sqrt{3}$ only the upper sign returns physical solutions and conversely for $\tilde{v}_- > 1/\sqrt{3}$. These two regimes correspond to subsonic deflagrations and supersonic deflagrations. A consequence of this is the fluid must be in the same regime in front and behind the wall.

The continuity equations are obtained by projecting the conservation equation

$$0 = u_\mu \partial_\nu T^{\mu\nu} = -\partial_\mu (wu_\mu) + u_\mu \partial_\mu p,$$

(3.13)

$$0 = \bar{u}_\mu \partial_\nu T^{\mu\nu} = w\bar{u}_\nu \partial_\mu u_\nu + \bar{u}_\mu \partial_\mu p.$$  

(3.14)

To simplify the continuity equations we assume the bubbles have spherical symmetry prior to collision and the bubble radius is $R = v_w t$, where nucleation time is set to $t' = 0$. Due to the spherical symmetry there is no length scale involved in the problem and there will be similarity solutions that depend on the dimensionless quantity $\xi = r/t$. The fluid velocity can now be written in terms of the new coordinate $\xi$ as $\vec{v} = v(r,t)\vec{r}$, where $\vec{r}$ is a unit radial vector. The continuity equations can now be rearranged

$$\frac{dv}{d\xi} = \frac{2v(1-v^2)}{\xi(1-\xi v)} \left( \frac{\mu^2}{c_s^2} - 1 \right)^{-1},$$

(3.15)

$$\frac{dw}{d\xi} = w \left( 1 + \frac{1}{c_s^2} \right) \gamma^2 \mu \frac{dv}{d\xi}.$$  

(3.16)

Here, the speed of sound squared $c_s^2 = dp/de$ and the fluid velocity $\mu$ at $\xi$ in a frame that moves outward with speed $\xi$ is

$$\mu = \frac{\xi - v}{1 - \xi v}.$$  

(3.17)
In general these equations are solved using numerical techniques taking into account a series of boundary conditions. The fluid velocity must vanish \( v = 0 \) at the centre of the bubble \( \xi = 0 \) due to spherical symmetry and at \( \xi = 1 \) due to causality (because we assume the fluid is at rest until it is disturbed by the bubble wall). At the bubble wall \( v \to v_{\pm} = \mu(\xi_w, \tilde{v}_{\pm}) \) as \( \xi \to \xi_{w}^{\pm} \) where \( \xi_{w}^{\pm} = v_{w} \pm \delta \) for infinitesimally small \( \delta \).

Depending on how the boundary conditions are fulfilled three distinct regimes for the asymptotic fluid profiles are defined: deflagration, detonations and hybrids which are discussed qualitatively below and schematic illustrations are shown in Fig. 3.2.

**Deflagrations:** Solution with wall speeds less than the speed of sound \( v_{w} < c_{s} \) are known as (subsonic) deflagrations. For this case the fluid in front of the bubble wall has time to react to the approaching phase boundary. The fluid in front of the bubble is compressed \( p_{+} > p_{-} \) and set in motion, the fluid velocity increases as the bubble wall gets closer, reaching its maximum value as it crosses the phase boundary. The fluid then cools and decelerates until at rest inside the bubble, this corresponds to \( \tilde{v}_{-} = v_{w} \) in the wall rest frame. At a distance from the phase boundary there is a discontinuity in the fluid velocity in the form of a shock front, after which the fluid is at rest (in the universe frame). See Fig. 3.3a for an example fluid velocity profile for a deflagration. **Detonations:** There is a minimum wall speed for a detonation, which in the bag model (used by the sound shell model) is equal to the Chapman-Jouguet speed \( c_{J} = \sqrt{\frac{1}{3} \left( 1 + \sqrt{\alpha_{+} + 3\alpha_{+}^{2}} \right) } \), \( (3.18) \), in the universe frame \( v_{+} = 0 \), which in the wall rest frame his corresponds to \( \tilde{v}_{+} = v_{w} \). This relationship and the condition on \( \tilde{v}_{+} \) translates into a minimum wall speed \( v_{w} > c_{J} \). When the bubble wall travels supersonically, the fluid has no time to react to the approaching phase boundary and the fluid ahead of the bubble wall is at rest \( v_{+} = 0 \), which in the wall rest frame this corresponds to \( \tilde{v}_{+} = v_{w} \). After the fluid crosses the bubble wall the fluid is compressed and accelerated \( p_{+} < p_{-} \), then the fluid velocity smoothly decrease until it is at rest at \( \xi = c_{s} \) forming a rarefaction wave behind the bubble wall. See Fig. 3.3c for an example fluid velocity profile for a detonation.

**Supersonic deflagrations (hybrids):** A hybrid between the two previous cases is a possible solution, if \( c_{s} > v_{w} \leq c_{J} \) the fluid profile in front of the bubble wall is the same as a deflagration and the fluid decelerates in a rarefaction wave after the phase boundary as in a detonation. The existence of hybrid solutions is debated [40][46]. This can only
occur if for a wall speed $v_w > 1/\sqrt{3}$, $\bar{v}_- = 1/\sqrt{3}$. physical solution if $\bar{v}_+ > v_w$ to ensure $v_+$ is positive. See Fig. 3.3b for an example fluid velocity profile for a hybrid.

The asymptotic fluid shell profiles can be calculated for a given wall speed and phase transition strength using \textsc{PTools} (see Sec. 3.5.4 for more details), examples of fluid velocity and enthalpy profiles are shown in Fig. 3.3.

Previously we introduced $\alpha_+$ as the phase transition strength, which depends on the quantities in front of and behind the bubble wall (which are perturbative quantities). We now define the phase transition strength as $\alpha_n$, which is described in terms of background quantities

$$
\alpha_n = \frac{4}{3} \left. \Delta \theta \right|_{T=T_n}. \tag{3.19}
$$

Here, $\Delta \theta = \theta_s - \theta_b$, note in the following papers when we refer to $\alpha$ we are referring to $\alpha_n$. Again, $\theta$ is the trace anomaly

$$
\theta = V_T(\phi) - \frac{1}{4} T \frac{\partial V_T}{\partial T}, \tag{3.20}
$$

where $V_T(\phi)$ is the scalar field potential energy. The phase transition strength $\alpha_n$ is important in GW production as it depends on the trace anomaly (see Eq. 3.19) which determines how much energy is available to be converted to shear stress energy.

Figure 3.2: Schematic diagram of the possible fluid profiles: deflagration (left), hybrid (middle) and detonation (right). The black circle marks the bubble wall and the black arrows show the radial direction of the wall speed $v_w$. The speed of sound is $c_s$, and the Chapman-Jouguet speed $c_J$ is defined in Eq. 3.18. The regions of fluid with non-zero velocities in the universe frame are shown in the coloured shells, where yellow denotes small velocities and orange large fluid velocities. Credit: D. Cutting.
To summarise the key parameters of the first order phase transition are the nucleation temperature $T_n$, the phase transition strength $\alpha$, the wall speed $v_w$ and the Hubble-scaled mean bubble spacing $r_\ast$. We will refer to these as the thermodynamic parameters.

### 3.4 Energy

As the bubble of broken phase expands into the fluid the potential energy of the scalar is field converted to kinetic energy and heat. The kinetic energy fraction (the amount of initial energy contained in the bubble that is converted into kinetic energy) is an important quantity as it is good estimate for the power in GWs. Assuming that the kinetic energy fraction estimate for one bubble has been found to be a reasonable estimate the kinetic energy fraction for the entire fluid [4, 26]. This means the GW power can be calculated by studying a single bubble. However, for strong transitions it has recently shown that the efficiency of transfer of kinetic energy to the fluid is less than theoretically predicted [7].

The kinetic energy fraction of the fluid is given by the trace of the energy momentum tensor minus the trace in the rest frame of the fluid

$$K = \frac{1}{V_e} \int d^2 x w \gamma^2 v^2$$

(3.21)

Figure 3.3: The fluid velocity $v$ and the enthalpy $w$ given as functions of the dimensionless coordinate $\xi = r/t$. From left to right the panels show: subsonic deflagration $v_w = 0.55$, hybrid (supersonic deflagration) $v_w = 0.7$ and detonation $v_w = 0.88$. The dashed line represent curves which must intersect the shock front. The dashed dotted lines denote the maximum fluid velocity behind the phase boundary. Here the parameters chosen represent fiducial models we go on to use in our data analysis. Figures generated using PTtools [4].
where $\mathcal{V}$ is the averaging volume and $\bar{e}$ is the mean energy density. For a single bubble this is given by

$$K_1 = \frac{3}{\xi w e} \int d\xi \xi^2 w \gamma^2 v^2$$

(3.22)

where $e_s$ is the energy density in the symmetric phase. Due to energy conservation and the speed of the transition (relative to the Hubble rate) $e_s = e_b$. Our assumption that kinetic energy fraction for a single bubble can describe the kinetic energy fraction for the entire fluid means $K = K_1$.

## 3.5 Gravitational waves from phase transitions

During and in the aftermath of a first order phase transition GWs can be sourced via three mechanisms: the collisions of bubble walls, the overlap of sound waves established in the plasma after bubbles have collided and turbulence in the form of vorticity and shocks that develop after the bubbles have collided. In what follows we present a brief overview of each component, summaries of the GW sources associated with a first order phase transition can be found in [8, 47].

### 3.5.1 Scalar field contribution

As bubbles of stable phase collide and merge, the collision of bubbles leads to the production of GWs [48]. This contribution to the GW spectrum has been understood using the “envelope approximation”, which models the expanding bubbles walls as the propagation of spherical, infinitesimally thin shapes using numerical simulations (instead of using the Klein Gordon equation to describe the evolution of the scalar field) [49–51]. In this approximation, a fraction $\kappa_\phi$ of the latent heat of the phase transition is deposited in a thin shell near the bubble wall. The energy in each shell is expected to disperse quickly after the bubbles walls collide, therefore most of the energy is stored in uncollided bubble walls. The most recent numerical simulations have been able to improve numerical accuracy for high frequency behaviour of the GW power spectrum [50]. The contribution from bubble collisions in terms of energy density is given by

$$h^2 \Omega_{bc} = 1.67 \times 10^{-5} \left( \frac{H_s}{\beta} \right)^2 \left( \frac{\kappa_\phi \alpha}{1 + \alpha} \right)^2 \left( \frac{100}{g_s(T_s)} \right)^{1/3} \left( \frac{0.11 v_w^3}{0.42 + v_w^2} \right) \frac{3.8 (f/f_\phi)^{2.8}}{1 + 2.8 (f/f_\phi)^{3.8}},$$

(3.23)

where $g_s$ is the effective number of relativistic degrees of freedom at GW production, and $f_\phi$ is the peak frequency of the contribution from the scalar field contribution [47]. As this portion of the phase transition GW production has a relatively short duration it will
not contribute significantly to the overall GW signature, except if there is very strong supercooling [52, 53].

3.5.2 Sound waves

In thermal phase transitions fluid shells form around the expanding bubble wall due to the interplay between the scalar field and the fluid. These fluid shells induce sound waves which once the bubbles have collided these sound waves overlap and produce a long lasting source GWs which we label $\Omega_{sw}$. The sound waves remain (and are a persistent source of GWs) until they are damped by viscosity or they generate shocks [54]. Simulations that model the interaction between the fluid and the scalar field via a phenomenological friction parameter have shown that there are sound waves established in the fluid surrounding the bubble wall [24–26]. These studies have also shown the sounds waves continue to source GWs long after the phase transition completes. Their long-lasting nature boosts the associated GW signature, making them a significant contribution to the overall GW spectrum. A general form of the contribution to the GW spectrum from the sound waves is given by

$$\Omega_{sw} = 2.65 \times 10^{-6} \left( \frac{H_*}{\beta} \right) \left( \frac{\kappa_v \alpha}{1 + \alpha} \right)^2 \left( \frac{100}{g_*(T_*)} \right)^{1/3} v_w C(f, f_{sw}), \quad (3.24)$$

where the efficiency $\kappa_v$ denotes the fraction of trace anomaly that is transformed into bulk motion of the fluid, $C$ is a generic spectral fit around the peak of the power spectra from numerical simulations, with the form

$$C(f, f_{sw}) = \left( \frac{f}{f_{sw}} \right)^3 \left( \frac{7}{4 + 3(f/f_{sw})} \right)^{7/2}, \quad (3.25)$$

$f_{sw}$ is the frequency that corresponds to the peak of the acoustic GW power spectrum [47]. We will refer to $C$ as the LISA cosmology working group spectral fit, which takes the form of a single broken power law. An improvement on Eq. 3.24 that agrees with a wider range of numerical simulations is the sound shell model which we introduce in sec. 3.5.4 and is a physical model instead of a spectral fit.

3.5.3 Shocks and turbulence

In the aftermath of a first order phase transition shocks and vortical modes are established in the bulk motion of the plasma, both of which can lead to the production of GWs.

The evolution of shocks has been studied, and for strong transitions the power spectrum around the peak will not be completely described by the sound shell model [55]. The
timescale for the generation of shocks is $\tau_{sh} \sim \xi_{||*}/\bar{v}_{||*}$, where $\xi_{||*}$ is the initial value of the integral length scale of the longitudinal component, and $\bar{v}_{||*}$ is the longitudinal rms velocity at GW generation. If shocks appear before one Hubble time they may have significance for the GW spectrum. In particular, they would modify the low wavenumber region of the GW power with a spectral form as given below

$$\frac{1}{(H_*\xi_{||*})^2}P_{gw} \propto k^{3h-1},$$

(3.26)

where $H_*$ is the comoving Hubble parameter evaluated at the time of the phase transition, and $k$ is the wavenumber. Here $\beta \sim 4$ is the low-$k$ power law index [55] (not the inverse duration of the phase transition).

The vortical modes can become turbulent which would leave an imprint on the GW spectrum from a first order phase transition. Turbulence is expected to set in after of the order of a few eddy turn over times, $\tau_{tu} \sim \xi_{\perp*}/\bar{v}_{\perp*}$, where $\xi_{\perp*}$ is the integral scale of the vortical component of the flow and $\bar{v}_{\perp*}$ is the transverse rms velocity at GW generation. The vorticity is small for all but very strong transitions which implies the turbulent contribution the GW power spectrum is also small [7]. For cases where there is significant vorticity the GW spectrum from fully developed turbulence can be approximated as follows [56]

$$\Omega_{tu}(K \ll 1) = c_1 \frac{N_{cut}(H_*\xi_{\perp*})^2}{\bar{v}_{\perp*} + N_{cut}H_*\xi_{\perp*}} \bar{v}_{\perp*}^6 \left( \frac{K}{\bar{v}_{\perp*}} \right)^3$$

(3.27)

$$\Omega_{tu}(K \gg 1) = \frac{N_{cut}(H_*\xi_{\perp*})^2}{\bar{v}_{\perp*} + N_{cut}H_*\xi_{\perp*}} \left[ c_2 \bar{v}_{\perp*}^6 \left( \frac{K}{\bar{v}_{\perp*}} \right)^{-2} + c_3 \bar{v}_{\perp*}^{-4/3} \exp \left( -\frac{3}{2\bar{v}_{\perp*}^2} \right) \left( \frac{K}{\bar{v}_{\perp*}} \right)^{-5/3} \right]$$

(3.28)

where $N_{cut}$ describes the duration of the turbulence in terms of the number of eddy turnover times the turbulence lasts for. The numerical coefficients $c_i$ are given in Appendix B of [56] and are $c_1 \simeq 0.3$, $c_2 \simeq 23$ and $c_3 \simeq 57$. The term $K = \mathcal{A}\xi k$, where $\xi$ is the integral scale of the flow, $\mathcal{A} \simeq 4.02$ is a numerical coefficient described in Eq.(3.14) of [56].

To summarise the total GW signature is the sum of each contribution

$$\Omega_{gw} = \Omega_{bc} + \Omega_{sw} + \Omega_{tu}.$$ 

(3.29)

In this work we study phase transitions for which the impact of shocks and turbulence is not expected to be important and will neglect their contribution to the GW power spectrum. Here we will focus on GWs from sound waves as numerical simulations have shown them to be the dominant source of GWs from a first order phase transition [24–26].
So far we have considered the GW power spectrum when it is generated, in order to translate these quantities into present day observables we need to understand how the GW frequency and intensity evolve. The characteristic wavenumber $k_\ast$ of the GW power spectrum is defined by the inverse length scale of the problem which here is set by the bubble size $k_\ast/a_\ast \simeq 2\pi/R_\ast$ (we have included the scale factor $a_\ast$ as we are comparing a comoving wavenumber to physical quantities). Using the Friedmann equation, the conservation of entropy, and a photon temperature today of $T_{\gamma,0} = 2.725$ K the frequency today due to redshifting is

$$f_{\ast,0} \simeq 2.62 \left( \frac{1}{H_0 R_\ast} \right) \left( \frac{T_n}{10^2 \text{GeV}} \right)^\frac{1}{6} \mu\text{Hz}. \quad (3.30)$$

From the definition of $f_{\ast,0}$ we can see a millihertz GW detector such as LISA will be most sensitive to GWs from a first order phase transition at temperatures between $T_n \simeq 100 - 1000$ GeV (which corresponds to the electroweak scale) and bubble separations between $10^{-2}$ and $10^{-3}$ of the Hubble length [41]. The possible values for the bubble spacings are model dependent. Here we do not consider a specific model, instead we select a range of bubble spacings ($10^{-2} - 10^{-3}$) that lead to the GW power spectrum peaking in LISA’s sensitivity window today. In ongoing work, not covered here, we investigate LISA’s ability to constrain parameters associated with an additional triplet in the Standard Model, in that case the Hubble-scaled mean bubble spacing ranges from $\sim 10^{-5} - 10$.

To take into account the dilution of the energy density we must consider the history of the Universe. When the Universe was dominated by radiation, as the energy densities of both radiation and GWs redshift in the same way, the energy density of GWs remains constant. When the Universe entered the matter domination epoch the energy density of GWs decreased. Today we can account for this with a dilution factor.

$$F_{\text{gw},0} = \Omega_{\gamma,0} \left( \frac{g_0}{g_{sss}} \right)^{\frac{4}{3}} \frac{g_\ast}{g_0} = \left( 3.57 \pm 0.05 \right) \times 10^{-5} \left( \frac{100}{g_\ast(T_n)} \right)^{\frac{1}{3}}. \quad (3.31)$$

In practice, $g_\ast$ will vary slightly during the phase transition and depending on $T_n$ here we assume it to be constant as its contribution to the overall dilution is small relative to subsequent dilution during matter domination.

### 3.5.4 Sound shell model

The sound shell model (SSM) has been proposed as tool for predicting the shape and power of the GW power spectrum for acoustically produced GWs when given the thermodynamic parameters of the phase transition [4, 27].
There are two characteristic length scales in the acoustic GW power spectrum from a first order phase transition: the mean bubble separation and the sound shell thickness. In particular, the shell thickness depends strongly on the wall speed, as can be seen in Fig. 3.3. As the wall speed approaches the speed of sound the shell becomes thin which leads to a broad GW power spectrum. Conversely, away from the speed of sound the fluid profiles are relatively broad and the GW power spectrum have narrower peaks.

The power spectrum from colliding sound waves can be calculated if the velocity power spectrum is known and is gaussian. The SSM calculates the velocity power spectrum from the sound shells that surround the expanding bubbles of broken phase, these are the fluid shells calculated from relativistic hydrodynamics in Sec. 3.3.

The GW power spectrum predicted by the SSM depends on the mean bubble spacing $R_*$, phase transition strength $\alpha$, wall speed $v_w$ and the frequency scale is set by the nucleation temperature $T_n$. The gravitational wave power spectrum predicted by the SSM is as follows

$$\Omega_{gw}(z) = 3K^2(v_w, \alpha)(H_n\tau_v)(H_nR_*) \frac{z^3}{2\pi^2} \tilde{P}_{gw}(z). \quad (3.32)$$

The quantity specifically calculated using the SSM and is one of the outputs of the **PTtools** Python module is

$$\tilde{P}_{gw}(z, v_w, \alpha) = 3K^2 \frac{z^3}{2\pi^2} \tilde{P}_{gw}(z). \quad (3.33)$$

When comparing the SSM with numerical simulations the gravitational wave peak power and frequency are in good agreement with the numerical simulations [4]. For a comparison between sound shell model predictions and parameters derived from 3D hydrodynamic simulation data, presented in [26], see Table 2 in [4]. The SSM over predicts the gravitational wave peak power for deflagrations and over estimates the kinetic energy when compared with recent simulations [7], we account for this by introducing a numerical kinetic energy suppression factor in Chapter 6.

We introduce an overall efficiency factor $\tilde{\Omega}_{gw}$ quantifying the efficiency with which shear stress is converted into GWs during a first order phase transition. This places an estimate of the maximum energy density in GWs at the time of emission and has been found to be $\tilde{\Omega}_{gw} \sim 10^{-2}$ [4, 26]. See Table 2 of [4] for $\tilde{\Omega}_{gw}$ calculated across a range of thermodynamic parameters.
3.5.5 Double broken power law

In the SSM there are two characteristic length scales, the mean bubble separation and the sound shell thickness, which motivate a simplified description in terms of a function with two frequency scales and three power law indices - a double broken power law [4]. The power spectrum today for the double broken power law fit can be described as

\[ \Omega_{gw,0}^{dbp}(f, \Omega_p, f_p, r_b, b) = \Omega_p M(s, r_b, b) \]  

(3.34)

where \( \Omega_p \) is the peak of the power spectrum, \( s = f/f_p \), \( f_p \) is the frequency corresponding to \( \Omega_p \) and \( r_b = f_b/f_p \) is the ratio between the two breaks in the spectrum. The parameter \( b \) defines the spectral slope between the two breaks. The spectral shape \( M(s, r_b, b) \) is a double broken power law with a spectral slope 9 at low frequencies and \(-4\) at high frequencies, a form that was chosen to best describe the SSM [4].

\[ M(s, r_b, b) = s^9 \left( \frac{1 + r_b^4}{r_b^4 + s^4} \right)^{(9-b)/4} \left( \frac{b + 4}{b + 4 - m + ms^2} \right)^{(b+4)/2}. \] 

(3.35)

Within \( M(s, r_b, b) \), \( m \) has been chosen to ensure that for \( r_b < 1 \) the peak occurs at \( s = 1 \) and \( M(1, r_b, b) = 1 \), giving

\[ m = \frac{(9r_b^4 + b)}{(r_b^4 + 1)}. \] 

(3.36)

In the sound shell model the low wave number \( k \) power law index is \( k^9 \) and for high \( k \) there is a \( k^{-3} \) spectral slope [27]. In this thesis we use a double broken power law fit to the SSM with a high \( k \) power law index of \( k^{-4} \), this choice of high \( k^{-4} \) provides better agreement with the "domed" nature around the peak of the SSM GW power spectra.

In the SSM the GW power spectra are calculated from the velocity power spectra [27]. In general, the GW power law index \( n_{gw} \) is determined by the velocity power law index \( n_v \) via the following relationship \( n_{gw} = 2n_v - 1 \).

For low \( k \) the velocity power law index is \( n_v = 2 + 3 \), this leads to \( n_{gw} = 9 \). This can be partly explained by the fact that the velocity is the gradient of the pressure which gives a velocity power law index contribution of 2 [57]. In the low \( k \) region of the power spectrum \((kR_* < 1)\) simulations of the GW power spectrum are limited by the computational volume,

\footnote{In practice, the SSM’s predicted high-frequency power law of \(-3\) emerges only slowly, and \(-4\) provides a better fit around the peak [4, 26].}
they are not currently large enough to resolve the low wave number regime, so for now we use the SSM estimate for the low $k$ region, with $k^9$.

For the high $k$ velocity power law index there are shocks, which leads to sharp edges and automatically the velocity power law index $n_v = -1$ [55] which subsequently leads to a GW high-$k$ power law index of $n_{gw} = -3$. Hydrodynamic simulations have shown a GW high-$k$ power law index of $n_{gw} = -3$ for detonations (in agreement with SSM) and slightly steeper for deflagrations (not in agreement with SSM) [26]. Comparisons between simulations and the SSM over a wide range of thermodynamic parameters have been performed but have not yet been published. In general, the universal use of $9$ and $-4$ for the double broken power law provide reasonable fits to the SSM (and current simulations), as understanding improves these approximations are expected to evolve.
Chapter 4

Gravitational waves: Experiments

The direct detection of gravitational waves, predicted by Einstein’s theory of general relativity in 1916 proved elusive until almost 100 years later. In the 1970’s and 80’s the observation of a binary pulsar by Hulse and Taylor [58] and the following work showing its energy loss in the form of gravitational radiation by Taylor and Weisberg [59] confirmed the existence of GWs. On September 14th 2015 the Laser Interferometer Gravitational-wave Observatory (LIGO) recorded the first ever direct detection of GWs. LIGO detected the inspiral and merger of a pair of black holes, this event is labelled GW150914 [15]. The detection of GWs is challenging as their amplitudes are extremely small and even a dramatic event such as GW150914 required LIGO to have sensitivity to changes in length of 1/10000 fraction of the width of a proton.

The majority of current and future GW experiments use interferometers to measure GWs. Interference patterns generated by the superposition of laser beams that have travelled along different optical paths are used to measure differences in arm lengths induced by passing GWs. Interferometers are favourable for GW experiments as they can measure microscopic changes in arm length. The interferometer arm length determines the GW wavelength sensitivity of the experiment.

LIGO, now with the addition of Virgo and Kagra, probes the 10 Hz - 10 kHz window of the GW spectrum, so far they have detected 90 compact binary coalescences [60]. The next generation of ground based detectors will achieve greater sensitivity to GWs by using a longer arm length. In particular, the Einstein telescope has been proposed to increase sensitivity by a factor of the order of 10, with a triangular configuration and arm length
of 10 km [61–63].

For the millihertz frequency range in the GW spectrum, as studied in this thesis, interferometers with even longer arms are required. These longer arm lengths are not possible at ground based detectors due to the curvature and size of the Earth. Upcoming millihertz GW observatories will take to the skies (space) where the vast distances allow for longer arm lengths that provide access to the $10^{-4}$ Hz to $10^{-1}$ Hz range of the GW spectrum. The next few decades promise to be an exciting time for this window of the GW spectrum with the ESA-NASA mission Laser Interferometer Space Antenna (LISA) [28], Taiji [64] and TianQin [65], all aiming for launch in the mid-2030s. LISA and TianQin have both launched technology test satellites: LISA pathfinder [66] and TianQin-1 [67], both of which were successful proof of concepts.

Another area of the GW spectrum currently being explored by pulsar timing arrays (PTAs) is the $10^{-9}$ Hz to $10^{-7}$ Hz frequency band. By monitoring the arrival times of radio pulses from an array of galactic millisecond pulsars over many years one can observe a passing gravitational wave which induces correlated modulations in the arrival times of the radio pulses [68, 69]. PTAs are most sensitive to the period corresponding to the observation time. The nanohertz frequency band is populated with supermassive black hole binaries and potentially a stochastic background from cosmic strings and other exotic signatures. Current experiments such as Nanograv [70] are searching for (and are potentially on the cusp detecting) a SGWB [71].

In this chapter we outline the LISA mission profile and instrument specification, how a SGWB and the instrument noise will appear in the LISA data channels is also discussed. We then introduce the time delay interferometry (TDI) variables that reduce the contribution from the LISA instrument noise. The instrument response functions and the formulation of the LISA signal in terms of energy density (in order to compare with the SGWB introduced in the previous chapter) are presented.

4.1 LISA

LISA will be made up of three satellites that form an equilateral triangle constellation following an earth-trailing orbit around the Sun. The distance between LISA and Earth will be 50 – 60 million km, see Fig. 4.1a. LISA’s arms will be 2.5 million km long, meaning LISA’s sensitivity window is between $10^{-4}$ Hz to $10^{-1}$ Hz [28]. To give a sense of perspective
the Sun would fit snugly inside the LISA constellation. The LISA mission has a planned mission lifetime of 4 years with the possibility to be extended to 10 years [28]. Due to re-pointing of the antennas and re-configuration of the laser locking the conservative estimate for science operation mode will be 75% of the mission duration.

Within each spacecraft there will be: two lasers one for each of the optical benches, two test masses each one for a specific interferometer arm acting as a geodesic reference frame end mirror, and two telescopes with an aperture of 30cm to receive light from the neighbouring satellites. See Fig. 4.1a for a simplified illustration of the setup inside a LISA spacecraft.

The test masses will be in free fall inside the spacecraft and micro-newton thrusters will be used to ensure the spacecraft follows along with the test masses. LISA will use interferometry to measure differential optical pathlength modulations induced by passing GWs. The expected variations in pathlength due to GWs is of the order of pm to nm. Due to beam divergence over the long arm length instead of reflecting the laser beam at a neighbouring spacecraft a fresh phase-locked laser beam will be transmitted for the journey back to the original spacecraft. 6 interferometric readings (2 from each spacecraft) containing the information in change in distance (light travel times between test masses) produced from the 6 optical benches will be post-processed upon their return to earth to build the TDI channels that will be used in the data analysis. The data will transmitted as a time series with a sampling rate of $f_s = 4$ Hz.

LISA will detect GW signatures from a medley of astrophysical and cosmological sources including: massive black hole coalescences[72], compact galactic binaries [73], extreme mass ratio inspirals [74], and precursors to binary black hole and binary neutron star mergers (LIGO-type signatures) [75]. SGWBs from cosmological sources may include cosmic strings, inflation and first order phase transitions [76].

4.2 Time delay interferometry

LISA’s 3 spacecrafts will form a single GW detector, meaning we cannot use multiple detectors to reduce the instrument noise as is done at ground based GW detectors [77]. Therefore, a careful understanding of how the GW signatures and instrument noise appear in the interferometer data is required. The laser phase noise, which if left untreated would be the main source of noise, is expected to be eliminated by constructing Time Delay
Interferometry (TDI) channels from the interferometer data. In practice it remains to be seen whether the laser phase noise will be completely eliminated. Assuming the laser phase noise has been removed there are currently two further main expected sources of instrument noise: the position noise, due to uncertainties in measurements of the phase of the laser light, and the noise due to residual jitter of the test masses known, as the acceleration noise. The two sources of noise introduced here are umbrella terms, each with multiple constituent parts. As we approach LISA’s launch we will have to consider more detailed breakdown of the instrument noise. In the following we introduce the concept of TDI variables first presented by Armstrong, Estabrook and Tinto in [78, 79]. To illustrate how they allow the cancellation of the laser noise we first follow the approach outlined in

(a) LISA spacecraft optical bench, figure taken from [28].

(b) The LISA planned orbit and design specifications, figure taken from [28].

Figure 4.1: LISA instrument design schematics.

Figure 4.2: The paths taken by the laser used to construct the Michelson signal (left) and the time delay interferometry channels (right). Figure taken from [5]
Starting with the phase output for a single link between spacecraft $i$ and $j$,

$$\Phi_{ij}(t) = C_i(t - L_{ij}) - C_j(t) + \varphi_{ij}(t) + n_{ij}(t) \quad (4.1)$$

where $C_i$ are the laser phase noises, $\varphi_{ij}$ is the gravitational strain, $n_{ij}$ contains the noise contributions from the position and acceleration noises.

We can then construct a Michelson signal $M_{ijk}$ at any of the vertices by combining the phase at that detector with the time-delayed signal from the spacecrafts at the end of the two adjoining arms (left hand figure in Fig. 4.2)

$$M_{ABC}(t) = \Phi_{AB}(t)(t - L_{AB}) + \Phi_{BA}(t) - \Phi_{AC}(t - L_{AC}) - \Phi_{CA}(t), \quad (4.2)$$

where the label $A_{BC}$ denotes the signal at the vertex between the arms $AB$ and $AC$.

For an equal arm length LISA TDI channels that cancel the laser phase noise $C_i$ can be constructed by subtracting a time-delayed Michelson signal from the Michelson signal at a vertex (right hand figure in Fig. 4.2). Here we introduce the first TDI variable, know as the $X$ channel

$$X(t) = \Phi_{ABC} = M_{ABC}(t) - M_{ABC}(t - 2L). \quad (4.3)$$

Using Eq. 4.1 and assuming equal arm lengths,

$$X(t) = \Phi_{AB}(t - L) + \Phi_{BC}(t) - \Phi_{AC}(t - L) - \Phi_{CA}(t)$$

$$- (\Phi_{AB}(t - 3L) + \Phi_{BC}(t - 2L) - \Phi_{AC}(t - 3L) - \Phi_{CA}(t - 2L)). \quad (4.4)$$

The cancellation of the laser phase noises can be seen in the following, where for simplicity the gravitational wave $\varphi_{ij}$ and other noise components $n^i_{ij}$ and $\vec{n}^a_{ij}$ are ignored

$$X(t) = C_A(t - 2L) - C_B(t - L) + C_B(t - L) - C_A(t)$$

$$- C_A(t - 2L) + C_B(t - L) - C_C(t - L) + C_A(t) \quad (4.5)$$

$$- C_A(t - 4L) + C_B(t - 3L) - C_B(t - 3L) + C_A(t - 2L) \quad (4.6)$$

$$+ C_A(t - 4L) - C_C(t - 3L) + C_C(t - 3L) - C_A(t - 2L) = 0. \quad (4.7)$$

Two further TDI channels, $Y$ and $Z$ can be generated by permuting the indices in Eq. 4.4. For an unequal arm interferometer, as LISA will be in practice, see [81].

Now we have the TDI variables we turn our attention to how the GW signature appears in these TDI data channels. For a general GW incident on the detector

$$h_{ab} (\vec{x}, t) = \int_{-\infty}^{\infty} df \int d^2\vec{n} \sum_P h_p(f, \vec{n}) e^{iP\vec{n}} e^{i2\pi f(t - \vec{n} \cdot \vec{x}/c)}, \quad (4.9)$$
where $e_{ab}^P$ is the polarisation tensor and we sum over the two polarisation modes $p = +, \times$  of a gravitational wave, the indices $ab$ correspond to the space indices.

$$
\hat{n} = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta) \tag{4.10}
$$

$$
e_{ab}^+(\hat{n}) = \hat{m}_a \hat{m}_b - \hat{n}_a \hat{n}_b \tag{4.11}
$$

$$
e_{ab}^\times(\hat{n}) = \hat{m}_a \hat{n}_b - \hat{n}_a \hat{m}_b \tag{4.12}
$$

$$
\hat{m} = (\sin \phi, -\cos \phi, 0) \tag{4.13}
$$

$$
\hat{n} = (\cos \phi \cos \theta, \sin \phi \cos \theta, -\sin \theta) \tag{4.14}
$$

where $e_{ab}^P(\hat{n})e_{ab}^{P'}(\hat{n}) = 2\delta_{PP'}$ and $\hat{m}, \hat{n}$ are basis vectors that define the coordinate system in the plane transverse to the direction of propagation.

Assuming the laser phase noise has been eliminated we can reintroduce the measured phase difference at an interferometer vertex $\Phi$ (Eq. 4.1), which is now described completely in terms of the phase shifts due to the incident GW $\varphi$ and the noise $n$, following the notation in [5] we can write

$$
\Phi_{ABC}(t) = \varphi_{ABC}(t) + n_{ABC}(t), \tag{4.15}
$$

where the label $A_{BC}$ denotes the signal at the vertex between the arms $AB$ and $AC$. We leave the labelling in this general form instead of specifying to the TDI signal so later it becomes clear how to switch between the Michelson and TDI framework.

The connection between the incident GW $h_{ab}(t)$ and detector output is made with the detector tensor $D^{ab}$

$$
\varphi_{ABC}(t) = D^{ab}h_{ab}(t). \tag{4.16}
$$

Using Eq. 4.9 this can be written as (see [82] for the details)

$$
\varphi_{ABC}(t) = \int_{-\infty}^{\infty} df \int d^2 \hat{n} \sum_P h_P(f, \hat{n})e^{i2\pi ft} F_{ABC}^P(\hat{n}, f; t) \tag{4.17}
$$

where

$$
F_{ABC}^P(\hat{n}, f; t) = \frac{1}{2}e^{-i2\pi f \hat{n} \cdot \hat{x}_A(t)/c}e_{ab}^P(\hat{n}) \left[ F_{\hat{l}AB}(\hat{l}_{AB}(t) \cdot \hat{n}, f) - F_{\hat{l}AC}(\hat{l}_{AC}(t) \cdot \hat{n}, f) \right] \tag{4.18}
$$

$$
F_{\hat{l}AB}(\hat{l} \cdot \hat{n}, f) = \left( \text{sinc} \left[ \frac{f}{2f_s} (1 - \hat{l} \cdot \hat{n}) \right] e^{-i\frac{\pi}{2f_s} (3+\hat{l} \cdot \hat{n})} + \text{sinc} \left[ \frac{f}{2f_s} (1 + \hat{l} \cdot \hat{n}) \right] e^{-i\frac{\pi}{2f_s} (1+\hat{l} \cdot \hat{n})} \right) \times \frac{1}{2} W(f, f_s) \hat{\ell} a \hat{\ell} b
$$
describes the gain of the detector vertex. The unit vector \( \hat{\ell}_{AB} \) points from vertex \( A \) to \( B \), \( f_s = c/(2\pi L) \) and \( \hat{n} \) points in the direction of GW propagation. In Eq. 4.18 \( W \) represents the interference induced by a return journey along one arm, which allows one to change between the Michelson signal and TDI variables. When \( W = 1 \) the signal is described as in Eq. 4.2 and the path is shown in the left hand side of Fig. 4.2. As we saw in Eq. 4.4 it is possible to construct TDI variables that (in the equal arm length approximation) remove the laser noise, this corresponds to \( W(f, f_s) = 1 - e^{(-2if/f_s)} \) as described by Eq. 4.3 and the right hand side of Fig 4.2.

For a Gaussian distributed stochastic GW source the mean vanishes, we consider instead the variance which we refer to as the power spectrum and is given by

\[
\langle J(t)J'(t') \rangle = \frac{1}{2} \int_{-\infty}^{\infty} df e^{i2\pi f(t-t')} \left[ R_{JJ'}(f; t, t')I(f) + N_{JJ'}(f) \right],
\]

(4.19)

where \( J, J' \) are the TDI channels \( J, J' = \{ X, Y, Z \} \) that include both the stochastic GW source and the instrument noise (assuming noise and signal are uncorrelated). Here, \( N_{JJ'} \) is the correlated noise power spectrum between the two vertices, and \( I \) is the intensity of the SGWB. The instrument response to gravitational waves is accounted for with \( R_{JJ'} \), the response function,

\[
R_{JJ'}(f; t, t') = \int d^2\hat{n} \frac{4}{4\pi} \left[ F_{j}^+(\hat{n}, f; t)F_{j'}^+(\hat{n}, f; t') + F_{j}^-(\hat{n}, f; t)F_{j'}^-(\hat{n}, f; t') \right].
\]

(4.20)

Assuming the noise spectra in all the links are uncorrelated, stationary and identical

\[
N_{XX} = N_{YY} = N_{ZZ}, \quad N_{XY} = N_{YZ} = N_{XZ},
\]

(4.21)

and

\[
R_{XX} = R_{YY} = R_{ZZ}, \quad R_{XY} = R_{YZ} = R_{XZ}.
\]

(4.22)

For completeness the corresponding terms for the GW signal \( S \)

\[
S_{XX} = S_{YY} = S_{ZZ}, \quad S_{XY} = S_{YZ} = S_{XZ},
\]

(4.23)

where \( S_{XX} = R_{XX}(f)I(f) \). Under the further assumption that the LISA constellation will have equal arm length \( L \) the noise auto correlation is given by \([5, 83]\)

\[
N_{XX}(f, N_{\text{acc}}, N_{\text{oms}}) = \left[ 8 \left( 1 + \cos^2 \left( \frac{\pi f L}{c} \right) \right) P_{\text{acc}}(f) + 4P_{\text{oms}}(f) \right] |W|^2,
\]

(4.24)

and the cross-spectra

\[
N_{XY}(f, N_{\text{acc}}, N_{\text{oms}}) = - \left[ 8P_{\text{acc}}(f) + 2P_{\text{oms}}(f) \right] \cos \left( f/f_s \right) |W|^2
\]

(4.25)
where

\[ P_{\text{oms}} = N_{\text{oms}}, \]  

(4.26)

here \( N_{\text{oms}} = 3.6 \times 10^{-41}\text{Hz}^{-1} \) is the optical metrology system noise,

\[ P_{\text{acc}} = \frac{N_{\text{acc}}}{(2\pi f)^4} \left( 1 + \left( \frac{f_1}{f} \right)^2 \right), \]

(4.27)

where \( f_1 = 0.4 \text{ mHz} \), the acceleration noise \( N_{\text{acc}} = 1.44 \times 10^{-48}\text{s}^{-4}\text{Hz}^{-1} \). The instrument noise requirements \( N_{\text{acc}} \) and \( N_{\text{oms}} \) are given in the LISA science requirements document[6].

Exploiting the symmetries of the \( \langle J(t)J'(t') \rangle \) matrix it can be diagonalised and a further three orthogonal TDI channels can be constructed from the resulting eigenvectors. They are the \( A, E, T \) TDI channels [84]

\[
A = \frac{1}{\sqrt{6}} (X - 2Y + Z), 
\]

(4.28)

\[
E = \frac{1}{\sqrt{2}} (X - Z), 
\]

(4.29)

\[
T = \frac{1}{\sqrt{3}} (X + Y + Z).
\]

(4.30)

The TDI signal \( T \) is insensitive to the GW signal at low frequencies [85], meaning \( T \) can be used to characterise the LISA instrument noise and subsequently reduce the impact of the noise in the \( A \) and \( E \) channels.

The resulting noise spectral densities for the \( A, E, T \) channels are described completely by \( X, Y, Z \) auto-correlation and the cross spectra of the \( X, Y, Z \) TDI channels

\[
N_A = N_E = \langle AA^* \rangle_{\text{noise}} = \langle EE^* \rangle_{\text{noise}} = N_{XX} - N_{XY},
\]

(4.31)

\[
N_T = \langle TT^* \rangle_{\text{noise}} = N_{XX} + 2N_{XY}.
\]

(4.32)

Similarly for the GW signal

\[
S_A = S_E = \langle AA^* \rangle_{\text{sig}} = \langle EE^* \rangle_{\text{sig}} = S_{XX} - S_{XY},
\]

(4.33)

\[
S_T = \langle TT^* \rangle_{\text{sig}} = S_{XX} + 2S_{XY}.
\]

(4.34)

Noting that assuming the \( X, Y, Z \) noises uncorrelated leads to \( \langle AE^* \rangle = \langle AT^* \rangle = \langle ET^* \rangle = 0 \).
4.3 Detector response function

To relate the power spectral density of the incident GWs to the power spectral density recorded in the detector we use the response function $R(f)$, which was introduced generally in Eq. 4.20. Upon substituting all the components into Eq. 4.20 it is possible to achieve an integral form of the solution for the response function\(^1\) which currently is solved numerically\(^2\). We employ the analytic fit to the numerical solutions presented in [5]. For the $A$ and $E$ channels

$$ R_{A,E}^{\text{fit}} \approx \frac{9}{20} |W|^2 \left[ 1 + \left( \frac{3f}{4f_*} \right)^2 \right]^{-1}, \quad (4.35) $$

and for the $T$ channel

$$ R_T^{\text{fit}} \approx \frac{1}{4032} \left( \frac{f}{f_t} \right)^6 |W|^2 \left[ 1 + \frac{5}{16128} \left( \frac{f}{f_t} \right)^8 \right]^{-1}. \quad (4.36) $$

A comparison between the numerical functions and the analytic fits is presented in Fig. 4.3.

![Figure 4.3: The response function for the $A$, $E$, $T$ TDI channels. The solid lines show the numerical approximation and the dashed lines show the analytic fits. Figure taken from [5].](image)

The spectral densities introduced above are related to the energy density as follows

$$ \Omega_{gw,i}(f) = \frac{4\pi^2}{3H_0^2} f^3 \left( \frac{N_i(f)}{R_i(f)} + \frac{S_i(f)}{R_i(f)} \right), \quad (4.37) $$

where $i = A, E, T$.

\(^1\)See [86] appendix A.3 for the complete expanded form of the response function.

\(^2\)Although, work is being undertaken to find analytic forms [87].
4.4 Signal to noise ratio

The signal to noise ratio $\rho$ is given by

$$\rho = \frac{\mu}{\sigma} \simeq \sqrt{\frac{T_{\text{obs}}}{2} \frac{\sum_{i=A,E} \int_{-\infty}^{\infty} df S_i(f) Q_i(f)}{\sqrt{\sum_{i=A,E} \int_{-\infty}^{\infty} df N_i^2(f) Q_i^2(f)}}},$$

(4.38)

where $\mu$ is the expectation value of the optimal statistic and $\sigma$ is the expectation value of the square of the optimal statistic. $Q$ is a weight function that is chosen to maximise the signal to noise ratio. As the noise is the same in both the $A$ and $E$ channels this can be written as

$$\rho = \sqrt{T_{\text{obs}} \int_{-\infty}^{\infty} df S_A(f) Q_A(f)} \sqrt{\int_{-\infty}^{\infty} df N_A^2(f) Q_A^2(f)}.$$  

(4.39)

A function $Q_A$ can be found to maximise the signal to noise ratio. In order to only consider positive frequencies in the final form of the signal to noise ratio we move to single-sided power spectra. This leads to a change of the integral limits and multiplying the integrand by a factor of two, this leaves us with

$$\rho = \sqrt[2]{2T_{\text{obs}} \int_{0}^{\infty} df \frac{S_A^2(f)}{N_A^2(f)}}. $$

(4.40)
Chapter 5

Data analysis methods

In the previous chapters we have worked towards describing a model for the SGWB from a first order phase transition that depends on the thermodynamic parameters, we now discuss how we can use data analysis to test such models. If we have a model $M(\theta)$ that depends on parameters $\theta$ we can take a Bayesian approach to determine the posterior distributions of model parameters given some observational data. For a background on Bayesian analysis see [88]. The Bayes theorem summarises this methodology by introducing the posterior distribution $P(\theta|D,M)$ as follows

$$P(\theta|D,M) = \frac{L(D|M(\theta))\pi(\theta|M)}{P(D|M)} \quad (5.1)$$

where $D$ is the data, $M$ is the model, and the likelihood $L(D|M(\theta))$ gives the probability of the data given the model $M$ with parameter values $\theta$. Here, $\pi(\theta|M)$ is the prior distribution, which reads as the probability of parameters $\theta$ given the model $M$. The prior contains the prior knowledge about the parameters, this can be in the form of theoretical or observational bounds. The normalisation $P(D|M)$ is the marginal likelihood which is given by

$$P(D|M) = \int L(D|M(\theta))\pi(\theta|M)d\theta. \quad (5.2)$$

In this chapter we will discuss the two key methods we use when exploring LISA’s sensitivity to a SGWB from a first order phase transition: Fisher analysis and Markov chain Monte Carlo (MCMC) methods.
5.1 Fisher Matrix

Before experiments come online it is useful to understand how well the experiment will be able to constrain model parameters. This can be done with the Fisher information which is related to the asymptotic distribution of the posterior [89]. The Fisher information can be used to calculate the covariance matrices and thus the expected uncertainties on model parameters when one does go on to perform a maximum likelihood estimation. One benefit of the Fisher matrix is that it is computationally cheap to evaluate relative to simulating data and performing MCMC runs to obtain predicted uncertainties. The Fisher matrix relies on a Gaussian approximation of the likelihood, meaning if there are non-Gaussian degeneracies between parameters the Fisher matrix will only provide a rough approximation to the likelihood (or posterior) contours.

Formally, the Fisher information is defined as the variance of the score, where the score is

\[ s(\theta) \equiv \frac{\partial l(\theta)}{\partial \theta_i}, \tag{5.3} \]

\[ l = \ln(\mathcal{P}) \] is the log-likelihood and \( \theta \) is the parameter vector with \( i \) model parameters \( \theta_i \).

As we would like to estimate the uncertainties of a maximum likelihood estimate we will consider the Fisher matrix evaluated at the maximum of the likelihood where \( \partial l/\partial \theta_i |_{\theta = \theta_0} = 0 \). We now introduce the general form of the Fisher matrix

\[ F_{ij} = \frac{\partial^2 l}{\partial \theta_i \partial \theta_j} \bigg|_{\theta = \theta_0}. \tag{5.4} \]

When we refer to the Fisher matrix it is Eq. 5.4 we are referring to.

In our analysis in Chapter 6 we will perform the Fisher analysis for a GW spectrum from a first order phase transition \( \Omega_{gw}(f) \). We reduce the evaluation time by binning our raw frequencies \( f \) into \( N_b \) bins each with frequency \( f_b \). There are \( n_b \) raw frequencies in each bin

\[ n_b = (f_b - f_{b-1}) T_{obs}, \tag{5.5} \]

as \( n_b \gg 1 \) we apply the central limit theorem and can use a Gaussian likelihood

\[ \mathcal{L} = \exp \left( -\frac{1}{2} \chi^2 \right). \tag{5.6} \]

Here, \( \chi^2 \) is the chi-squared which in terms of the observables at LISA is given by

\[ \chi^2 = T_{obs} \int df_b \frac{(\Omega_t(\theta, f_b) - \Omega_d(f_b))^2}{\Omega_d^2(f_b)}, \tag{5.7} \]
where $T_{\text{obs}}$ is the observation time, $\Omega_t$ is the theoretical model for the gravitational energy density which includes a phase transition GW signature and LISA instrument noise. Here, $\Omega_d$ is the data and the variance is given by $\Omega^2_n(f)$. The appearance of $T_{\text{obs}}$ arises due to the use of Eq. 5.5 to take into account of the $n_b$ realisations in each frequency bin $f_b$.

Evaluating the Fisher matrix at the maximum of the likelihood $\theta = \theta_0$

$$F_{ij} = \left. \frac{\partial^2 l}{\partial \theta_i \partial \theta_j} \right|_{\theta = \theta_0} = T_{\text{obs}} \int df \frac{1}{\Omega^2_n} \frac{\partial^2 \Omega_t(\theta, f)}{\partial \theta_i \partial \theta_j}. \quad (5.8)$$

The inverse of the FM is the covariance matrix, the diagonal elements of which give an approximation of the uncertainty in any given parameter. We use Fisher matrix analysis in preliminary exploration of LISA’s sensitivity to phase transition parameters presented in Chapter 6.

5.2 Markov chain Monte Carlo inference

To go beyond the Fisher matrix analysis we can use Markov chain Monte-Carlo (MCMC) methods to evaluate the posterior distribution. The posterior defined via Bayes theorem Eq. 5.1 is often difficult to evaluate. The likelihood $L$ may not be analytically defined or be a complicated function that may be difficult (or impossible) to integrate and is often a high dimensional object. The normalisation (marginal likelihood) defined in Eq. 5.2 is also difficult to evaluate; this means one often knows only the posterior up to a constant.

Quantities derived from the posterior, such as the variance, are difficult to calculate directly. Instead one can sample the posterior using Monte Carlo (MC) methods [90–92]. In general the MC approach works by randomly sampling many points in the posterior to build up a picture of the posterior distribution around its local maxima which allows the estimation of the mean, variance and covariances. We will use a specific MC approach Markov chain Monte Carlo methods, which construct a chain of points that meet a characteristic criteria (described below) and sample for a long time. The age of computers has made (MC)MC methods a tractable way of solving statistical problems.

A major benefit of MCMC methods is they don’t require a fully analytic function of the properly normalised pdf $P(\mathcal{D}|\mathcal{M})$ Eq. 5.1. This is avoided by only calculating ratios of pdfs at pairs of locations in the chain. Other benefits of MCMC inferences are they are easy to implement, efficient, scalable and parallelisable. Different MCMC sampler codes have variations in specifications but in general they are based on Metropolis-Hastings samplers. In what follows we describe the Metropolis-Hastings (MH) algorithm as done in [92].
An MCMC chain is a list of sampled parameter values starting from a randomly selected point in the parameter space \( \theta_0 \). At the \( n \)th step in the chain we have the parameter \( \theta_n \). In the MH algorithm a candidate \( \theta' \) for the subsequent point is generated from an arbitrary probability density known as the proposal density \( q(\theta'|\theta_n) \). The proposal density is often a Gaussian centred on \( \theta_n \). An overview of how the next step in the chain \( \theta_{n+1} \) is accepted is as follows:

- Draw a candidate \( \theta' \) from the proposal distribution \( q(\theta'|\theta_n) \).
- Draw a random number \( 0 < r < 1 \) from the uniform distribution.
- Evaluate the posterior at the candidate \( \theta' \) and at the previous sample \( \theta_n \), \( P(\theta'|D,M) \) and \( P(\theta_n|D,M) \) (see Eq. 5.1).
- The acceptance rejection criteria for \( \theta' \) is governed by the quantity:
  \[
  a = \frac{P(\theta'|D,M)}{P(\theta_n|D,M)}.
  \] (5.9)
- If \( a > r \) the new candidate is accepted and \( \theta_{n+1} = \theta' \), otherwise the previous sample is repeated and \( \theta_{n+1} = \theta_n \).

From the proposal distribution \( q(\theta'|\theta_n) \) we can see each subsequent point \( \theta_{n+1} \) is chosen from a distribution about the current point \( \theta_n \), meaning neighbouring points in a chain are correlated and distant ones are not. An implication of this is the chain will eventually forget its starting point. In practice the beginning of chains are often referred to as the burn-in and are discarded in post-processing (to remove impact of start point). As the quantity \( a \) uses a ratio of values of the posterior distribution we see how the MCMC avoids the necessity to have a normalised marginal posterior, avoiding having to perform the integral of the marginal likelihood.

For the above method to work it must be equally probable for the chain to take steps in one direction of parameter space as any other. This is fulfilled with the detailed balance-condition on the proposal pdf

\[
q(\theta'|\theta) = q(\theta|\theta').
\] (5.10)

A key question when performing a MCMC simulation is how long should it run for in order for it to have sufficiently sampled the posterior distribution? In practice this is challenging, for an example the “true” posterior may have multiple modes of high probability but it is
possible that the MCMC has only sampled a subset of these high probability modes. In
general qualitative terms there are a few ways one can assume the chain is well converged: if
the chain has traversed the high probability region of the posterior many times in the length
of the chain, if the shape of the posterior from the first half of the chain is comparable to
that of the second half of the chain, or if the posteriors from multiple independent starting
points are similar.

In this thesis we will use the a code for Bayesian analysis in Cosmology (Cobaya)
as our MCMC sampler [93]. For the convergence checks of MCMC runs Cobaya uses a
generalised version of the Gelman-Rubin statistic $R - 1$, implemented as described in [94].
The $R - 1$ statistic measures the variance between the means of different chains from the
same run (or different segments of the same chain if there is only one). When $R - 1$ is
smaller than the stopping criteria twice in a row a further check on the bounds of the
percentage confidence interval is performed, if it passes this second check the run will end.

Prior distributions $\pi(\theta|M)$ are used to refine the MCMC search and allow any prior
knowledge about the parameter space to be passed to the sampler. This can prevent
the chain exploring any theoretically forbidden regions of parameter space, or restrict
the chain to explore the parameter space that is relevant for the given experiment. The
implementation of sensible priors can speed up the evaluation time of an MCMC chain.
Chapter 6

Observational prospects for phase transitions at LISA: Fisher matrix analysis

Abstract

A first order phase transition at the electroweak scale would lead to the production of gravitational waves that may be observable at upcoming space-based gravitational wave (GW) detectors such as LISA (Laser Interferometer Space Antenna). As the Standard Model has no phase transition, LISA can be used to search for new physics by searching for a stochastic gravitational wave background. In this work we investigate LISA’s sensitivity to the thermodynamic parameters encoded in the stochastic background produced by a phase transition, using the sound shell model to characterise the gravitational wave power spectrum, and the Fisher matrix to estimate uncertainties. We explore a parameter space with transition strengths $0.01 < \alpha < 0.5$ and phase boundary speeds $0.4 < v_w < 0.9$, for transitions nucleating at $T_n = 100$ GeV, with mean bubble spacings 0.1 and 0.01 of the Hubble length, and sound speed $c/\sqrt{3}$. We show that the power spectrum in the sound shell model can be well approximated by a four-parameter double broken power law, and find that the peak power and frequency can be measured to approximately 10% accuracy for signal-to-noise ratios (SNRs) above 20. Determinations of the underlying thermodynamic parameters are complicated by degeneracies, but in all cases the phase boundary speed will be the best constrained parameter. Turning to the principal components of the Fisher matrix, a signal-to-noise ratio above 20 produces a relative uncertainty less than 3% in the two highest-order principal components, indicating good prospects for combin-
ations of parameters. The highest-order principal component is dominated by the wall speed. These estimates of parameter sensitivity provide a preliminary accuracy target for theoretical calculations of thermodynamic parameters.

6.1 Introduction

With the initial LIGO detection of a black hole merger [15], the multi-messenger observation of a merging neutron star binary [95] and the recent observation of an intermediate mass black hole merger [96] we are beginning to realise the discovery potential of gravitational waves (GWs). LIGO and other ground-based detectors are optimised for stellar-origin black holes and sensitive to the 10 Hz -10 kHz frequency band. The exploration of signals from the merger of the much larger black holes at the centre of galaxies will take place at future space-based GW observatories, where longer arm lengths open up the $10^{-4}$ Hz to $10^{-1}$ Hz range of the GW spectrum. Such experiments include the ESA-NASA mission LISA [28], Taiji [64] and TianQin [65], all aiming for launch in the mid-2030s. LISA and TianQin have both launched test satellites, the final LISA pathfinder mission results [66] and the initial results from TianQin-1 [67] are promising.

As well as massive black hole mergers, expected astrophysical sources in the millihertz band include galactic binaries [73], extreme mass ratio binaries [74] and precursors for stellar origin black hole mergers [75]. Cosmological sources could include stochastic gravitational wave backgrounds (SGWBs) from inflation, cosmic strings and cosmological phase transitions [76].

In this paper we focus on a SGWB from cosmological phase transitions, specifically those from around 10 picoseconds after the Big Bang, when it is expected the electroweak symmetry broke. In the Standard Model this process occurs via crossover [20, 34], and the GW signal is expected to be negligible at observable frequencies [97]. However, there are numerous extensions to the Standard Model in which a first order phase transition is possible. A review of possible extensions can be found in Ref. [8].

In such theories, below the critical temperature, bubbles of the stable phase spontaneously nucleate in the surrounding metastable phase. These bubbles expand, collide and merge until only the stable phase remains, leaving behind a characteristic spectrum of sound waves, which are a persistent source of GWs [24–26]. The collision of bubble walls [48, 98–100] and turbulent flows [101–104] also generate GWs. Here, we consider only the
contribution from sound waves as they are currently expected to be the dominant source over a wide range of parameters [8].

If the critical temperature is in the range 100 – 1000 GeV, the peak frequency of the GW power spectrum can be in the millihertz range, and potentially detectable at a space-based observatory. This means that the discovery potential of GW observations includes fundamental physics beyond the Standard Model. The new physics may include a mechanism for baryogenesis [38], a strong motivation for considering Standard Model extensions with a first order phase transition. For a recent introduction to baryogenesis see Ref. [23], and to phase transitions in the early Universe see Refs. [41, 105]. For a review of the prospects for probing physics beyond the Standard Model, see Ref. [8].

Numerical simulations for the acoustic contribution to the GW signature from a first order phase transition [24–26] have shown that the sound waves generated by the expanding bubble determine the GW power spectrum. The simulations motivate a simple broken power-law model for the sound wave contribution used by the LISA cosmology working group [8]. The uncertainties that arise from various levels of approximations have been explored in [106].

Currently the most sophisticated model for computing the GW power spectrum from sound waves is the sound shell model (SSM) [4, 27]. The SSM shows how the GW power spectrum can be computed from the velocity power spectrum of the fluid, which in turn is dependent on a few key thermodynamic parameters that can be calculated from the underlying theory. These key parameters effect the overall amplitude, frequency scale and the detailed shape of the power spectra. In its simplest form, there are four thermodynamic parameters: the bubble nucleation temperature, the transition rate, the transition strength, and the bubble wall speed. All are in principle computable from an underlying theory, making them the interface between observation and theory. At the moment there are significant uncertainties in these calculations [107]. Our work can be used to set targets for future developments of theoretical methods.

The SSM predicts two important frequency scales in the power spectrum, and a double broken power law has been proposed as an analytic fit [4]. The functional form depends on the peak power, peak frequency, the ratio of the frequencies of the two breaks and the slope between the two breaks. We call these the spectral parameters, and distinguish them from the thermodynamic parameters discussed above. We show that the double broken
power law form is much closer to the SSM prediction than the single broken power law fit given in [8].

In this work we use the Fisher matrix [89] to explore LISA’s ability to extract parameters that describe a SGWB from a first order phase transition, also examining the effect of the expected foregrounds from galactic and extragalactic compact binaries. The Fisher matrix is known to overestimate uncertainties, especially when there are degeneracies amongst parameters, as is thought to be the case with the thermodynamic parameters. Despite this, we can expect the Fisher matrix will give an insight into parameter sensitivity and provide a better understanding of the degeneracies themselves.

We calculate the relative uncertainty both of the spectral parameters and the thermodynamic parameters as described above, with and without foregrounds, over a range of fiducial models. We focus on LISA but the methods could be easily adapted to other missions by altering the noise model. This complements general power law searches in mock LISA data [108–110] Fisher matrix analysis for a single broken power law with LISA, DECIGO and BBO mock data [111], searches for cosmological phase transition SGWB in LIGO and NANOGrav data [112, 113], and methods for general SGWB searches where the search is agnostic about the spectral shape of the GW background [83, 114].

For our fiducial models we focus on a thermodynamic parameter space motivated by an electroweak-scale transition, by relevance for observation, and also by the reliability of predictions. The electroweak scale motivates the choice of nucleation temperature $T_n = 100$ GeV. Relevance for observation motivates examining supercooled transitions with mean bubble spacing to Hubble length ratio $r_s = 10^{-1}$ and $10^{-2}$, as much smaller values would render the signal too weak. The reliability of the sound shell model predictions can be tested against numerical simulations [7] in the range of wall speeds $0.24 < v_w < 0.92$ and with transition strength parameter $0.01 < \alpha < 0.5$. We study the range $0.4 < v_w < 0.9$, as lower wall speeds will also probably not be observable at LISA.

This parameter space produces signals with gravitational wave density fraction today up to $\Omega_{p,0} \sim 10^{-10}$ and peak frequencies $f_{p,0}$ in the range $10^{-2}$ mHz to 5 mHz, which can produce SNRs well over 100. A transition with $r_s = 0.1$ should produce an observable signal over most of the parameter space.

Of the spectral parameters, LISA will be most sensitive to the peak power and peak
frequency, reaching approximately 10% uncertainty in the peak power and frequency for signal-to-noise ratio (SNR) above 20. For $r_\ast = 0.1$, SNR 20 can be reached over most of the range $0.5 < v_w < 0.8$ and $\alpha > 0.2$. For $r_\ast = 0.01$, stronger transitions are required to reach the same SNR.

Of the thermodynamic parameters, there is greatest sensitivity to the wall speed. At SNR = 20 the relative uncertainty in the wall speed is 10% in some regions of the thermodynamic parameter space, but the sensitivity to the other parameters is reduced by degeneracies. Examining the principal components, one finds an uncertainty of 3% or better for the two highest-order components, at SNR = 20. Hence there are good prospects for combinations of parameters. The best-determined principal component is dominated by the wall speed. The second-best has $\alpha$ as the most important contribution, but other parameters also contribute.

If a parameter combination could be predicted in the light of other data, the prospects for estimating the other parameters would be much better. As a simple example, we consider a case where the nucleation temperature is known, for a transition in which the mean bubble spacing parameter is $r_\ast = 0.1$. Here, the phase transition strength and the mean bubble spacing can be constrained to 10% and 30% respectively. If the galactic binary foreground can be removed, the uncertainty in the phase transition strength can be as low as 10% for transitions with $\alpha \simeq 0.1$.

The paper is organised as follows. In Sec. 6.2 we review the production of GWs from a first order phase transition in the early universe, how they relate to the underlying thermodynamic parameters, and introduce the SSM [27]. The setup we consider for LISA and the noise model is outlined in Sec. 8.3. In Sec. 6.4 we describe our method for calculating the Fisher matrix, relative uncertainties and principal components. The relative uncertainties in the spectral and thermodynamic parameters are presented in Sec. 8.6. The discussion of the results are given in Sec. 6.6.

In this work we set $c = 1$ and $k_B = 1$, unless otherwise specified.
6.2 Gravitational waves from a first order cosmological phase transition

6.2.1 Cosmological phase transitions

As the universe expanded and cooled, significant changes of in the equation of state must have occurred at temperatures of around 100 GeV, when elementary particle rest masses were generated, and at 100 MeV, when quarks and gluons became confined into hadrons.

It is known that both of these changes happened via a smooth cross-over in the Standard Model [115], [20, 34], but in extensions of the Standard Model first order electroweak-scale transitions are common (see Ref. [8] for a survey). Such phase transitions are often associated with a change in the symmetry of the plasma, accompanied by a change in the value of an order parameter, which in the case of the electroweak transition is the magnitude of the Higgs field.

In a symmetry-breaking phase transition such as the electroweak transition, one often refers to the high-temperature phase as the “symmetric” phase and the low-temperature phase as the “broken” phase.

In a first order phase transition, at a critical temperature $T_c$ there are two degenerate minima of the free energy separated by a barrier. As the temperature cools below $T_c$, the broken phase becomes lower in free energy, and the system can move to it via localised thermal or quantum fluctuations. This leads to bubbles of broken phase nucleating within the symmetric region. These bubbles expand due to the pressure difference between the interior and exterior, inevitably present as the pressure is minus the free energy density. The bubbles collide and merge until only the broken phase remains. Some of the latent heat of the transition is converted into kinetic energy of the cosmological fluid surrounding the bubbles, which is a source of shear stress, leading to the production of gravitational waves.

Now we introduce the key thermodynamic parameters that determine the gravitational wave signature from a first order phase transition (see e.g. [41]). The first of these is the nucleation temperature $T_n$, which we define as the peak of the globally-averaged bubble nucleation rate. The Hubble rate at the nucleation temperature sets the frequency scale of the GW power spectrum.
The second one is the nucleation rate parameter $\beta$, which is often given as a ratio with $H_n$, the Hubble parameter at $T_n$

$$\tilde{\beta} = \frac{\beta}{H_n} \sim \frac{v_w}{H_n R_s},$$  \hspace{1cm} (6.1)

where $v_w$ is the speed of the expanding bubble wall and $R_s$ is the mean bubble spacing. From this we see that $\tilde{\beta}$ controls $R_s$, which in turn sets the characteristic wavelength of the gravitational radiation. The constant of proportionality is $(8\pi)^{1/3}$ [44] for detonations, but for deflagrations it is also dependent on $\alpha$ and $v_w$, as the nucleation rate is reduced by the reheating of the fluid in front of the bubble wall. In view of this uncertainty, it is more convenient to work in terms of $R_s$, and more precisely the Hubble-scaled mean bubble spacing

$$r_s = H_n R_s.$$  \hspace{1cm} (6.2)

Note that $\beta^{-1}$ is the time taken for a bubble wall to move a distance $R_s$, and therefore has an interpretation as the duration of the phase transition.

Another key parameter in the generation of GWs is the phase transition strength parameter $\alpha$

$$\alpha = \frac{4}{3} \frac{\Delta \theta}{w_s} \bigg|_{T=T_n}$$  \hspace{1cm} (6.3)

where $w_s$ is the enthalpy of the fluid in the symmetric phase, and $\Delta \theta = \theta_s - \theta_b$, where $\theta$ is a quarter of the trace of the energy-momentum tensor, and subscripts $s$ and $b$ denote symmetric and broken phases. The trace difference is the energy available to be converted to shear stress energy and thus GW power. A stronger transition means more energy is converted to shear stress energy and a larger overall amplitude for the GW signal.

The fourth parameter is the wall speed, $v_w$, which (with $\alpha$) determines the motion of the surrounding plasma induced by the passing bubble wall. Wall speeds are split into three categories relative to the speed of sound $c_s$. Deflagrations occur when $v_w < c_s$, where the surrounding fluid is pushed in front of the expanding phase transition wall. When $v_w$ is greater than a certain critical speed $c_J$, the Jouguet speed, the motion in the plasma is entirely behind the bubble wall, and the fluid configuration is called a detonation. The Jouguet speed is given by

$$c_J = c_s \frac{1 + \sqrt{\alpha(2 + 3\alpha)}}{1 + \alpha}$$  \hspace{1cm} (6.4)

If the wall speed is between the sound speed and the Jouguet speed, the velocity profile is a mix between deflagrations and detonations, non-zero both in front and behind the
bubble wall. These supersonic deflagrations [46], sometimes called hybrids [40], are very finely tuned, and it is not clear that they exist in a real fluid.

The sound speeds in the two phases are also potentially important parameters [116, 117]. To simplify this first analysis, we will take them both to be the ultrarelativistic value $c_s = 1/\sqrt{3}$, to focus on LISA’s sensitivity to the four parameters $(T_n, \alpha, r_s, v_w)$.

### 6.2.2 Gravitational waves from a first order phase transition

In a first order transition driven by thermal fluctuations, sound waves created by the expanding bubbles are the dominant source of gravitational waves [24–26].

Approximate fits to the numerical power spectra are available in [26]. They have a fixed broken power law shape, with peak intensity and frequency depending on the four thermodynamic parameters in an easily computable way [8]. The peak intensity depends on $\alpha$, $r_s$ and $v_w$, while the peak frequency depends on $T_n$ and $r_s$. It is clear that there are likely to be degeneracies in the power spectrum with respect to the thermodynamic parameters, which would intrinsically limit LISA’s ability to measure them individually.

However, the simulations make it clear that the shape of the GW power spectrum also depends on wall speed and transition strength, and such dependence is found in a more sophisticated theoretical framework, the sound shell model (SSM) [4, 27]. We therefore use the sound shell model to model the GW power spectrum from phase transitions, and investigate LISA’s constraining power on its parameters. While the sound shell model has not been tested in detail against a wide range of numerical simulations, it can act as guidance for data analysis techniques aimed at extracting phase transition parameters from phase transitions.

To characterise how the energy density in GWs is distributed over frequencies today we introduce the gravitational wave power spectrum [118]

$$\Omega_{gw,0}(f) \equiv \frac{1}{\rho_{c,0}} \frac{d\rho_{gw,0}}{d \ln f},$$

(6.5)

where $f$ is frequency and $d\rho_{gw}$ is the gravitational wave energy density within a frequency interval $df$. The critical density is $\rho_c = 3H^2/8\pi G$, where $H$ is the Hubble rate, $G$ is the gravitational constant and $c$ is the speed of light. Quantities evaluated at the present day are given the subscript 0. For the Hubble constant $H_0$ we take the central value measured by the Planck satellite $H_0 = 67.4$ km s$^{-1}$Mpc$^{-1}$ as given in [29].
The general form of the gravitational wave power spectrum from a first order phase transition is

$$\Omega_{gw}(z) = 3K^2(v_w, \alpha) (H_n \tau_v) (H_n R_s) \frac{z^3}{2\pi^2} \tilde{P}_{gw}(z),$$  \hspace{1cm} (6.6)

where $R_s$ is the mean bubble spacing, $z = kR_s$, $k$ is comoving wavenumber and $K(v_w, \alpha)$ is the fraction of the total energy converted into kinetic energy of the fluid. The Hubble rate at nucleation is $H_n$, $\tau_v$ is the lifetime of the shear stress source, the factor $R_s$ appears as an estimate of the source coherence time and $\tilde{P}_{gw}(z)$ is the dimensionless spectral density. Eq. (6.6) can be regarded as the definition of $\tilde{P}_{gw}$. Its integral (denoted $\tilde{\Omega}_{gw}$ in Refs. [4, 25, 26]) depends only weakly on the thermodynamic parameters, taking values of order $10^{-2}$.

As the notation of Eq. (6.6) suggests, the important parametric dependences of the total power are through the kinetic energy fraction, the source lifetime, and the source coherence time. The kinetic energy fraction depends only on the transition strength $\alpha$ and the wall speed $v_w$. The lifetime of the GW source $\tau_v$ is the shorter of the two timescales, the Hubble time $H_n^{-1}$ and the fluid flow lifetime $\tau_v$, which is estimated as $R_s/\sqrt{K}$, the timescale for non-linearities to become important. Denoting the ratio of the two timescales by $x = H_n R_s/\sqrt{K}$, we approximate the Hubble-scaled source lifetime as [119]

$$H_n \tau_v \simeq \left(1 - \frac{1}{1 + 2x} \right).$$  \hspace{1cm} (6.7)

From this we see that even if the flow persists over many Hubble times it does not continue to contribute to the GW power spectrum. For future convenience we will combine the factors of the source lifetime and source coherence time into one,

$$J = H_n R_s H_n \tau_v = r_s \left(1 - \frac{1}{\sqrt{1 + 2x}} \right).$$  \hspace{1cm} (6.8)

The sound shell model [4, 27] predicts the gravitational wave power spectrum as a numerical function of a given set of thermodynamic parameters ($T_n$, $\alpha$, $r_s$, $v_w$) and scaled wavenumbers $z$. We denote this prediction $\Omega_{gw}^{\text{ssm}}(z)$. The shape of the power spectrum has significant dependencies on $v_w$ and $\alpha$.

Recent 3d-hydro simulations for $\alpha$ up to $\mathcal{O}(1)$ (strong transitions) found that as transition strength increases the efficiency of fluid kinetic energy production becomes less than previously expected [7]. For deflagrations this is thought to be due to reheating which occurs in front of the expanding bubbles, which leads to a reduction in pressure difference, and a slowing of the bubble wall. The reduction in kinetic energy production leads to
a suppression in gravitational wave power, which we approximate by a factor $\Sigma(v_w, \alpha)$. The estimation of this suppression factor from the numerical simulations is described in Appendix 6.7.1.

The gravitational wave power spectrum at dimensionless comoving wavenumber $z$ just after the transition, and before any further entropy production, is then

$$\Omega_{gw}(z) = \Omega_{gw}^{\text{ssm}}(z) \Sigma(v_w, \alpha), \quad (6.9)$$

where $\Omega_{gw}^{\text{ssm}}(z)$ is the sound shell model prediction.

Today the power spectrum at physical frequency $f$ is

$$\Omega_{gw,0}(f) = F_{gw,0} \Omega_{gw}(z(f)), \quad (6.10)$$

where

$$F_{gw,0} = \Omega_{\gamma,0} \left( \frac{g_{s0}}{g_{s*}} \right)^{\frac{4}{3}} \left( \frac{g_{s*}}{g_0} \right) = (3.57 \pm 0.05) \times 10^{-5} \left( \frac{100}{g_*} \right)^{\frac{1}{3}}, \quad (6.11)$$

is the power attenuation following the end of the radiation era. Here, $\Omega_{\gamma,0}$ is the photon energy density parameter today, $g_s$ denotes entropic degrees of freedom and $g$ describes the pressure degrees of freedom. In both cases the subscripts 0 and * refer to their value today and the value at the time the GWs were produced respectively. We evaluate $F_{gw,0}$ with the values given in [8], and use a reference value $g_* = 100$.

We convert from dimensionless wavenumber $z$ to frequency today by taking into account redshift

$$f = \frac{z}{v_*} f_{*,0} \quad (6.12)$$

where [8]

$$f_{*,0} = 2.6 \times 10^{-6} \text{ Hz} \left( \frac{T_n}{100 \text{ GeV}} \right) \left( \frac{g_{s*}}{100} \right)^{\frac{1}{3}} \quad (6.13)$$

is the Hubble rate at the phase transition redshifted to today. We assume the phase transition takes place well within one Hubble time so all frequencies throughout the transition have the same redshift.

We compute the scale-free gravitational wave spectral density

$$\hat{P}_{gw}(z) = 3K^2 \frac{z^3}{2\pi^2} \hat{P}_{gw} (z), \quad (6.14)$$

using the PTtools python module, which uses the SSM to directly compute $\hat{P}_{gw}$ for a given $v_w$ and $\alpha$ [4]. In this work PTtools was used to evaluate the power spectra at 100
logarithmic spaced $z$ values between 1 and 1000. Within PTtools the number of points used in the fluid shell profiles was set to be 70000, with 7000 wavevectors used in the velocity convolution integrations. The bubble lifetime distribution, taken to be exponential, was integrated with 200 linearly spaced values between 0 and $20\beta^{-1}$. The high wavenumber resolution was used to ensure the integration over the velocity power spectrum converges. The above is encoded in PTtools and returns Eq.(6.14). We explore the prospects for
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(a) Fixed: $\alpha = 0.2$, $r_* = 0.1$, $T_n = 100$ GeV.

(b) Fixed: $v_w = 0.6$, $r_* = 0.1$, $T_n = 100$ GeV.

(c) Fixed: $v_w = 0.6$, $\alpha = 0.2$, $T_n = 100$ GeV.

(d) Fixed: $v_w = 0.6$, $\alpha = 0.2$, $r_* = 0.1$.

---

Figure 6.1: Gravitational wave power spectra for a first order phase transition calculated using the sound shell model, Eq.(6.10). In each panel we vary one of the thermodynamic parameters $v_w$ (wall speed), $\alpha$ (phase transition strength), $r_*$ (Hubble-scaled bubble spacing) and $T_n$ (nucleation temperature). Shown also in solid black is the LISA instrument noise given by the science requirements (SR) document sensitivity curve (Eq. (6.26), [6]). The dashed line shows the predicted foreground from extragalactic binaries, Eq. (6.27), along with a grey uncertainty band. The dash-dotted line shows the estimated foreground from unresolved galactic binaries, Eq. (6.29). Signal-to-noise ratios for $T_n = 100$ GeV and $r_* = 0.1, 0.01$ are given in Fig. 6.4.
estimation in the parameter space $0.4 < v_w < 0.9$, $\alpha < 0.5$, $r_* = 0.01, 0.1$ and $T_n = 100$ GeV.

We show, using this framework to calculate the GW power spectra, how varying the thermodynamic parameters effects the shape, frequency scales and amplitudes of the power spectrum in Fig. 6.1.

From Fig. 6.1a we see the wall speed $v_w$ has a strong effect on the shape of the power spectrum, especially between the sound speed and the Jouguet speed. At low $v_w$ the power spectrum is narrow and as $v_w$ approaches the speed of sound the peak broadens, due to the narrowing of the sound shell around expanding bubbles. Once $v_w > c_s$ the peak begins to narrow again. As $v_w$ increases we also see a decrease in overall amplitude, because the efficiency of converting latent heat into fluid motion depends on $v_w$.

As the strength of the phase transition, $\alpha$, increases so does the overall amplitude of the GW power spectrum, as more kinetic energy is deposited into the plasma (see Fig. 6.1b). In Fig. 6.1c we note that $r_*$ contributes both to the frequency scale and overall amplitude of the power spectrum. In Fig. 6.1d we see that the nucleation temperature $T_n$ affects only the frequency scale see Eq.(6.13).

We note that there is more structure in these power spectra than can be captured by a broken power law, motivating an improved approximation in the next section. The precise functional dependence on the thermodynamic parameters is likely to change as our understanding improves, but our analysis can be easily adapted to include future developments. We believe that the double broken power law form is likely to remain adequate.

### 6.2.3 Double broken power law

The full calculation in the SSM can be computationally intensive when one is calculating many power spectra over a large parameter space. This motivates the use of an analytic fit that that can be used for rapid evaluation. The LISA Cosmology Working Group put forward a single broken power law to describe the acoustic contribution to the GW power spectrum, with two parameters, the peak amplitude $\Omega_p$ and the peak frequency $f_p$, whose scale is set by the bubble spacing $R_*$ [8].

In the SSM there are in fact two characteristic length scales, $R_*$ and the width of the
sound shell $\Delta R_s \sim |v_w - c_n|/\beta$, which indicate a double broken power law may be a good fit for the power spectrum [4]. A general form for such a double broken power law can be defined by four spectral parameters $(\Omega_p, f_p, r_b, b)$, with the power spectrum taking the form

$$\Omega_{gw}^{\text{fit}} = F_{gw,0} \Omega_p M(s, r_b, b)$$

(6.15)

where $\Omega_p$ is the peak power of the power spectrum, $s = f/f_p$, $f_p$ is the frequency corresponding to $\Omega_p$ and $r_b = f_b/f_p$ describes the ratio between the two breaks in the spectrum. The parameter $b$ defines the spectral slope between the two breaks. The spectral shape $M(s, r_b, b)$ is a double broken power law with a spectral slope $9$ at low frequencies and $-4$ at high frequencies.

$$M(s, r_b, b) = s^9 \left( \frac{1 + r_b^4}{r_b^4 + s^4} \right)^{(9-b)/4} \left( \frac{b + 4}{b + 4 - m + ms^2} \right)^{(b+4)/2}.$$  

(6.16)

In this function, $m$ has been chosen to ensure that for $r_b < 1$ the peak occurs at $s = 1$ and $M(1, r_b, b) = 1$, giving

$$m = \frac{(9r_b^4 + b)}{(r_b^4 + 1)}.$$  

(6.17)

Ultimately, we want to connect these spectral parameters quantitatively with the thermodynamic parameters in order to understand the underlying theory, however these relationships are not straightforward. An outline of how the spectral parameters depend on the thermodynamic parameters is as follows

$$\Omega_{p,0} = F_{gw,0} J (r_s, K(\alpha, v_w)) \hat{\Omega}_p (\alpha, v_w) \Sigma_{ssm}(v_w, \alpha)$$

$$f_{p,0} = f_{*,0} (T_n) z_p (\alpha, v_w) / r_s$$

$$r_b = r_b (\alpha, v_w)$$

$$b = b (\alpha, v_w),$$

(6.18)

where $\hat{\Omega}_p$ is the maximum of $\Omega_{gw}^{ssm}(z)$, $z_p$ is $z$ at the peak power and $z_b$ is the scale-free wavenumber at the second break. $J$ is the timescale pre-factor defined in Eq. (6.8).

In Fig. 6.2 we show the peak power today $\Omega_{p,0}^{ssm}$ and the corresponding peak frequency $f_{p,0}^{ssm}$ calculated in the SSM, using Eq. (6.10), for the $v_w$ and $\alpha$ parameter space of interest, with $r_s = 0.1$ and $T_n = 100$ GeV. Fig. 6.3 shows the corresponding best fit spectral parameters for the double broken power law model.

A comparison of the quality of the fit of the single broken power law and double broken power law models to the GW power spectrum from a first order phase transition, as described by the sound shell model, can be found in Appendix 6.7.2.
Figure 6.2: The peak power today $\Omega_{p,0}^{\text{ssm}}$ and the peak frequency today $f_{p,0}^{\text{ssm}}$ calculated with the sound shell model, for a range of wall speeds, $0.4 < v_w < 0.9$, and phase transition strengths, $0.01 < \alpha < 0.5$. The Hubble-scaled mean bubble spacing $r_\star = 0.1$ and nucleation temperature $T_n$. The turquoise dashed line shows the Jouguet speed Eq. (6.4).

Figure 6.3: The best fit spectral parameters from fitting the double broken power law model to the power spectra from the sound shell model Eq. (6.10). $\Omega_{p,0}$ is the peak power today with the Hubble-scaled mean bubble spacing $r_\star = 0.1$ and $T_n = 100$ GeV, $f_{p,0}$ is the corresponding position of the peak (scaled using Eq.(6.18)), $r_b$ is the ratio of the frequency positions of the two breaks in the spectrum and $b$ the spectral slope of the power law between the two breaks. The turquoise dashed line is the Jouguet speed, Eq. (6.4).
6.3 Noise model

6.3.1 LISA sensitivity curve

The sensitivity of a gravitational wave detector can be characterised by the effective noise power spectral density \( S(f) \), which is the gravitational strain spectral density required to produce a signal equal to the instrument noise \( N(f) \). If \( R(f) \) is the detector response function for gravitational waves,

\[
S(f) = \frac{N(f)}{R(f)}.
\]  

(6.19)

LISA [28] is designed to be a triangular constellation of spacecraft connected by three pairs of laser links, through which changes in the distance between three pairs of free-falling test masses can be measured. The changes in distance are monitored through the differences in phase between the local oscillators and the remote spacecraft oscillators, communicated by the laser. The phase differences can be combined in different ways with different time delays to eliminate the laser noise [79, 120], by using the technique of time delay interferometry (TDI).

We work with the three noise-orthogonal TDI variables \( A, E \) and \( T \) as described in [84, 121]. The \( T \) channel is insensitive to GWs at low frequencies. We will make the simplifying assumption that the \( T \) channel allows us to completely characterise the instrument noise.

The instrument noise in LISA is expected to be dominated by two main sources: the test mass acceleration noise (acc), due to local disturbances of the test mass, and the optical metrology noise (oms) which includes shot noise. As outlined in the LISA Science Requirements Document [6] the target for the single link optical path-length fluctuations is

\[
P_{\text{oms}}(f) = \left( \frac{1.5 \times 10^{-11} \text{m}}{L} \right)^2 \text{Hz}^{-1},
\]  

(6.20)

where \( L = 2.5 \times 10^9 \text{ m} \) is the constellation arm length. The single test mass acceleration noise target is

\[
P_{\text{acc}}(f) = \left( \frac{3 \times 10^{-15} \text{m.s}^{-2}}{(2\pi f)^2 L} \right)^2 \left( 1 + \left( \frac{0.4 \text{mHz}}{f} \right)^2 \right) \text{Hz}^{-1}.
\]  

(6.21)

\[1\text{In this paper we consider two-sided power spectral densities, meaning the frequencies range from } -f_{\text{max}} \text{ to } +f_{\text{max}}.\]
In the $A$ and $E$ channels the instrument noise is then (see e.g. [5])

\[ N_A = N_E = \left[ (4 + 2 \cos (f/f_t)) P_{oms} + 8 \left( 1 + \cos (f/f_t) + \cos^2 (f/f_t) \right) P_{acc} \right] |W|^2, \quad (6.22) \]

where $f_t = c/(2\pi L)$ is the transfer frequency and $c$ is the speed of light. The function $W(f, f_t) = 1 - \exp(-2i f/f_t)$ is the modulation caused by one round trip of a signal along a link. We use a simplified version of Eq. (6.3.1) with $\cos (f/f_t) = 1$,

\[ N_A(f) \simeq (6P_{oms}(f) + 24P_{acc}(f)) |W(f)|^2, \quad (6.23) \]

which gives a reasonable fit to the true sensitivity curve.

The gravitational wave response function for the $A$ and $E$ channels is known only numerically, but an approximate fit is

\[ R^\text{Fit}_A = R^\text{Fit}_E \simeq \frac{9}{20} |W|^2 \left[ 1 + \left( \frac{f}{4f_t/3} \right)^2 \right]^{-1}. \quad (6.24) \]

We can now construct the approximate noise power spectral density for the $A$ and $E$ channels using Eqs. (6.3.1), (6.23) and (6.24):

\[ S_A = S_E = \frac{N_A}{R_A} \simeq \frac{40}{3} \left( P_{oms} + 4P_{acc} \right) \left[ 1 + \left( \frac{f}{4f_t/3} \right)^2 \right], \quad (6.25) \]

in this work we will be interested in the sensitivity to the GW fractional energy density power spectrum, which is related to the PSD by

\[ \Omega_{\text{ins}} = \left( \frac{4\pi^2}{3H_0^2} \right) f^3 S_A(f) \quad (6.26) \]

we will refer to this as the LISA instrument noise

### 6.3.2 Extragalactic compact binaries

A stochastic gravitational wave background (SGWB) from a superposition of unresolved extragalactic compact binaries is expected in the millihertz GW frequency band [122]. This signature is expected to be stationary, Gaussian and isotropic, distinguishable only by its frequency spectrum from cosmological signatures, such as a SGWB from a first order phase transition. It is composed of signals from stellar origin black hole binaries, neutron star binaries, and white dwarf binaries. These objects include precursors to compact

\[^2\]Recently, an analytic expression for the response function in the TDI $X$ channel has been derived [87], but the $A$ and $E$ channels also require the response function of the $XY$ cross-correlation.
binary mergers seen by the LIGO-Virgo collaboration [123]. We will refer to this as the extragalactic binary foreground (eb), which has the GW power spectrum

$$\Omega_{eb}(f) = \Omega_{ref,eb} \left( \frac{f}{f_{ref,eb}} \right)^{\frac{2}{3}}.$$  \hspace{1cm} (6.27)

We will assume that it is dominated by stellar origin black hole binaries, and take $\Omega_{ref,eb}$ to be the energy density of the LIGO-Virgo compact binaries at the reference frequency $f_{ref,eb} = 25$ Hz. The current estimate is $\Omega_{ref,eb} = 8.9_{-5.6}^{+12.6} \times 10^{-10}$ [123]. It is well below the instrument noise, and therefore not a significant contributor to the overall noise relevant for stochastic backgrounds. This foreground is shown in Fig.(6.1). The contribution to the amplitude $\Omega_{ref,eb}$ from black hole and neutron star binaries will be more accurately measured by LIGO/Virgo once it reaches design sensitivity [124, 125], and by future ground-based detectors that may be online at a similar time to LISA [61, 62].

6.3.3 Unresolved galactic compact binaries

A significant noise source for LISA is due to the large number of white dwarf binaries located within our galaxy [126, 127]. Some loud binaries will be individually resolvable, and as the mission progresses more will be identified. At any mission stage, unresolved binaries will produce a confusion noise, which can be estimated using an iterative subtraction procedure outlined in [128]. After a 4-year mission, estimates suggest around 20,000 of the estimated 20 million galactic binaries (gb) will be resolved, leaving a foreground³

$$S_{gb}(f) = A \left( \frac{1 \text{ mHz}}{f} \right)^{-7/3} \exp \left( - \left( \frac{f}{f_{ref,gb}} \right)^a - bf \sin(cf) \right) \left[ 1 + \tanh \left( d(f_k - f) \right) \right],$$  \hspace{1cm} (6.28)

where $A = 9 \times 10^{-38}$ mHz$^{-1}$ and $f_{ref,gb} = 1000$ mHz. The parameters $a$, $b$, $c$ and $f_k$ depend on the observation time: for a 4-year observation period, $a = 0.138$, $b = -0.221$ mHz$^{-1}$, $c = 0.521$ mHz$^{-1}$, $d = 1.680$ mHz$^{-1}$ and the frequency of the knee of the power spectrum is $f_k = 1.13$ mHz. $S_{gb}$ can be expressed in terms of energy density,

$$\Omega_{gb} = \left( \frac{4\pi^2}{3H_0^2} \right) f^3 S_{gb}(f),$$  \hspace{1cm} (6.29)

which we will refer to as the galactic binary foreground, and show in Fig. 6.1. There is potential for this foreground to be extracted separately, due to the annual modulation in the signal as LISA’s direction of maximum sensitivity sweeps past the galactic plane [108]. If no attempt to remove the annually modulated stochastic signals is made, galactic binaries will be a significant source of noise around 1 mHz. We will consider parameter

³In this work we use the correction to the sign of the coefficient $b$ given in [129].
sensitivity both with and without the galactic binary foreground, to estimate upper and lower bounds.

In addition to the foregrounds considered here there are a number of other sources that may need to be considered when trying to extract a stochastic GW background from a first order phase transition. These include confusion noise from unresolved extreme mass ratio inspirals [130] and a foreground from unresolved massive black hole binaries [131]. In addition, extragalactic white dwarf binaries could contribute significantly to the compact binary foreground [132]. We choose to leave the inclusion of these foregrounds for future work: current models are not as well characterised, and, at least in the case of massive black hole binaries, are expected to be less significant.

6.3.4 Signal-to-noise ratio

As a first assessment of whether a signal is observable or not, one can calculate the signal-to-noise ratio \( \rho \) by comparing the signal \( \Omega_{gw} \) with the noise model \( \Omega_n \) [82, 118]:

\[
\rho = \sqrt{T_{\text{obs}} \int_{f_{\text{min}}}^{f_{\text{max}}} df \frac{h^2 \Omega_{gw,0}^2}{h^2 \Omega_n^2}},
\]

where \( \Omega_n \) is the sum of all sources of noise. Our base noise model consists of the LISA instrument noise as given in Eq. (6.26), the extragalactic background Eq. (6.27) and the galactic binaries Eq. (6.29), so that

\[
\Omega_n = \Omega_{\text{ins}} + \Omega_{\text{eb}} + \Omega_{\text{gb}}.
\]

In this work we take the observation time \( T_{\text{obs}} = 4 \) years, which is LISA’s designed mission lifetime [28], so that we can use our noise model in combination with the prediction of the galactic binary foreground given in [128]. LISA’s science operational time is expected to be \( \approx 75\% \) to the total mission lifetime, but the mission may last up to 10 years.

In Fig. 6.4, we calculate \( \rho \) for the thermodynamic parameter space explored in this paper. The power spectra are described by Eq. (6.10). Generally, \( \rho \) is larger for stronger phase transitions, corresponding to larger \( \alpha \), and sensitivity to the wall speeds \( \nu_w \) peaks in the region of the speed of sound \( c_s \).

6.4 Fisher matrix analysis

An estimation of LISA’s sensitivity to parameters that describe a first order phase transition can be obtained by Fisher matrix (FM) analysis. The FM is the curvature of a
Figure 6.4: The signal-to-noise $\rho$ for different combinations of the wall speed $v_w$, phase transition strength $\alpha$, Hubble-scaled mean bubble spacing $r_*$, with the nucleation temperature $T_n = 100$ GeV. In the left column the noise model includes the LISA instrument noise - Eq. (6.26), the foreground from unresolved stellar origin black hole binaries - Eq. (6.27). In the right hand column we also include the unresolved galactic binary foreground- Eq. (6.29). The turquoise dashed line shows the Jouguet detonation speed, the minimum speed of a detonation for each $\alpha$, given in Eq. (6.4).

Gaussian approximation to the posterior likelihood around the maximum. The inverse of the FM is the covariance matrix, the diagonal elements of which give an approximation of the uncertainty in any given parameter.

6.4.1 LISA likelihood model

Here we outline how we model the LISA data, explain the assumptions made, and define the likelihood used. The LISA data is expected to be a $T_{\text{obs}} = 4$ yr stream with a regular data sampling interval $T_{\text{samp}} = 5$ s, not taking into account scheduled maintenance breaks. The frequency domain gravitational wave strain amplitude $h(f)$ is the Fourier transform
of the strain time series $h(t)$:

$$h(f_n) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} h(t) \exp(-2\pi i f_n t_m), \quad (6.32)$$

where $t_m = mT_{\text{samp}}$ and $f_n = n/T_{\text{obs}}$, with $-N/2 < n \leq N/2$, and $N = T_{\text{obs}}/T_{\text{samp}}$. The strain amplitude is related to the gravitational wave power spectrum by

$$\Omega_{gw,0}(f_n) = \left(\frac{4\pi^2}{3H_0^2}\right) f_n^3 |h(f_n)|^2. \quad (6.33)$$

In this analysis we consider the $A$ and $E$ TDI channels in the frequency domain with power spectral densities $D^A_n = |A(f_n)|^2$ and $D^E_n = |E(f_n)|^2$. The variances of the Fourier amplitudes in the $A$ and $E$ channels are taken to be identical and independent, and written $S_n$, and to depend on a vector of model parameters $\vec{\theta}$.

As $N \simeq 2 \times 10^7$ it saves computation time to group the data by frequency binning, which is a crude way of grouping the data, but sufficient for the level of analysis we carry out. We split the frequency range into a set of $N_b$ logarithmically spaced positive frequency bins, with bin boundaries $f_b$, where $b$ ranges from 0 to $N_b$. In each bin there are

$$n_b = [(f_b - f_{b-1})T_{\text{obs}}]$$

different frequencies, where the square brackets denote the integer part.

First considering $D^A_n$ we define $\bar{D}^A_b$ to be the weighted mean value for $D^A_n$ in bin $b$, so that

$$\bar{D}^A_b \equiv \frac{S_b}{n_b} \sum_{n \in I_b} \frac{D^A_n}{S_n}, \quad (6.35)$$

with

$$\frac{1}{S_b} = \frac{1}{n_b} \sum_{n \in I_b} \frac{1}{S_n}, \quad (6.36)$$

where $I_b$ the set of integers $n$ such that $|f_n|$ is in frequency bin $b$ and $S_n$ is the mean value of $D^A_n$.

As $\bar{D}^A_b$ is the average of squares of $2n_b$ normally distributed real random variables, the likelihood is a chi-squared distribution $^4$

$$p(D^A_b \mid S_b) = \prod_{b=1}^{N_b} \frac{1}{(n_b - 1)!} \frac{n_b}{S_b} \left( \frac{\bar{D}^A_b}{S_b} \right)^{n_b - 1} \exp \left( -n_b \frac{\bar{D}^A_b}{S_b} \right). \quad (6.37)$$

$^4$In this paper we echo the notation used in [114].
It will be convenient to approximate the likelihood with a Gaussian distribution, using the central limit theorem with the assumption $n_b \gg 1$ for all bins. The distribution for $\bar{D}_b^A$ has mean $S_b$ and variance $S_b^2/n_b$, giving the Gaussian approximation

$$p(\bar{D}_b^A|S_b) = \prod_{b=1}^{N_b} \left( \frac{n_b}{2\pi S_b^2} \right)^{1/2} \exp \left( -\frac{1}{2} \frac{n_b (\bar{D}_b^A - S_b)^2}{S_b^2} \right).$$

(6.38)

As the $A$ and $E$ channels are uncorrelated and are assumed to a first approximation have identical noise, we can combine them into an average variable $\bar{D}_b = (\bar{D}_b^A + \bar{D}_b^E)/2$ with variance $S_b^2/2n_b$. The likelihood for the binned average spectral density $\bar{D}_b$ is then

$$p(\bar{D}_b|S_b) = \prod_{b=1}^{N_b} \left( \frac{2n_b}{2\pi S_b^2} \right)^{1/2} \exp \left( -\frac{1}{2} \frac{2n_b (\bar{D}_b - S_b)^2}{S_b^2} \right).$$

(6.39)

The Gaussian approximation is known to be biased [133–135], and one could improve the accuracy of the likelihood with a log normal correction [83, 134, 135]. One can also evaluate the Fisher matrix directly with the chi-squared distribution. On the other hand, using the Gaussian approximation simplifies the calculations. As we now show, we always have $2n_b \gtrsim O(10^2)$, for which the Gaussian approximation is sufficiently accurate.

Firstly, when working with the double broken power law model, we take $N_b = 100$ logarithmically spaced frequency bins, for which $n_b \gtrsim 155$. The frequency binning for calculations in the sound shell model is a little more complicated, as we calculate the theoretical model in terms of the angular frequency scaled by the mean bubble separation $z = kR_\ast$, rather than an absolute frequency. This avoids having to recompute power spectra for different $r_\ast$ and $T_n$, as the shape of the GW power spectrum depends only on the thermodynamic parameters $v_w$ and $\alpha$.

The transformation from $z$ to a frequency today is

$$f = f_{\ast,0} z / r_\ast,$$

(6.40)

where $f_{\ast,0}$ is given in Eq. (6.13), and we recall that $r_\ast = R_\ast H_n$. In this case, the number of data frequencies in bin $b$ is

$$n_b = f_{\ast,0} T_{\ast,0b} \Delta z_b / r_\ast$$

(6.41)

where $\Delta z_b = z_b - z_{b-1}$. In this work we compute 100 $z$ values with logarithmic spacing between 1 and 1000. For the LISA data described here, the minimum $n_b \simeq 42$.

The Fisher matrix is

$$F_{ij} = \left\langle \frac{\partial \ln \mathcal{L}}{\partial \theta_i} \frac{\partial \ln \mathcal{L}}{\partial \theta_j} \right\rangle,$$

(6.42)
where \( \theta_i \) denotes the \( i \)th component of the vector of model parameters \( \tilde{\theta} \), and the Gaussian approximation to the log-likelihood is

\[
l_G = \ln(p) = -\frac{1}{2} \sum_{b=1}^{N_b} 2n_b (D_b - S_b)^2 - \sum_{b=1}^{N_b} \ln S_b + \text{const.} \tag{6.43}
\]

Hence the Gaussian approximation to the Fisher matrix is

\[
F_{ij}^G = \sum_{b=1}^{N_b} \frac{2n_b}{S_b^2} \frac{\partial S_b}{\partial \theta_i} \frac{\partial S_b}{\partial \theta_j}. \tag{6.44}
\]

One can show that the Fisher matrix calculated using the full chi-squared distribution is

\[
F_{ij} = \left(1 + \frac{1}{2n_b}\right) F_{ij}^G, \tag{6.45}
\]

Hence with smallest value of \( 2n_b = 84 \), the difference is minimal, and we take \( F_{ij} \) to be its Gaussian approximation from now on.

We will also use the power spectra, \( \Omega_t(f_b, \tilde{\theta}) \), rather than the spectral densities \( S_b \) to formulate the theoretical model of the data:

\[
\Omega_t(f_b, \tilde{\theta}) = \Omega_{\text{ins}}(f_b) + \Omega_{\text{fg}}(f_b) + \Omega_{\text{pt}}(f_b, \tilde{\theta}). \tag{6.46}
\]

In this analysis we assume that the instrument noise \( \Omega_{\text{ins}} \) and the foregrounds \( \Omega_{\text{fg}} \) are much better known than the parameters of the phase transition, meaning we can use the analytic functions given in the previous section. Therefore, the parameters in the Fisher matrix are just those describing the phase transition. The instrument noise is described by Eq.(6.26) and we consider two kinds of foregrounds: one from extragalactic binaries Eq. (6.27), and one with both extragalactic and galactic binaries Eq. (6.29). As only the ratio of spectra appears, the Fisher matrix in terms of the power spectrum is simply

\[
F_{ij} = T_{\text{obs}} \sum_{b=1}^{N_b} \frac{2\Delta f_b}{\Omega_t^2} \frac{\partial \Omega_k}{\partial \theta_i} \frac{\partial \Omega_k}{\partial \theta_j}. \tag{6.47}
\]

The sum on the right-hand side can be viewed as a numerical approximation to an integral over frequencies. The covariance matrix is the inverse of the Fisher matrix,

\[
C_{ij} = F_{ij}^{-1}, \tag{6.48}
\]

where the square roots of diagonal entries give the uncertainty in the \( i \)th parameter \( \Delta \theta_i \). These uncertainties include correlations between parameters. We define \( \theta_i \) to be the logarithmic model parameter, so the square roots of the diagonal entries in the covariance matrix are the relative uncertainty in the parameter.
6.4.2 Principal components

The Fisher matrix can be used to construct a set of uncorrelated and orthonormal observables, the principal components. As the Fisher matrix is a symmetric \( n \times n \) matrix we can find its eigenvectors and eigenvalues

\[
F = U \Lambda U^\dagger, \quad \Lambda = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \lambda_4), \quad (6.49)
\]

where \( U \) is a matrix of the orthonormal eigenvectors of the Fisher matrix, \( u_n \) is the \( n^{\text{th}} \) eigenvector and \( \lambda_n \) is the \( n^{\text{th}} \) eigenvalue. We can then construct a new set of variables \( \vec{X} = (X_1, X_2, X_3, X_4) \), each \( X_n \) being a linear combination of our original parameters calculated by using \( U^\dagger \) as a projection vector,

\[
\vec{X} = U^\dagger \vec{\theta}. \quad (6.50)
\]

\( X_n \) is the \( n^{\text{th}} \) principal component and the standard deviation in \( X_n \) is \( \lambda_n^{-1/2} \). The principal components are ordered according to the size of their corresponding eigenvalues, meaning \( X_1 \) is the highest-order and best constrained parameter, and \( X_4 \) is the lowest order parameter and worst constrained \[136\].

6.5 Fisher matrix calculation and relative uncertainties

In this section we calculate the Fisher matrix and the relative uncertainties as described in the previous section, for several scenarios. Firstly, the FM for the spectral parameters from the double broken power law fit to the SSM. Then we evaluate the FM for the four key thermodynamic parameters in the SSM \( (v_w, \alpha, r_s, T_n) \) for two cases: free and fixed nucleation temperature \( T_n \). We also calculate the expected sensitivity to the principal components of the GW power spectrum calculated with the SSM. In each case we use the Fisher matrix Eq. (6.47) with a data model \( \Omega_t(f_b, \vec{\theta}) \) as given in Eq.(6.46) that assumes the LISA instrument noise and foregrounds are known perfectly, we also investigate the impact of including the foreground from galactic binaries.

6.5.1 Double broken power law model

First we look at the relative uncertainty for the spectral parameters as described in the proposed double broken power law model given in Eq. (7.4). In this case the parameters are \( \vec{\theta} = (\ln(\Omega_{p,0}), \ln(f_{p,0}), \ln(r_b), \ln(b)) \). The Fisher matrix entries can be calculated analytically. The gravitational wave power spectrum is evaluated at 100 frequencies with
Figure 6.5: Coloured contours show relative uncertainties calculated from the Fisher matrix for the parameters of the double broken power law model (Eq. 7.4): peak power $\Omega_{p,0}$, peak frequency $f_{p,0}$, break ratio $r_b$, and intermediate power law $b$. The line styles indicate the break ratio values $r_b$. The black lines show contours of signal-to-noise ratio $\rho = 20$ for different $r_b$, with the same line styles. The grey shaded area indicates the region where the peak signal power is above the combined instrumental noise and foregrounds. In the upper panel the noise model consists of the LISA instrument noise, Eq. (6.26), foreground from compact binaries, Eq. (6.27) and the galactic binary foreground, Eq. (6.29). In the lower panel the galactic binary foreground is removed.

We sample the parameter space as follows: 200 peak powers $\Omega_{p,0}$, with logarithmic spacing between $10^{-13}$ and $10^{-8}$; 200 peak frequencies $f_{p,0}$, with logarithmic spacing between $10^{-5}$ and 1; 4 frequency break ratios $r_b = [0.1, 0.2, 0.3, 0.4]$; and intermediate power law with spectral slope $b = 1$, the generic value, as explained in [4].
The range of spectral parameters at which we evaluate the relative uncertainties was chosen such that they could be produced by thermodynamic parameters currently explored in models and simulations (as displayed in Fig. 6.3). The resulting relative uncertainties, with and without the foreground from unresolved galactic binaries, are shown in Fig. 6.5 as contours in the \((\Omega_p,0, f_p,0)\) plane. The line style shows the frequency break ratio \(r_b\), and the colour the relative uncertainty. Also plotted is the curve at which the signal-to-noise ratio \(\rho\) is 20, and for comparison, the noise model (which includes foregrounds) \(\Omega_n(f)\) as a black line.

It can be seen that \(\rho = 20\) is reached for peak powers well below the noise level, which is an effect of the integration over frequencies. One can regard the \(\rho = 20\) line as a peak-integrated sensitivity [129], which generalises the idea of power law sensitivity [137] to peaked power spectra.

The results for the relative uncertainty in \(\Omega_p,0\) and \(f_p,0\) are consistent with those in Ref. [111], which studied the two-parameter single broken power law model advocated by the LISA Cosmology Working group [8]. One can summarise the conclusion in a parameter-independent way by the statement that a SNR of about 20 allows a measurement of the peak power and peak frequency at around a 10% level of uncertainty. If the unresolved galactic binaries are not removed, the parameter space required to achieve \(\rho = 20\) is reduced.

A 10% measurement of \(r_b\), which encodes information about the wall speed, requires higher signal-to-noise ratios, with the best resolved break ratio being \(r_b = 0.4\). This is the value of \(r_b\) giving a power spectrum with the narrowest peak, and so the whole peak is likely to be in the sensitivity window of the detector.

### 6.5.2 Sound shell model

In the simplest version of the sound shell model we study, the parameters are the logarithms of the wall speed, the phase transition strength, the Hubble-scaled mean bubble spacing and the nucleation temperature, giving a parameter vector \(\vec{\theta} = (\ln v_w, \ln \alpha, \ln r_s, \ln(T_n/\text{GeV}))\).

We evaluate the Fisher matrix at all combinations of our parameter space using Eq. (6.47). The parameter space was sampled with 50 wall speeds \(v_w\) in the range \(0.4 \leq v_w \leq 0.9\), 51 phase transition strengths \(\alpha\) logarithmically spaced between 0.01 and 0.5, 2 Hubble-scaled mean bubble spacings \(r_s = 0.01, 0.1\), and nucleation temperature \(T_n =\)
100 GeV.

To construct the Fisher matrix we need to calculate the partial differentials of the GW power spectrum with respect to each of our thermodynamic parameters. The gradients with respect to $v_w$ and $\alpha$ were computed numerically. The derivatives with respect to the Hubble-scaled mean bubble spacing $r_*$ and the nucleation temperature $T_n$ are calculated as follows.

With the phase transition model spectrum $\Omega_{\text{pt}}$ given by $\Omega_{\text{gw},0}$ in Eq. (6.10), we recall that

$$ J = H_n R_* H_n \tau_v = r_* \left( 1 - \frac{1}{\sqrt{1 + 2x}} \right), \quad (6.51) $$

where $x = r_*/\sqrt{K(\alpha, v_w)}$. The gravitational wave frequency today $f$ is related to the dimensionless wavenumber $z$ through $z = r_*(f/f_{*,0})$, with the reference frequency depending on $T_n$ through Eq. (6.13). Hence we find

$$ \frac{\partial \Omega_{\text{t}}(f)}{\partial \ln r_*} = \Omega_{\text{gw},0} \left( \frac{\partial \ln J}{\partial \ln r_*} + \gamma_{\text{gw}}(z) \right), \quad (6.52) $$

where

$$ \frac{\partial \ln J}{\partial \ln r_*} = 1 + \frac{r_*}{J} \frac{x}{(1 + 2x)^{3/2}}, \quad (6.53) $$

and $\gamma_{\text{gw}} = d \ln \Omega_{\text{gw}}/d \ln z$ is the local power law index of the gravitational wave power spectrum, which we compute numerically.

The partial differential with respect to $T_n$ is then

$$ \frac{\partial \Omega_{\text{t}}(f)}{\partial \ln (T_n/\text{GeV})} = -\Omega_{\text{gw},0} \gamma_{\text{gw}}(z). \quad (6.54) $$

The resulting relative uncertainties are shown in Figs. 6.6a with the galactic binary foreground and 6.6b without the galactic binary foreground. Below the Jouguet speed, indicated by a dashed line, the fluid shell becomes a supersonic deflagration, with a significant change in the sound wave power spectrum, and hence the gravitational wave power spectrum [4]. Thus one expects to see features in the signal-to-noise ratio and the relative uncertainties to the left of this line. The intricate shape of the contours is also partly due to the complex degeneracies, discussed below, and inaccuracies in the interpolation of the numerically-determined GW suppression factor.

A general conclusion is that, even when $\rho = 20$, the only parameter which has relative uncertainty less than 1 is the wall speed. That the wall speed $v_w$ is the best determined parameter is perhaps surprising, but it can be understood as follows.
(a) Noise model: LISA instrument noise, foregrounds from extragalactic compact binaries Eq. (6.27) and unresolved galactic compact binaries (6.29).

(b) Noise model: same as above, with the foreground from unresolved galactic binaries removed.

Figure 6.6: Contours of relative uncertainty in the thermodynamic parameters wall speed \( v_w \), transition strength \( \alpha \), scaled mean bubble spacing \( r_* \) and nucleation temperature \( T_n \). In each sub-figure, the upper and lower panels have Hubble-scaled bubble spacing \( r_* \) as annotated. In both panels \( T_n = 100 \text{GeV} \). The black solid line shows contours of signal-to-noise ratio \( \rho \). The turquoise dashed line is the Jouguet speed, the minimum for a detonation.
Looking at the upper left panel of Fig. 6.1, one can see that varying the wall speed significantly changes the shape of the power spectrum, which none of the other parameters do. On the other hand, the other parameters have complex degeneracies. For example, \( r_* \) and \( T_n \) both affect the overall frequency scale, and \( \alpha \) and \( r_* \) both affect the overall amplitude of the power spectrum. Increasing \( T_n \) (see Fig. 6.1, bottom right panel) shifts the peak frequency, which can be compensated by a combination of increasing \( r_* \) (Fig. 6.1, bottom left panel) and reducing \( \alpha \).

Another general conclusion, clear from the comparison between Figs. 6.6a and 6.6b, is the importance of removing the galactic binary foreground for parameter estimation. The two figures represent the extremes of what can be achieved in practice. The study of Ref. [108] indicates that the annual variation of the galactic binary foreground will enable its near-complete removal, and so Fig. 6.6b is likely to be a better approximation.

### 6.5.3 Principal component analysis

The degeneracy between \( \alpha, r_* \) and \( T_n \) gives the impression that they will be virtually no sensitivity to these parameters, even at high signal-to-noise ratio. The Fisher matrix may be overestimating the uncertainties, so we look to the principal components to see if there is greater sensitivity to linear combinations of the thermodynamic parameters. The contours of the standard deviation of our principal components \( \lambda_n^{-1/2} \) can be seen in Fig. 6.7.

Comparing Figs. 6.6a and 6.7 it is immediately obvious that there is greater sensitivity to the principal components over a broader region of parameter space, even when the foreground from galactic binaries is present. In general, for GW power spectra with \( \rho > 20 \) the two highest-order principal components reach \( 1/\sqrt{\lambda_n} < 3\% \) for both values of the Hubble-scaled mean bubble spacing. For GW power spectra with \( r_*=0.01 \), whilst there is only a small region of sensitivity to \( v_w \), there is broad sensitivity to the two highest-order principal components. In the \( r_*=0.1 \) case \( 1/\sqrt{\lambda_n} < 30\% \) for the majority of the parameter space for the two highest-order principal components (see Fig. 6.7).
(a) Noise model: LISA instrument noise, foregrounds from extragalactic compact binaries Eq. (6.27) and unresolved galactic compact binaries (6.29).

Figure 6.7: Contours of standard deviation ($1/\sqrt{\lambda_n}$) for the principal components constructed from the eigenvectors of the Fisher matrix evaluated across the wall speed $v_w$ and phase transition strength $\alpha$ parameter space. In each sub-figure, the upper and lower panels have Hubble-scaled bubble spacing $r_*$ as annotated. In both panels $T_n = 100$ GeV. The black solid line shows contours of signal-to-noise ratio $\rho$. The turquoise dashed line is the Jouguet speed, the minimum for a detonation.

To investigate the contribution of the principal components to the thermodynamic parameters, we assigned to each of the first three principal components the colours red, green and blue respectively. We took the four thermodynamic parameter eigenvectors in the principal component basis, and constructed an RGB colour from the square of the corresponding entry in the eigenvector. A significant mixture of the fourth principal component would then appear as a dark colour.

We show the result in Fig. 6.8. We see the wall speed $v_w$ is predominantly red, meaning the first principal component provides the largest contribution, which confirms that we would expect greatest sensitivity to $v_w$. The other parameters show an interesting mix of colours, which is partly noise introduced when we interpolate the kinetic energy suppression data (see Appendix 6.7.1). We believe the remaining sudden changes of colour comes from the degeneracy between parameters, in particular the streak originating around the speed of sound on the wall speed axis.
Figure 6.8: The contributions of the first three principal components to the thermodynamic parameters wall speed $v_w$, transition strength $\alpha$, scaled mean bubble spacing $r_*$ and nucleation temperature $T_n$. Red, green and blue correspond to the first, second and third principal components respectively. The upper and lower panels have Hubble-scaled bubble spacing $r_*$ as annotated. In both panels $T_n = 100$ GeV. Noise model: LISA instrument noise, foregrounds from extragalactic compact binaries Eq. (6.27) and unresolved galactic compact binaries (6.29).

6.5.4 Sound shell model with fixed nucleation temperature

For the final analysis we explore the impact of information from particle physics data. While the information is likely to constrain a combination of parameters, we take as a limiting example a known nucleation temperature $T_n = 100$ GeV. The nucleation temperature is likely to be close to the critical temperature of the phase transition, which is the most straightforward thermodynamic parameter to calculate from an underlying theory,

The Fisher matrix, covariance matrix and relative uncertainties are calculated following the same procedure as above for two scenarios: first with our base noise model Fig. 6.9a and then with the unresolved galactic binaries foreground removed, Fig. 6.9b.
(a) Noise model: LISA instrument noise, foregrounds from extragalactic compact binaries Eq. (6.27) and unresolved galactic compact binaries (6.29).

(b) Noise model same as above, with the foreground from unresolved galactic binaries removed.

Figure 6.9: Contours of relative uncertainty in the thermodynamic parameters wall speed \( v_w \), transition strength \( \alpha \) and scaled mean bubble spacing \( r_* \) with nucleation temperature \( T_n = 100 \text{ GeV} \), for gravitational wave power spectra calculated using the sound shell model, Eq. (6.10). In each sub-figure, the upper and lower panels have Hubble-scaled bubble spacing \( r_* \) as annotated. The turquoise dashed line is the Jouguet speed, the minimum for a detonation.
Prior knowledge of the nucleation temperature $T_n$ greatly improves the power of LISA to estimate other parameters, as the degeneracies become partly broken. With fixed $T_n$ for GW power spectra with $\rho > 20$ the wall speed has relative uncertainty of less than 10%. Fixed $T_n$ also improves sensitivity to the phase transition strength, $\alpha$, and the Hubble-scaled mean bubble spacing, $r_\ast$. For example, if the phase transition has $r_\ast = 0.1$, one can achieve relative uncertainties $\Delta \alpha/\alpha < 10\%$ and $\Delta r_\ast/r_\ast < 30\%$ with a signal-to-noise ration greater than 50.

There is an interesting feature in the relative uncertainty contours at $r_\ast = 0.1$, where the SNR is higher: a small ridge of lower uncertainty in $\alpha$, for wall speeds just over 0.6. This is accompanied by reduction in the sensitivity to $v_w$.

The origin of this ridge is perhaps as follows. Referring to Fig. 6.1, one can see that at around $v_w = 0.6$ at $r_\ast = 0.1$, changes in the wall speed and $r_\ast$ have the effect of moving the closest part of the signal to the sensitivity curve in a direction tangent to the sensitivity curve, without changing the shape. This would mean that the likelihood changes little in these directions, and it would be difficult to distinguish between possible parameter values, this would lead to a reduction in sensitivity. Changes in $\alpha$, on the other hand, change the signal power, and will change the likelihood. Thus the likelihood is most sensitive to changes in $\alpha$ in this region.

### 6.6 Discussion

In this paper we have explored the prospect of extracting the model parameters of a stochastic gravitational wave background from a first order phase transition at future space-based gravitational wave observatories. We focused on LISA, and the impact of including expected foregrounds from compact binaries. Here we studied the gravitational wave power spectra predicted by the sound shell model (SSM), and used Fisher matrix analysis to investigate the sensitivity both to the four parameters of a double broken power law approximation, and to the underlying thermodynamic parameters in the SSM. The key thermodynamic parameters are the nucleation temperature $T_n$, the transition strength $\alpha$, the mean bubble spacing in Hubble units $r_\ast$ and the wall (phase boundary) speed $v_w$. We assumed a sound speed $c_s = 1/\sqrt{3}$ in both phases, and leave an investigation of sensitivity to this parameter to future work. The fact that different sound speeds significantly change the kinetic energy fraction of the fluid [116, 117] suggests that there will be sensitivity to this parameter as well.
In Sec. 6.2.3 we studied the double broken power law approximation to the sound shell model gravitational wave power spectrum, which was advocated in Ref. [4]. It has parameters characterising the peak $\Omega_p$ and two frequency scales, the peak frequency $f_p$, and a lower “break” frequency $f_b = r_b f_p$. In its original form, the indices of the three power laws were fixed by arguments based on the limits of certain integrals. We introduced a fourth parameter, the spectral slope of the intermediate power law $b$, to improve the fit between $f_b$ and $f_p$ for phase transitions proceeding by supersonic deflagrations. This form, given in Eq. (7.4), is a significant improvement on the single broken power law in fitting the predictions of the sound shell model (see Fig. 6.11).

We performed a Fisher matrix analysis to calculate the relative uncertainty for the four parameters of the double broken power law spectrum. In Fig. 6.5 we see that the $\Omega_p$ and the peak frequency $f_p$ are expected to be best constrained, with a signal-to-noise ratio of 20 delivering determinations to around 10% for peak frequencies between $10^{-4}$ and $10^{-2}$ Hz. The other parameters, the break frequency ratio $r_b$ and the intermediate power law $b$, are less well determined, but can be determined with less than 1% relative uncertainty for signals with peak power and peak frequencies that lie on LISA’s sensitivity curve, that is, signals at the same level as or above the instrument noise.

The extragalactic compact binary foreground expected from LIGO/Virgo data [138] is not an important contributor to the total noise, but the galactic binary foreground would be significant if it could not be removed. The main effect is to somewhat reduce the range over which parameters can be determined within a given uncertainty; the magnitude of the effect can be judged in the difference between Figs. 6.6a and 6.6b. However, it is expected that the galactic binary foreground will be at least partially removable through its annual modulation [108].

We also studied LISA’s sensitivity to the four principal thermodynamic parameters of a first order phase transition, as described above. The GW power spectrum model used was the sound shell model, Eq. (6.10), incorporating kinetic energy suppression in slow deflagrations [7].

We investigated scenarios with a nucleation temperature $T_n = 100$ GeV and Hubble-scaled mean bubble spacing $r_* = 0.1, 0.01$, scanning over a range in $(v_w, \alpha)$ space with $0.4 \leq v_w \leq 0.9$, $0.005 \leq \alpha \leq 0.5$, where numerical simulations have been performed [7] and the model can be calibrated. We observed that in order to match the total power in the
simulations a suppression factor had to be applied to the sound shell model (see Appendix 6.7.1).

We found that the wall speed $v_w$ would be the best constrained parameter, with a relative uncertainty of better than 30% provided the signal-to-noise ratio is above 20, and the wall is supersonic, even in the worst-case scenario where the foreground from unresolved galactic binaries cannot be removed. As the Hubble-scaled mean bubble spacing $r_*$ gets smaller the signal power decreases, this leads to a reduction in the region of parameter space over which a signal-to-noise ratio of 20 can be achieved. For example, with $r_* = 0.1$, SNR 20 can be produced by phase transition strengths down to about $\alpha \simeq 0.13$, while at $r_* = 0.01$ the corresponding figure is $\alpha \simeq 0.35$.

There is limited sensitivity to the parameters $\alpha$, $r_*$ and $T_n$ due to degeneracies. For example, the peak frequency is left unchanged by simultaneous changes in the nucleation temperature $T_n$ and the mean bubble spacing $r_*$. Changing $r_*$ changes the peak power, which can be brought back to its original value, without changing the peak frequency much, by a change in the transition strength $\alpha$. This will mean that the parameters most easily computable from underlying models, $T_n$, $\tilde{\beta}$, and $\alpha$, will not be individually well determined.

However, there is much better sensitivity to the principal components across the explored parameter space. The two highest-order principal components have relative uncertainty less than 3% for GW power spectra with $\rho > 20$, for both values of the Hubble-scaled mean bubble spacing. The highest-order component is found to be dominated by the wall speed, as is consistent with the wall speed being the best determined parameter.

If one of the parameters is known, the other thermodynamic parameters are much better constrained. For example, with a known nucleation temperature $T_n = 100$ GeV, the wall speed would have an estimated uncertainty of less than 10% for the majority of the parameter space, and the phase transition strength would be almost as accurately measured as the wall speed. The mean bubble spacing would be less accurately measured. A more realistic situation would involve constraints on masses and coupling constants in an underlying particle physics model, which we will explore elsewhere.

The parameter degeneracies we have found mean that one must consider the reliability of the Fisher matrix as an indicator of parameter uncertainties. For the spectral parameters of the double broken power law fit the Fisher matrix can be trusted, as there is little or
no degeneracy between parameters and the Gaussian approximation made with the Fisher matrix is reasonable. To check, we carried out preliminary Markov Chain Monte Carlo (MCMC) estimation using the Gaussian approximation to the likelihood, which returned ellipsoidal posteriors for the spectral parameters. We also found approximate agreement between the marginalised posteriors and the uncertainties predicted by Fisher analysis. On the other hand the thermodynamic parameters do have significant degeneracies. In some regions of parameter space where the signal to noise ratio is high, preliminary MCMC has shown ellipsoidal posteriors, supporting the case that the principal component analysis of the Fisher matrix should be a reasonably good indicator. The general tendency of the Fisher matrix is to over-estimate uncertainties [136], and so we expect that the uncertainty estimates presented here are conservative.

Another source of uncertainty in the results presented here are future developments in the understanding of the power spectrum for strong phase transitions. We argue that the double broken power law fit is generic as we expect the presence of the two length scales to persist. There may be new spectral shape parameters for the infrared and ultraviolet power laws but they too will be functions of $v_w$ and $\alpha$. Therefore, we believe such refinements in the shape of the power spectrum at high $\alpha$ are unlikely to lead to a significant loss of sensitivity to the thermodynamic parameters.

In summary, we have presented the relative uncertainties calculated with the Fisher matrix as a preliminary guide to the expected power of LISA to resolve the spectral and thermodynamic parameters of a first order phase transition in the early Universe. The analysis makes it clear there are significant degeneracies that limit the accuracy of the direct determination of the thermodynamic parameters. However, the principal components show that at least two combinations of parameters can be well-determined, and the wall speed is will be the best measured phase transition parameter. For GW signals with signal-to-noise ratio greater than 20 we found the relative uncertainty for the two highest-order principal components to be less than $3\%$. This provides a target for the accuracy required from theoretical models. We plan to carry out a more detailed MCMC analysis, exploring more realistic noise models, and with the sound speeds as parameters to an extended sound shell model.
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6.7 Appendix

6.7.1 Kinetic energy suppression in the sound shell model

Here, we outline the implementation of kinetic energy suppression in our model of the GW spectrum, which brings the sound shell model [4] into better agreement with numerical simulations [7] at low wall speeds and high transition strengths.

The gravitational wave power spectrum takes the form (6.6). We can remove all dependence on the mean bubble separation and the nucleation temperature by considering the scale-free power spectrum

$$\tilde{P}_{gw}(z) \equiv (H_n \gamma_v)^{-1} (H_n R_*)^{-1} \Omega_{gw}(z) = 3K^2(v_w, \alpha) \frac{z^3}{2\pi^2} \tilde{P}_{gw}(z).$$

Integrating this quantity over $\ln(z)$, we define a dimensionless gravitational wave production efficiency parameter $\tilde{\Omega}_{gw}$ by dividing by square of the kinetic energy fraction around a single self-similar bubble, $K_1(v_w, \alpha)$, giving

$$\int \frac{dz}{z} \tilde{P}_{gw}(z) = K_1^2(v_w, \alpha) \tilde{\Omega}_{gw}. \quad (6.56)$$

This integral can be compared between the sound shell model and the numerical simulations. We will assume that the numerical simulations give a better estimate of $\tilde{\Omega}_{gw}$ than the sound shell model, and so we scale the sound shell model power spectrum by the ratio of the production efficiency parameters.

A complication is that in the simulations, the bubbles have not yet reached self-similar profiles and their full kinetic energy fraction when they collide, and so the total gravitational wave power is underestimated. To compensate for this effect, the estimate of $\tilde{\Omega}_{gw}^{sim}$ is made by dividing by the kinetic energy fraction around a numerical solution of the 1d hydro equations at a bubble size of $R_*^{sim}$, the mean bubble size found in the simulation. We denote this kinetic energy fraction by $K_1(v_w, \alpha; R_*^{sim})$. It is related to the RMS fluid velocity $\bar{U}_{f,exp}$ given in the 7th column of Table 1 of Ref. [7] by

$$K_1(v_w, \alpha; R_*^{sim}) = \frac{4}{3} \bar{U}_{f,exp}^2. \quad (6.57)$$

The suppression factor is then

$$\Sigma(v_w, \alpha) = \frac{\int d \ln(z) \tilde{P}_{gw}^{sim}(z)}{\int d \ln(z) \tilde{P}_{gw}^{ss}(z)} \left( \frac{K_1(v_w, \alpha)}{K_1(v_w, \alpha; R_*^{sim})} \right)^2. \quad (6.58)$$

The simulations of Ref. [7] covered a region $0.24 \lesssim v_w \lesssim 0.92$ and $0.005 \lesssim \alpha \lesssim 0.5$ with around 60 samples, and gave $\int d \ln(z) \tilde{P}_{gw}^{sim}(z)$ in the second last column of Table 1. The
resulting $\Sigma$ is plotted as coloured contours in the $(v_w, \alpha)$ plane in Fig. 6.10. Intermediate values are obtained by linear interpolation.

Figure 6.10: Contours showing the gravitational wave power suppression factor $\Sigma$ (6.58) in the $(v_w, \alpha)$ plane. The suppression factor is constructed to make the total gravitational wave power in the sound shell model [4] agree with the simulations of Ref. [7]. The turquoise dashed line shows the Jouguet speed, the minimum speed for a detonation.

6.7.2 Broken power law approximations to the GW spectrum

Here we compare the single broken power law and the double broken power law approximations to the GW power spectrum from a first order phase transition as described by the sound shell model. For each pair of thermodynamic parameters $(v_w, \alpha)$ we find the best fit spectral parameters $\vec{\theta}$ for each analytic form, obtained by least squares on the part of the spectrum within a factor 10 of the peak.

We evaluate the minimum of the mean-squared relative deviation of the scale-free power spectra (see Eq. 6.55),

$$\delta_P^2 = \min_{\vec{\theta}} \int \frac{dz}{z} \left( \frac{\hat{P}_{\text{fit}}_{\text{gw}}(z, \vec{\theta}) - \hat{P}_{\text{ssm}}_{\text{gw}}(z; v_w, \alpha)}{\hat{P}_{\text{ssm}}_{\text{gw}}(z; v_w, \alpha)} \right)^2,$$

(6.59)

where $\hat{P}_{\text{fit}}_{\text{gw}}$ is the fit and $\hat{P}_{\text{ssm}}_{\text{gw}}$ the scaled power spectrum calculated in the SSM. We evaluate this quantity for the two different fit functions: the four-parameter double broken power law Eq. (7.5) and the two-parameter broken power law given by the LISA Cosmology
working group [8], where $M(s, r_b, b)$ is replaced by

$$C(s) = \frac{7s^3}{(4 + 3s^2)^{7/2}}.$$  

(6.60)

The result is plotted in Fig. 6.11.

Figure 6.11: The mean squared relative deviation, $\delta^2_P$, defined in Eq. (6.59), for two analytic fits to the sound shell model gravitational wave power spectrum. On the left is the single broken power law used by the LISA cosmological working group [8], given in Eq. (6.60). On the right is the general double broken power law given in Eq. (7.5). The turquoise dashed line is the Jouguet speed, Eq. (6.4), the minimum speed of the phase boundary in a detonation. Note the difference in the colour scales.

One sees that the two-parameter fit is poor for supersonic deflagrations, where the peak in the power spectrum is broad, while the four-parameter double broken power law has a mean-squared deviation less than 0.05 almost everywhere, note the different colour scales between the left and right plots of Fig. 6.11. The region where $\delta^2_P > 0.05$ for the double broken power law fit corresponds to supersonic deflagrations at weak transition strengths. Here, differences between the leading and trailing portions of the velocity profiles introduce two length scales, and thus deviations from the double broken power law, this effect is greatest for low $\alpha$. 


Chapter 7

Prospects for LISA to detect a gravitational-wave background from first order phase transitions

Abstract

First order phase transitions in the early universe could produce a gravitational-wave background that might be detectable by the Laser Interferometer Space Antenna (LISA). Such an observation would provide evidence for physics beyond the Standard Model. We study the ability of LISA to observe a gravitational-wave background from phase transitions in the presence of an extragalactic foreground from binary black hole mergers throughout the universe, a galactic foreground from white dwarf binaries, and LISA noise. Modelling the phase transition gravitational wave background as a double broken power law, we use the deviance information criterion as a detection statistic, and Fisher matrix and Markov Chain Monte Carlo methods to assess the measurement accuracy of the parameters of the power spectrum. While estimating all the parameters associated with the gravitational-wave backgrounds, foregrounds, and LISA noise, we find that LISA could detect a gravitational-wave background from phase transitions with a peak frequency of 1 mHz and normalized energy density amplitude of $\Omega_p \simeq 3 \times 10^{-11}$. With $\Omega_p \simeq 10^{-10}$, the signal is detectable if the peak frequency is in the range $4 \times 10^{-4}$ to $9 \times 10^{-3}$ Hz, and the peak amplitude and frequency can be estimated to an accuracy of 10% to 1%.
7.1 Introduction

The Laser Interferometer Space Antenna (LISA) [28] will be sensitive to the millihertz gravitational wave (GW) frequency range, and will simultaneously observe signals from numerous independent sources, both astrophysical [139] and cosmological [140]. Of particular interest is a search for a cosmological stochastic GW background, which could come from many different processes in the early universe, such as cosmic strings, inflation, or phase transitions [141]. Here we focus on the cosmological GW background from a first order phase transition at the electroweak scale (see e.g. [41, 105] for reviews).

Any cosmological GW background will compete with numerous foregrounds. Foregrounds from large numbers of astrophysical objects with low signal-to-noise ratio will also produce stochastic signals, which need to be separated from the cosmological signal of interest. A first component to consider is the foreground from double white dwarf (DWD) binaries in our galaxy [10], whose amplitude will be annually modulated by the orbit of the LISA constellation around the Sun [108]. This orbital modulation aids in the separation of the galactic foreground using the LISA data [109].

From the LIGO-Virgo observations of binary black hole (BBH) and binary neutron star (BNS) mergers one knows that there will be a foreground created from mergers of extragalactic compact binaries (ECB) over the history of the universe; LIGO and Virgo predict a background at the level (normalized energy density) of $\Omega_{\text{ECB}}(f) = A_{\text{ECB}}(f/25\text{Hz})^{2/3}$, where $A_{\text{ECB}} = 6.8^{+3.6}_{-2.2} \times 10^{-10}$ [14]. Other studies based on the LIGO-Virgo observations predict $A_{\text{ECB}} \simeq 1.8 \times 10^{-9} - 2.5 \times 10^{-9}$ [142], and population simulations predict $A_{\text{ECB}} \simeq 5.0 \times 10^{-9} - 2.6 \times 10^{-8}$ [143].

An important line of study is to investigate LISA’s ability to separate a GW background of cosmological origin from the numerous astrophysical sources and LISA noise. In this paper we consider GWs emitted from a first order phase transition at the electroweak energy scale. Such a transition would have happened at around 10 picoseconds after the Big Bang, and generated a signal which could fall within LISA’s peak sensitivity window, in the range 1 - 10 mHz.

In the Standard Model electroweak symmetry-breaking is not associated with a first order phase transition: there is instead a smooth crossover [20, 34]. However, in numerous extensions to the Standard model a first order phase transition is possible (for a summary see [8]) turning a search for GW background into a search for physics beyond the Standard
Model, which is needed for explanations for the dark matter and baryon asymmetry of the Universe.

The production of GWs during a first order phase transition occurs via the collision of bubbles of the stable phase, and the subsequently produced sound waves and turbulent flows. In a first order transition driven by thermal fluctuations, sound waves created by the expanding bubbles are the dominant source of GWs [24–26]; production by bubble collisions [98–100, 144–146] can become relevant if there is very strong supercooling [52, 53].

Here we assume that the sound wave component is dominant, and model the GW background component with the Sound Shell Model (SSM) [4, 27]. We include an empirical factor accounting for the kinetic energy suppression in strong transitions [7], and assume that the transition is not so strong that the modifications to the spectrum from shocks [55] and vortical turbulence [56] become important.

The GW power spectrum in the SSM is determined by a few key thermodynamic parameters: the bubble nucleation temperature, $T_n$, the phase transition strength, $\alpha$, the bubble wall speed, $v_w$, and the mean bubble spacing in units of the Hubble length, $r_s$. The sound speeds in the two phases are also important [116, 117]. These thermodynamic parameters are directly related to the underlying physics model.

As it is computationally intensive to calculate a power spectrum with the full SSM it is useful to investigate LISA’s sensitivity to a parametrised spectral shape that approximates the SSM and can be used for the rapid evaluations needed in Markov Chain Monte Carlo (MCMC) searches. Here we use a double broken power law with four spectral parameters: the peak amplitude, $\Omega_p$, the peak frequency, $f_p$, the ratio $r_b$ between the peak frequency and the break frequency and the slope between the two characteristic frequency scales $b$. The SSM predicts that, where long-lived sound waves are the dominant source of GWs, the low frequency and high frequency spectral slopes are fixed at 9 and $-3$. As discussed in [1] the relationship between the spectral and thermodynamic parameters is complicated and there are numerous degeneracies. In this work we focus on LISA’s ability to constrain the spectral parameters and leave the connection between thermodynamic and spectral parameters for future work.

The Fisher matrix study performed in [1] estimates LISA’s sensitivity to a first order phase transition signature described by the SSM. In that work two GW power spectra
models were considered: the SSM itself, and the double broken power law fit to the SSM. Relative uncertainties for the thermodynamic and spectral parameters were calculated using Fisher analysis and a data model that takes into account LISA noise, a stationary DWD foreground and an extragalactic astrophysical background.

Another study looked at LISA’s ability to detect a general double broken power law that has the low and high frequency spectral slopes unspecified [147], instead of fixed at the SSM values. The Akaike Information Criterion was used to determine whether, in the presence of LISA instrument noise, one is able to identify the break frequencies. This work also calculated the uncertainties in spectral parameters using MCMC simulations for several example cases. The noise model included LISA instrument noise built out of one TDI channel in mock data generation, but did not include any astrophysical foregrounds.

In this present paper we investigate LISA’s ability to detect a GW background from a first order phase transition, in the presence of LISA noise, the galactic foreground, and the foreground from extragalactic compact binaries. To do this we use the difference in the deviance information criterion (DIC) between models with and without phase transition, calculated using MCMC methods, as a detection statistic [148–150]. We consider a value of $\Delta \text{DIC} > 5$ to be a detection as discussed in more detail in Section 7.2.7. In comparison to [1, 147] we use the AET time delay interferometry (TDI) channels to build our data model and use the $T$ channel to constrain the LISA instrument noise in our MCMC simulations. We then perform a systematic scan over the spectral parameter space using Fisher matrix and MCMC methods to determine how well the four spectral parameters of the first order phase transition can be estimated with LISA.

The rest of this work is organised as follows. In Section 7.2 we describe the GW background from a phase transition, the LISA noise model, the DWD foreground and the extragalactic compact binary foreground used in this analysis. In Section 7.2.6 we discuss how we simulate the data. In Section 7.2.7 we outline how the estimates based on the Fisher matrix and DIC are evaluated. The results and conclusions from this study are presented in Section 7.3 and Section 8.7.

### 7.2 Model Components

The parameter estimation methods used here follow those outlined in [109], which explored parameter estimation with GW backgrounds with spectra in the form of a simple power
law. We consider a cosmological GW background described by the double broken power law discussed in [1] which models the signal expected from a first order phase transition. In this Section we outline our model for the combined power spectrum from a first order phase transition, LISA noise, the DWD foreground and the extragalactic compact binary foreground.

With LISA’s triangular geometry, the interferometric phase differences can be combined in different ways with different time delays to eliminate the laser frequency noise [120, 121], using the technique of time delay interferometry (TDI). This leads to the construction of three GW measurement channels known as the $X, Y, Z$ TDI channels [151]. Here we assume that the GW background signal, observed in the $X, Y, Z$ channels, is stationary and uncorrelated with the stationary LISA instrument noise. Furthermore, we make the simplifying assumption that the instrument noise consists of two components: test mass acceleration noise and optical path length fluctuation noise; that these instrumental noises are identical in each spacecraft, and that arm lengths are the same so that the LISA instruments form an equilateral triangle. Under these assumptions, the cross-spectra and response functions of the $X, Y, Z$ channel combinations are identical [86]. To be conservative, we ignore the annual modulation of the galactic binary foreground.

It is possible to work with linear combinations of these channels for convenience: we choose the two “noise orthogonal” channels $A$ and $E$, and the “null” channel $T$ which has a reduced sensitivity to GWs, which are defined as

\[
\begin{align*}
A &= \frac{1}{\sqrt{2}} (Z - X), \\
E &= \frac{1}{\sqrt{6}} (X - 2Y + Z), \\
T &= \frac{1}{\sqrt{3}} (X + Y + Z).
\end{align*}
\]

(7.1)

For ease of calculation, we use the approximation for the GW response of the $A$, $E$ and $T$ channels given in Ref. [5]:

\[
R_{A}^{\text{Fit}}(f) = R_{E}^{\text{Fit}}(f) = \frac{9}{20} |W(f)|^2 \left[ 1 + \left( \frac{f}{4f_s/3} \right)^2 \right]^{-1},
\]

(7.2)

\[
R_{T}^{\text{Fit}} \simeq \frac{1}{4032} \left( \frac{f}{f_s} \right)^6 |W(f)|^2 \left[ 1 + \frac{5}{16128} \left( \frac{f}{f_s} \right)^8 \right]^{-1},
\]

(7.3)

where $W(f) = 1 - e^{-2f/f_s}$ with $f_s = c/2\pi L$, and we take $L = 2.5 \times 10^9$ m as appropriate for the LISA arms.
7.2.1 Cosmological background from a first order phase transition

The GW power spectrum from a first order cosmological phase transition is thought to be well approximated by the Sound Shell Model [4], at least for transitions which are not too strong and have high enough wall speeds [7]. In the model there are two characteristic length scales, the mean bubble separation and the sound shell thickness, which motivate a simplified description in terms of a function with two frequency scales and three power law indices - a double broken power law [4]. In this work where we address a GW background from a first order phase transition, we use the double broken power law fit to the SSM put forward in [1] and shown to be a good fit over a wide range of wall speeds and transition strengths. In this fit, the power spectrum takes the form

\[ \Omega_{\text{PT}}(f; \Omega_p, f_p, r_b, b) = \Omega_p M(f; f_p, b) \]  

(7.4)

where \( \Omega_p \) is the peak of the power spectrum, \( f_p \) is the frequency corresponding to \( \Omega_p \) and \( r_b = f_b/f_p \) describes the ratio between the two breaks in the spectrum. The parameter \( b \) defines the spectral slope between the two breaks. The spectral shape \( M(f; f_p, r_b, b) \) is a double broken power law with a spectral slope 9 at low frequencies and \(-4\) at high frequencies.

\[ M(f; f_p, r_b, b) = \left( \frac{f}{f_p} \right)^9 \left( \frac{1 + r_b^4}{r_b^4 + \left( \frac{f}{f_p} \right)^4} \right)^{(9-b)/4} \left( \frac{b + 4}{b + 4 - m + m \left( \frac{f}{f_p} \right)^2} \right)^{(b+4)/2} \]  

(7.5)

Within \( M(f; f_p, r_b, b) \), \( m \) has been chosen to ensure that for \( r_b < 1 \) the peak occurs at \( f = f_p \) and \( M(f_p; f_p, r_b, b) = 1 \), giving

\[ m = \left( 9r_b^4 + b \right) / \left( r_b^4 + 1 \right). \]  

(7.6)

There are regions of the spectral parameter space that lead to Eq. 7.5 diverging. In particular, when the denominator of the final factor becomes negative, i.e.

\[ b + 4 - m + m \left( \frac{f}{f_p} \right)^2 \leq 0. \]  

(7.7)

We restrict ourselves to working within the region of parameter space that is well-defined.

Here, we outline the key thermodynamic parameters and their connection to the spectral ones. The first of the thermodynamic parameters is the nucleation temperature.

\footnote{In practice, the SSM’s predicted high-frequency power law of \(-3\) emerges only slowly, and \(-4\) provides a better fit around the peak [4, 26].}
\( T_n \), which we define as the temperature corresponding to the peak of the globally-averaged bubble nucleation rate. The Hubble rate at \( T_n \) sets the frequency scale of the GW spectrum.

The second thermodynamic parameter is the nucleation rate parameter \( \beta \). As discussed in [1] due to uncertainties in the calculation of \( \beta \), we instead consider the related quantity, the mean bubble spacing \( R_* \). We note that \( \beta^{-1} \) is the time for the bubble wall to move a distance \( R_* \) and therefore has the interpretation of the duration of the phase transition. In this work we refer to the Hubble-scaled mean bubble spacing \( r_* = H_n R_* \) which contributes to the frequency scale and amplitude of the GW power spectrum.

Our third key thermodynamic parameter is the phase transition strength \( \alpha \), which we define as the ratio between the trace anomaly and the thermal energy, where the trace anomaly describes the amount of energy available to convert to shear stress energy. A stronger transition means more energy is converted to shear stress energy and a larger overall amplitude for the GW signal.

The final parameter to introduce is the wall speed \( v_w \) which, along with \( \alpha \), determines the motion of the plasma surrounding the bubble wall. The value of the wall speed relative to speed of sound \( c_s \) determines the width of the GW power spectrum, here we assume is the ultrarelativistic value \( c_s = 1/\sqrt{3} \) (see [116, 117] for other scenarios). For wall speeds close to \( c_s \) the power spectra are broad and \( r_b \) is small, in the alternate case the power spectra are narrow.

To summarise, the peak amplitude is controlled by the phase transition strength, the Hubble-scaled mean bubble spacing and the bubble wall speed in rough order of efficacy from high to low. For the peak frequency all thermodynamic parameters contribute to varying degrees. It is worth noting the nucleation temperature only impacts the overall frequency scale whereas all the other thermodynamic parameters play a role in numerous spectral parameters. The break ratio and the intermediate spectral slope are related to the phase transition strength and the wall speed parameters. Fig. 3 of [1] demonstrates how changing the thermodynamic parameters affects the shape of the GW power spectrum.

### 7.2.2 LISA noise model

We take the LISA noise model to be that given in the LISA Science Requirement Document [6] and [152]. The model assumes constant equal noise in all channels, and has only two parameters: the acceleration noise level \( N_{\text{acc}} = 1.44 \times 10^{-48} \text{ s}^{-2} \text{Hz}^{-1} \) and the optical path
length fluctuation noise level \( N_{\text{pos}} = 3.6 \times 10^{-41} \text{ Hz}^{-1} \). The noise model is then specified by the spectral density of the \( X \) channel and the cross spectral density of the channel \( X \) and \( Y \), which are

\[
\begin{align*}
N_X(f) &= \left(4P_s(f) + 8 \left[1 + \cos^2 \left(\frac{f}{f_*}\right)\right]P_a(f)\right) |W(f)|^2 \\
N_{XY}(f) &= -[2P_s(f) + 8P_a(f)] \cos \left(\frac{f}{f_*}\right) |W(f)|^2.
\end{align*}
\]

(7.8)

We also define the functions

\[
\begin{align*}
P_s(f) &= N_{\text{pos}} \\
P_a(f) &= \frac{N_{\text{acc}}}{(2\pi f)^4} \left(1 + \left(\frac{0.4 \text{ mHz}}{f}\right)^2\right),
\end{align*}
\]

(7.9)

with \( P_s(f) \) the single optical path-length fluctuation noise (which is frequency-independent) and \( P_a(f) \) the single test mass acceleration noise. The noise models for the \( AET \) channel power spectral densities are given by the diagonalization of the covariance matrix of the \( XYZ \) channels (see e.g. [5]). The diagonal entries are then

\[
\begin{align*}
N_A(f) &= N_E(f) = N_X(f) - N_{XY}(f), \\
N_T(f) &= N_X(f) + 2N_{XY}(f),
\end{align*}
\]

(7.10)

using the assumption that the correlation noise is the same for all interferometers.

Rather than comparing the detector response to a stochastic GW signal to the noise, it is more convenient to introduce noise spectral densities \( S_A(f) \) and \( S_E(f) \) by dividing by the GW response function,

\[
S_A(f) = S_E(f) = \frac{N_A(f)}{R_{A,E}^\text{Fit}(f)},
\]

(7.11)

where \( R_{A,E}^\text{Fit}(f) \) is given by Eq. 7.2. For completeness the noise spectral density in the \( T \) channel is

\[
S_T(f) = \frac{N_T(f)}{R_T^\text{Fit}(f)},
\]

(7.12)

where \( R_T^\text{Fit}(f) \) is given in Eq. 7.3. From the noise spectral densities, the equivalent energy spectral density is given by

\[
\Omega_A(f) = \Omega_E(f) = S_A(f) \frac{4\pi^2 f^3}{3H_0^2}.
\]

(7.13)

These power spectra have the interpretation as an isotropic GW signal which would have unit signal-to-noise ratio at every frequency.
7.2.3 Double white dwarf foreground

A foreground from DWD binaries in our galaxy [10, 153–157], will be observed as a modulated waveform due to LISA’s orbit around the Sun. The large majority of the DWD will not be resolved, and the superposition of all GWs received by LISA constitutes the galactic foreground (see Eq. 7.14). We assume that the waveform of each binary can be modelled as a pseudo-monochromatic signal. Thus, we can build the superposition of their GW signals \( s(t) \):

\[
s(t) = \sum_{i=1}^{N} \sum_{P=+,-} h_{A,i}(f_{\text{orb},i}, M_{1i}, M_{2i}, r_i, t) \times F_A(\theta, \phi, t) D(\theta, \phi, f) P : e_P
\]  \hspace{1cm} (7.14)

with \( i \) labelling the binaries. The masses of the two stars are \( M_{1i} \) for the larger mass and \( M_{2i} \) for the smaller; the orbital frequency of the binary is \( f_{\text{orb},i} \); the Cartesian position in the Galaxy \( r_i \) and the position in the sky \( \theta, \phi \); \( F_A \) is the beam pattern function for the polarization \( A = +, \times \), \( h_{A,i} = h_{A,i} e_A \) the tensor of the amplitude of the GW; \( D \) the one-arm detector tensor; and \( h_{A,i} \) the dimensionless GW amplitude. An initial description has been done with resolved sources to provide the modulation of the foreground from the LISA orbit [108].

The dimensionless energy spectral density of the DWD foreground can be approximated by a broken power law. The broken power law model for the galactic foreground from Lambert et al. used in Boileau et al. [11] is given by

\[
\Omega_{\text{DWD}}(f) = \frac{A_1 (f/f_*)^\alpha_1}{1 + A_2 (f/f_*)^\alpha_2}
\]  \hspace{1cm} (7.15)

with \( \alpha_1 - \alpha_2 = \alpha \approx 2/3 \) at low-frequencies and the frequency reference \( f_* = c/2\pi L \). The spectral shape of the DWD foreground is a broken power law because at high-frequencies (\( \approx 0.1 \) Hz) the number of DWDs decreases due to the physical limitation from the respective radii of the two white dwarfs in each binary.

A different model of the DWD foreground is used in Ref. [12]. Here, the frequency break is much higher, and the signal is approximated as a simple power law over the LISA frequency range. With this model, it is important to account for the resolved binaries, which are then removed, leaving behind a confusion noise \( S_c(f) \) from the unresolved binaries. For a LISA mission duration of 4 years, the confusion noise from unresolved DWDs is approximated by:

\[
S_c(f) = Af_{\text{Hz}}^{7/3} e^{-f_{\text{Hz}}^3 + \beta f_{\text{Hz}} \sin(\gamma f_{\text{Hz}})} [1 + \tanh(\gamma (f_k - f_{\text{Hz}}))] \]  \hspace{1cm} (7.16)
with $f_{\text{Hz}} = f/(1 \text{ Hz})$, $\alpha = 0.138$, $\beta = -221$, $\gamma = 1680$ and $f_k = 0.00113$. The corresponding dimensionless energy spectral density is then

$$\Omega_c(f) = S_c(f) \frac{4\pi^2 f^3}{3H_0^2} . \quad (7.17)$$

### 7.2.4 Extragalactic compact binary foreground

A background from compact binaries consisting of black holes and neutron stars in other galaxies is expected. As this background has not yet been detected at ground-based GW observatories for this work we estimate its amplitude from the LIGO-Virgo observations, as outlined in \[13\]. Our model for this energy spectral density is a power law

$$\Omega_{\text{ECB}}(f) = A_{\text{ECB}} \left( \frac{f}{f_{\text{ref}}} \right)^{\alpha_{\text{ECB}}} . \quad (7.18)$$

In our simulations we inject an extragalactic compact binary foreground with a spectral slope $\alpha_{\text{ECB}} = \frac{2}{3}$ and $f_{\text{ref}} = 25 \text{ Hz}$ as the reference frequency \[132\]. For the amplitude $A_{\text{ECB}}$ we use the upper value from the LIGO-Virgo O2 limit distribution, $A_{\text{ECB}} = \Omega_{\text{ECB}}(25 \text{ Hz}) = 2.15 \times 10^{-9}$ \[123\].

### 7.2.5 Model illustration

The various contributions to the dimensionless energy density power spectrum $\Omega_{\text{gw}}(f)$ in the LISA observational band are displayed in Fig. 7.1. The black line is the LISA design sensitivity \[9\]. We display three models for the galactic foreground: the Lamberts et al. catalogue DWD (light blue line) \[10\], the Boileau et al. broken power law (dark blue) \[11\], and the galactic confusion noise of Robson et al. (red line) \[159\]. The green line is the LIGO-Virgo O2 observations $\Omega_{\text{ECB}}(25 \text{ Hz}) = 8.9^{+12.6}_{-5.6} \times 10^{-10}$ \[123\], and the yellow is the LIGO-Virgo O3 observation measurement $\Omega_{\text{ECB}}(25 \text{ Hz}) = 7.2^{+3.3}_{-2.3} \times 10^{-10}$ \[14\]. The pink and orange lines are respectively the dimensionless energy power spectrum of the PT for $\Omega_p = 3 \times 10^{-11}$ and $\Omega_p = 1 \times 10^{-10}$. The two curves are given by Eq. 7.4 with $f_p = 1 \text{ mHz}$, $r_b = 0.4$ and $b = 1$.

### 7.2.6 Simulation

To simulate the data in the frequency domain, we use the fractional energy density power spectrum of a first order phase transition $\Omega_{\text{PT}}(f)$ (see Section 7.2.1). The phase transition model is parametrised by four parameters; the peak power $\Omega_p$, the peak frequency $f_p$, the
Figure 7.1: The LISA sensitivity curve [6, 9], black line, in terms of the dimensionless energy spectral density $\Omega_{gw}(f)$. The DWD foreground models are also presented. The light and dark blue lines are respectively the Galactic foreground from the Lamberts et al. catalogue [10] and the analytic galactic foreground fit of Boileau et al. [11]. The red line is the Galactic confusion noise from Robson et al. [12]. The green line is the estimated extragalactic compact binary foreground from the LIGO-Virgo 02 data [13], while the yellow curve is estimation from the LIGO-Virgo 03 data [14]. The pink and orange lines are PT broken power law models with $\Omega_p = 3 \times 10^{-11}$ and $\Omega_p = 1 \times 10^{-10}$. 
break ratio $r_b$ and the intermediate power law $b$ as described in Eq. 7.4. We also include the DWD foreground $\Omega_{DWD}(f)$ (see Eq. 7.15), and a power law for the extragalactic compact binary foreground, $\Omega_{ECB}(f)$ (see Eq. 7.18). The total GW background is the sum

$$\Omega_{gw}(f) = \Omega_{DWD}(f; A_1, A_2, \alpha_1, \alpha_2) + \Omega_{ECB}(f; A_{ECB}, \alpha_{ECB}) + \Omega_{PT}(f; \Omega_p, f_p, r_b, b).$$

(7.19)

The total GW power spectrum model then has ten independent parameters given by $\theta_{gw} = (\Omega_p, f_p, r_b, b, A_1, \alpha_1, A_2, \alpha_2, A_{ECB}, \alpha_{ECB})$. We also model and simulate the LISA noise with the two magnitude parameters $\theta_{LISA} = (N_{acc}, N_{pos})$. The parameter vector $\theta = \theta_{gw} \cup \theta_{LISA}$ used in this study has 12 components from the GW background model and the LISA noise model. For the MCMC runs, data are simulated in the frequency domain, with a linear frequency vector of 100,000 points in the frequency band $[1 \times 10^{-5}, 1]$ Hz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{acc}$</td>
<td>$1.44 \times 10^{-48}$ s$^{-4}$ Hz$^{-1}$</td>
</tr>
<tr>
<td>$N_{pos}$</td>
<td>$3.6 \times 10^{-41}$ Hz$^{-1}$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$7.44 \times 10^{-14}$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$2.96 \times 10^{-7}$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>$-1.98$</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>$-2.6$</td>
</tr>
<tr>
<td>$\alpha_{ECB}$</td>
<td>$2/3$</td>
</tr>
<tr>
<td>$A_{ECB}$</td>
<td>$2.15 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

Table 7.1: Parameter values used in the data simulation described by Eq. 7.19, excluding the four phase transition parameters.

The data are produced in the frequency domain by generating $N = 10^5$ independent 3-component Gaussian random vectors with mean zero and covariance matrix given by the spectral density matrix $C_{IJ}(\theta, f_k)$ defined in Eq. 7.21 for equally spaced $f_k$ between $5 \times 10^{-6}$ Hz and Nyquist frequency $1/2\Delta t = 0.5$ Hz, with a frequency resolution of $5 \times 10^{-6}$ Hz and a time resolution of $\Delta t = 1$ s. $C_{IJ}(\theta, f_k)$ corresponds to the noise energy spectral density matrix, rescaled by the factor of $N/N_{Tobs}$ where $N_{Tobs}$ denotes the total number of Fourier frequencies for a time series of 4 years sampled at 1 Hz. This corresponds to segmenting a 4 year long data set sampled at 1 Hz into segments of 1.16 days and averaging over the spectra of the individual segments.

The astrophysical background is derived from the non-continuous compact binary
merger signals, known as a "popcorn" background [160]. This background is non Gaussian. If the merger signals are long in duration and large in their rate, the signals overlap and produce a more continuous signal. This continuous signal approaches Gaussianity via the central limit theorem. It has previously been demonstrated that even with such a non Gaussian background the standard GW background searches still can detect the signal [160]. For our data in this present study we have assumed ideal stationary noise, no glitches, the absence of instrumental lines and gaps. The galactic foreground is modulated in amplitude [109] because of the LISA constellation orbit around the Sun. We have averaged over small segments of time (1.16 days); it has previously demonstrated that the modulation can be assumed as constant within small segments [109]. The phase transition GW background we considered is generated from the overlap of many sound waves, and can be considered as Gaussian.

For the different MCMC analyses we simulate numerous different sets of data with an independent variation on the phase transition parameters \((\Omega_p, f_p, r_b, b)\). The goal is to estimate the impact each phase transition parameter has on the overall observability and parameter estimation. We use the same parameter estimation methods as in Boileau \textit{et al.} [11] treating all parameters of the GW background \(\theta_{gw}\) and LISA noise \(\theta_{LISA}\) as unknown and estimating these simultaneously.

### 7.2.7 Fisher information and Deviance Information Criterion

The likelihood function with the data \(D = (d_A, d_E, d_T)\) uses the Fourier transform vectors for the channels \(AET\). The data is in the frequency domain, given the model parameters \(\theta\), and gives the likelihood

\[
\mathcal{L}(D|\theta) = \prod_{k=0}^{N} \frac{1}{\sqrt{\det(2\pi C(\theta, f_k))}} e^{-\frac{1}{2}D_k^T C^{-1}(\theta, f_k)D_k},
\]

where the product is over the of Fourier frequencies \(f_k\), and \(C\) denotes the cross powers spectral covariance matrix with components

\[
\mathcal{C}(\theta, f) = \frac{3H_0^2}{4\pi^2 f^4} \begin{pmatrix}
(\Omega_A(f) + \Omega_{gw}(f)) \mathcal{R}_{A,E}^{\text{Fit}} & 0 & 0 \\
0 & (\Omega_E(f) + \Omega_{gw}(f)) \mathcal{R}_{A,E}^{\text{Fit}} & 0 \\
0 & 0 & \Omega_T(f) \mathcal{R}_{T}^{\text{Fit}}
\end{pmatrix}.
\]

The dimensionless energy spectral density of the GW signal contributes equally to channels \(I = [A, E]\), and we neglect the response of the \(T\) channel to GWs. In this work we use a
simple model for the $T$ channel that contains, by definition, no GW signal. We understand that the real data channels will not be as simple and leave the inclusion of second generation TDI channels for future work. Here, the focus is on whether we can separate the PT GW background from the instrument noise and astrophysical foregrounds. We note too that a recent study of the triangular configuration for non-equal detector noise and non-equal noise correlations changes the properties of the $A$ and $E$ channels [161]. To keep the notation compact we have omitted explicit notation for the sum over frequency bins $k$.

The Fisher information matrix $F_{ab}$ is used to estimate the parameters with the uncertainty $\sqrt{F_{aa}^{-1}}$ of the Fisher information (see Eq. 7.22) from the likelihood (see Eq. 7.20):

$$F_{ab} = \frac{1}{2} \sum_{I=A,E,T} \sum_{k=0}^{N} T_{\text{obs}} \Delta f_k \frac{\partial \ln C_{II}(f_k)}{\partial \theta_a} \frac{\partial \ln C_{II}(f_k)}{\partial \theta_b}. \quad (7.22)$$

Here, $T_{\text{obs}}$ is the time duration of observations for the LISA mission, assumed to be 4 years, and $\Delta f_k = f_k - f_{k-1}$. To reduce the number of calculations, we can assume that parameters from different sources are independent and that $\theta$ can be grouped into LISA noise, extragalactic compact binary, DWD and phase transition parameters as

$$\theta = (N_{\text{acc}}, N_{\text{pos}}, A_{\text{ECB}}, \alpha_{\text{ECB}}, A_1, \alpha_1, A_2, \alpha_2, \Omega_p, f_p, r_b, b). \quad (7.23)$$

The Fisher information matrix is then a block diagonal matrix

$$F_{ab}(\theta) = \begin{pmatrix}
\Gamma_{LISA} & 0 & 0 & 0 \\
0 & \Gamma_{ECB} & 0 & 0 \\
0 & 0 & \Gamma_{DWD} & 0 \\
0 & 0 & 0 & \Gamma_{PT}
\end{pmatrix}, \quad (7.24)$$

with respectively the Fisher information matrix of the LISA noise $\Gamma_{LISA}$, the extragalactic compact binary background $\Gamma_{ECB}$, the DWD foreground $\Gamma_{DWD}$ and the phase transition background $\Gamma_{PT}$. Thus, the inverse of the Fisher matrix is

$$F_{ab}^{-1}(\theta) = \begin{pmatrix}
\Gamma_{LISA}^{-1} & 0 & 0 & 0 \\
0 & \Gamma_{ECB}^{-1} & 0 & 0 \\
0 & 0 & \Gamma_{DWD}^{-1} & 0 \\
0 & 0 & 0 & \Gamma_{PT}^{-1}
\end{pmatrix}. \quad (7.25)$$

The uncertainty in parameter $\theta_a$ is estimated as $\sigma_a = \sqrt{F_{aa}^{-1}}$. In the following, we will study only the sub-matrix of the phase transition parameters $\Gamma_{PT}^{-1}$. As a cross check, we
also use MCMC methods to estimate the posterior distribution of the signal parameters,
\[ p(\theta|D) \propto p(\theta) L(D|\theta) . \]

The Fisher information matrix is obtained by calculating the second order partial
derivatives of the log-likelihood function with respect to unknown parameters. There will
be non-zero off-diagonal entries of the Fisher information matrix. However, for the sake of
faster computation, we assume a block diagonal matrix where parameters within each block
\( \Gamma_{\text{LISA}} , \Gamma_{\text{ECB}} , \Gamma_{\text{DWD}} \) and \( \Gamma_{\text{PT}} \), are potentially dependent but parameters from different
blocks are independent. We refer to our MCMC results in Section 7.3, where indeed the
parameters from different blocks have negligible posterior correlation; see Figure 7.6 in
Appendix 7.5.1.

The posterior distribution of the parameter vector \( \theta \) is obtained by combining the
likelihood in Eq. 7.20 with independent general priors for each of the parameters. We
specify independent Gaussian priors
\[ p(\theta) = \prod_i \exp \left( -\frac{(\theta_i - \mu_i)^2}{2\sigma_i^2} \right) \]  
(7.26)
for the GW background, DWD and LISA noise parameters where \( \mu_i \) is the true value and
\( \sigma_i = 1 \). For example, for the parameter \( \Omega_p \), we sample on \( \log(\Omega_p) \) with a Gaussian prior
centred on the “true” value \( \log(\Omega_p) \), with \( \log(\sigma_{\Omega_p}) = 1 \). We use log-parameters for \( N_{\text{acc}} , N_{\text{pos}}, A_{\text{ECB}}, A_1, A_2, \Omega_p \), and \( f_p \) and sample directly with \( \alpha_1, \alpha_2, \alpha_{\text{ECB}}, r_b \) and \( b \). We use
the MCMC algorithm of [162]. This is an adaptive Metropolis-Hastings algorithm with a
proposal distribution:
\[ Q_n(\theta) = (1 - \beta)N(\theta, (2.28)^2\Sigma_n/d) + \beta N(\theta, (0.1)^2I_d/d) , \]  
(7.27)
where \( \Sigma_n \) is the current empirical estimate of the covariance matrix of the parameter vector
\( \theta \) (based on the previous MCMC samples), \( \beta = 0.01 \), \( d \) the number of parameters, \( I_d \) the
identity matrix and \( N \) the multi-normal distribution.

The ultimate aim is to study whether the model that includes phase transitions
provides a substantially better fit than a model without phase transitions where both
models include the LISA noise, DWD foreground and the compact binary produced GW
background. Within the Bayesian framework, this model comparison could be performed
by computing Bayes factors. However, when using improper priors or even very vague
priors, these are not well defined. The sensitivity of the Bayes factor to the choice of in-
creasingly diffuse priors is well known and often referred to as \textit{Lindley’s paradox} [163, 164].
It is illustrated for instance in [165] for an example of a Gaussian likelihood with unknown mean $\theta$ and unknown variance $\sigma^2$ where a $\text{Normal}(0,\tau^2)$ prior is put on the variance parameter $\sigma^2$. With increasing $\tau^2$, the marginal likelihood of the null model $\theta = \theta_0$ and that of the alternative will converge to 1 and zero, respectively, no matter the value of the data. Thus the Bayes factor for comparing the null to the alternative model will go to infinity even if the observed data value is far away from $\theta_0$. Therefore, we use the DIC [148, 149] which can be regarded as the Bayesian analogue of the AIC/BIC and a Bayes factor approximation, and can be used even if improper priors have been specified. The DIC is a very popular choice for practical model comparison as it is easy to compute when a MCMC sample of the posterior distribution is available [150].

The DIC combines a model fit statistic with a term that penalizes the model complexity. It is based on the deviance $D(\theta)$ defined as $D(\theta) = -2 \log \mathcal{L}(D|\theta)$, and evaluated at the posterior mean $\bar{\theta}$ of $\theta$ (the average of the posterior samples from the MCMC). The penalty term is given by $p_D = \bar{D} - D(\bar{\theta})$ where $\bar{D}$ denotes the posterior mean of the deviance. The DIC is given by

$$\text{DIC} = D(\bar{\theta}) + 2p_D. \quad (7.28)$$

We calculate the difference in DIC for the models with a phase transition and without. We follow the general rule of thumb that a difference in the DIC of $\Delta\text{DIC} > 5$ there is substantial evidence for the model with a phase transition, and we have strong and decisive evidence for $\Delta\text{DIC} > 10$ [166]. In this study we use the level of $\Delta\text{DIC} > 5$ as the threshold for detectability.

7.3 Results

7.3.1 DIC results

We use the DIC to investigate LISA’s sensitivity to a GW background from a first order phase transition in the presence of foregrounds from DWDs in the galaxy and extragalactic compact binaries. We explore how this sensitivity varies as a function of the parameters of the fit to the phase transition signal. The peak amplitude $\Omega_p$ and the peak frequency $f_p$ are the parameters that play the greatest role in determining whether one can distinguish between models with or without a phase transition signature. In Fig. 7.2a and Fig. 7.2b we show $\Delta\text{DIC}$ as a function of these parameters. For a signal peaking at 1 mHz, which is the most favourable frequency for detection by LISA, $\Delta\text{DIC}$ is above 5 for peak amplitudes $\Omega_p \gtrsim 3 \times 10^{-11}$, and above 10 for peak amplitudes $\Omega_p \gtrsim 1 \times 10^{-10}$. A signal of with
Figure 7.2: Fig. 7.2a shows the changes in the deviance information criterion (ΔDIC) as the peak amplitude Ω_p is varied, when the peak frequency f_p = 1 × 10^{-3} Hz. Fig. 7.2b shows the changes in the ΔDIC as the peak frequency f_p is varied, for three values of peak amplitude Ω_p = 1 × 10^{-9} (red), 1 × 10^{-10} (blue) and 1 × 10^{-11} (green). In both cases the break ratio and the intermediate slope are fixed to r_b = 0.4, and b = 1.

magnitude Ω_p = 1 × 10^{-10} has ΔDIC > 5 over a band from 3 × 10^{-4} to 10^{-2} Hz, where we use the level of ΔDIC > 5 as the threshold for detectability for the model with a phase transition.

In Fig. 7.3a and Fig. 7.3b we see that varying the break ratio r_b and the intermediate slope b have little impact on the overall observational prospects of the phase transition signal. Instead we again see the importance of the peak amplitude parameter.

As discussed in Sec. 7.2.1 the relationship between the spectral parameters and the thermodynamic parameters of a first order phase transition is complicated, which makes it challenging to say anything concrete about LISA’s sensitivity to the thermodynamic parameters from these results alone. The DIC analysis has shown the spectral parameters with the biggest impact on resolving a PT signature are the peak amplitude which relates to (α, v_w, r_*) and the peak frequency which all thermodynamic parameters contribute to. For a more quantitative description of how the uncertainties in the spectral parameters translate into uncertainties in thermodynamic parameters see Gowling et al. [3].

### 7.3.2 Fisher matrix and MCMC comparison

Here, we compare the uncertainties in the measurements of spectral parameters when calculated with the Fisher matrix [1] to those computed with MCMC simulations. In the Fisher method, the relative uncertainties are calculated using the Fisher matrix F_{ab}, as outlined in Eq. 7.22, and are given by \sqrt{F_{aa}^{-1}}. The Fisher matrix is evaluated with 200
Figure 7.3: Fig. 7.3a displays the changes in the deviance information criterion (ΔDIC) as the break ratio \( r_b \) is varied and the intermediate slope \( b = 1 \). Fig. 7.3b shows the changes in \( \Delta \text{DIC} \) as the intermediate slope \( b \) is varied; here \( r_b = 0.4 \). In both cases we considered three values of peak amplitude \( \Omega_p \) \( 1 \times 10^{-9} \) (red), \( 1 \times 10^{-10} \) (blue) and \( 1 \times 10^{-11} \) (green) and the peak frequency \( f_p = 1 \) mHz.

For the MCMC method, we use the same Adaptive-MCMC algorithm as previously presented in [11, 110]. We define the uncertainty on a parameter to be the standard deviation of the marginalised posterior distribution. In the following, unless stated otherwise, the total GW model used is described by Eq. 7.19. We look at each of the spectral parameters in turn, showing the results for each of the phase transition parameters in Figs. 7.4a, 7.4b, 7.5a and 7.5b. The relative uncertainties calculated from the MCMC results are shown as dots with a 1-σ error bar, and those from the Fisher information are denoted by continuous lines.

The Fisher information matrix is much faster to evaluate than an MCMC, and allows us to explore LISA’s sensitivity to a wide range of parameter space associated with a first order phase transition; to explore the same parameter space with MCMC methods would take significantly longer. For this work we aimed to investigate the similarities (and differences) between the Fisher information matrix and MCMC results, which gives insight into how to interpret the Fisher information matrix results for the broader parameter space explored in [1].

In Fig. 7.4a, the relative uncertainties in the peak amplitude \( \Omega_p \) are shown, with the other spectral parameters being \( f_p = 1 \times 10^{-3} \) Hz, \( r_b = 0.4 \) and \( b = 1 \). The agreement between the two ways of estimating the relative uncertainties is very good. We also see that for \( \Omega_p = 3 \times 10^{-11} \), which for this combination of parameters we found to be the
threshold for detectability in our DIC analysis (see Fig. 7.2a), the relative uncertainty of \( \Delta \Omega_p / \Omega_p < 0.1 \) is reached, consistent with interpreting \( \Delta \text{DIC} > 5 \) as a threshold for distinguishing the models. We see in Fig. 7.4a that the relative uncertainty decreases as \( 1 / \Omega_p \), before saturating. As the signal-to-noise ratio (SNR) should be proportional to the peak amplitude \( \Omega_p \), this is consistent with the expectation that the relative uncertainty is inversely proportional to the SNR. The saturation occurs when the signal dominates the noise, and there is little further change in the Fisher matrix.

Fig. 7.4a also shows the impact of the DWD foreground model on the phase transition measurement. The nature of the DWD foreground spectral density is an open question and as shown in Fig. 22 of [11] the position of the frequency break of the galactic foreground has a large impact on the constraints one is able to place on a flat GW background. Due to the computationally intensive nature of MCMC computations we only evaluate the relative uncertainties with the different foreground model using the Fisher matrix.

The two red lines in Fig. 7.4a are the two DWD models considered: the dashed line is the analytic fit [11] to the galactic foreground from the Lamberts et al. catalogue [10] (Eq. 7.15) and the solid line is the galactic confusion noise model from Robson et al. [12] (Eq. 7.16). We also show the case where all foregrounds are removed with the blue dashed line; here the signal fluctuations are the sum of the LISA instrument noise and the fluctuations in the phase transition GW background. As in [11] we see a drop in the limiting performance for low values of \( \Omega_p \). In this case, the drop is larger for the Robson et al. model, which can be traced to the model having a higher amplitude at 1 mHz, where the chosen phase transition model power peaks. The difference in impact of the models decreases with amplitude, as the phase transition signal starts to exceed the power in both foreground models. In all cases the difference is within the 68% error posterior credible interval, which suggests that the modelling of the DWD foreground is not quite as critical as might be expected.

For the remaining three spectral parameters \( f_p \), \( r_b \) and \( b \), as well as varying these parameters we have studied the measurement uncertainty coming from the MCMC and Fisher analysis for different values of \( \Omega_p \), \( (1 \times 10^{-9}, 1 \times 10^{-10} \text{ and } 1 \times 10^{-11}) \) they are shown in green, blue and red respectively in Fig. 7.4b, Fig. 7.5a and Fig. 7.5b. It is evident that the uncertainty in all parameters increases when the amplitude is lower.

In Fig. 7.4a the solid line displays a total GW model that uses the Robson et al.
Figure 7.4: Uncertainty estimates for the peak amplitude $\Omega_p$ and the peak frequency $f_p$, calculated with the Fisher information (continuous lines) and MCMC simulations (points). The solid line corresponds to a model of LISA instrument noise, phase transition signal, astrophysical background and a Robson et al. [12] DWD foreground model. The dashed lines are identical but instead consider the Lamberts et al. model for the DWD foreground [10]. The relative uncertainties as calculated from the Fisher matrix for $\Omega_p$ when only the LISA noise and phase transition signal are considered are show in blue in Fig. 7.4a. In both cases $r_b = 0.4$, $b = 1$ and in Fig. 7.4a $f_p = 1$ mHz.

galactic foreground model and the dashed line is the analytic model [11] fit on the Galactic foreground from the Lamberts et al. catalogue [10]. As one might expect, the peak frequency is less well determined in the louder foreground model; however, the effect is not large. It appears that the good overlap between the Fisher study and the Bayesian MCMC analysis disappears when the amplitude $\Omega_p$ decreases. Indeed, in view of the DIC study, when the peak amplitude is below $\Omega_p = 3 \times 10^{-11}$, we are unable to state with certainty that the model including the phase transition signal is a better fit. It is therefore not surprising that the different methods for estimating the parameter uncertainty give different results below this value.

In Fig. 7.4b we show the effect of varying the peak frequency, for break ratio $r_b = 0.4$ and intermediate slope $b = 1$. We see that with a peak amplitude $\Omega_p > 1 \times 10^{-10}$, we achieve a relative uncertainty $\Delta f_p/f_p < 0.2$ for peak frequency between $f_p = 2 \times 10^{-4}$ Hz and $2 \times 10^{-2}$ Hz. We also note an effect of the different galactic models on the measurement of the peak frequency of the phase transition signal.

Finally, in Fig. 7.5, we display the Fisher and MCMC results for the two remaining spectral parameters, $r_b$ (the ratio between the breaks in the power laws) and $b$ (the intermediate power law), for spectra with peak frequency $f_p = 1$ mHz. There is no systematic
Figure 7.5: Uncertainty estimates in the break ratio $r_b$ and the intermediate slope $b$, calculated with the Fisher information (continuous lines) and MCMC simulations (points). The model: LISA instrument noise, first order phase transition signal modelled as a double broken power law, astrophysical background and a Robson et al. [12] DWD foreground model. In both figures $f_p = 1$ mHz, in Fig. 7.5a $b = 1$ and in Fig. 7.5b $r_b = 0.4$.

A trend in measurement performance as the parameters are varied, except at low $r_b$, where, for this peak frequency choice, the lower break frequency moves out of the LISA sensitivity window, and the uncertainty quickly increases. In Fig. 7.5a we see a dip in sensitivity at $r_b = 0.7$, this feature is due to the complicated nature of the differential that goes into the Fisher matrix, as opposed to anything special about the spectrum at this combination of spectral parameters. When other parameter combinations are considered and $r_b$ is varied this dip appears at different $r_b$ values.

For the parameters $r_b$ and $b$, when we compare the parameter estimation results with different galactic foreground models we again see the sensitivity to $r_b$ and $b$ is reduced for the louder galactic foreground model. In Fig. 7.5b the vertical brown line shows the point where the double broken power law, Eq. 7.4, becomes ill-defined due to the limitations of the double broken power law discussed in Sec. 7.2.1. The relative uncertainty is ill-defined at $b = 0$ so here we instead consider $\Delta b$.

### 7.4 Conclusions

In this paper we have investigated the ability of LISA to observe a GW background produced by a first order phase transition in the early universe. We have considered the presence of GW foregrounds from DWD binaries in our galaxy, from compact binary mergers throughout the universe, and LISA noise. For a phase transition GW spectrum with...
break ratio $r_b = 0.4$ and intermediate spectral slope $b = 1$, we show that signals with peak frequency 1 mHz can be detected for $\Omega_p \geq 3 \times 10^{-11}$. Signals with peak amplitude $\Omega_p = 10^{-10}$ achieve the detection threshold $\Delta DIC > 5$ with peak frequency between $f_p = 4 \times 10^{-4}$ to $9 \times 10^{-3}$ Hz. For phase transition signals with a larger peak amplitude than $\Omega_p = 10^{-10}$ there would be a broader frequency window of detectability, including phase transition signals with peak frequencies between $f_p \approx 1 \times 10^{-4}$ to $\approx 2 \times 10^{-2}$ Hz.

We then used Fisher Matrix and MCMC methods to show how well the four parameters associated with the first order phase transition could be estimated, simultaneously with noise and GW foregrounds. For example, with a GW background of peak amplitude $\Omega_p = 10^{-10}$ the parameter estimation accuracies are $\Delta \Omega_p/\Omega_p \approx 10^{-2}$, $\Delta f_p/f_p \approx 10^{-2}$ at $f_p = 3 \times 10^{-3}$, $\Delta r_b/r_b \approx 0.1$ at $r_b = 0.2$, and $\Delta b/b \approx 0.1$ at $b = 1$. The Fisher Matrix and MCMC methods give similar results for $\Omega_p > 3 \times 10^{-11}$, where the signal becomes detectable.

We have modelled the GW background from a first order phase transition as a double broken power law, which is a good fit to the GW power spectrum calculated from the thermodynamic parameters for the majority of the thermodynamic parameter space. However, subtleties in the characteristics of the GW power spectra from thermodynamic parameters are not encapsulated in the double broken power law, for example the double broken power law struggles to describe the spectra for wall speeds around the speed of sound, see Fig. 11 in [1]. Another challenge for the parameter estimation of first order phase transitions at LISA is, as discussed in Sec. 7.2.1, the relationship between the spectral and thermodynamic parameters is complicated. See [3] for a discussion on the connection between the spectral and thermodynamic parameters and how to reconstruct thermodynamic parameters from MCMC samples on the spectral parameters (like those performed here). These differences and challenges mean that as we improve our understanding of phase transition physics and develop better spectral fits, the findings presented here will evolve.

We have used a basic model for the LISA noise based on only two parameters [5, 6], and it will be important to incorporate more sophisticated noise models in order to better understand the prospects for cosmological GW background detection and parameter estimation.

We have been conservative in not using annual modulation to improve the estimation of the DWD foreground parameters. In addition, other GW wave signals will be present
in the data, such as identifiable galactic binaries, massive black hole binaries, and extreme mass ratio inspirals [139]. Searches may also need to allow for the presence of other cosmological GW backgrounds in the LISA data [141], for example from inflation [76] or cosmic strings [11, 167]. More advanced parameter estimation methods will need to be developed, and realistic early-universe signal models will need to be included in global fits for the LISA GW signals [168].
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7.5 Appendix

7.5.1 Parameter correlations

When evaluating the Fisher matrix we assumed that parameters from different sources are independent. In Figure 7.6 we present a corner plot for the MCMC results presented in Section 7.3. Parameters from different sources can be grouped into different parameter blocks: $\Gamma_{\text{LISA}}$, $\Gamma_{\text{ECB}}$, $\Gamma_{\text{DW}}$ and $\Gamma_{\text{PT}}$. The parameters within a particular block can exhibit small correlations, but parameters from different blocks are independent.
Figure 7.6: Corner plot for an example adaptive MCMC with an injected phase transition signal characterised by \((\log_{10}(\Omega_p), \log_{10}(f_p), rb, b) = (-9, -2, 7, 0.4, 1)\) and a data model described by Eq. 7.19. The vertical dashed lines on the posterior distribution represent from left to right the quantiles [16%, 50%, 84%]. The red, green and blues lines are respectively the mean, the median of the posterior distribution and the input parameter values on the simulation.
Chapter 8

Reconstructing physical parameters from template gravitational wave spectra at LISA: first order phase transitions

Abstract

A gravitational wave background from a first order phase transition in the early universe may be observable at millihertz gravitational wave (GW) detectors such as the Laser Interferometer Space Antenna (LISA). In this paper we introduce and test a method for investigating LISA’s sensitivity to gravitational waves from a first order phase transition using parametrised templates as an approximation to a more complete physical model. The motivation for developing the method is to provide a less computationally intensive way to perform Markov Chain Monte Carlo (MCMC) inference on the thermodynamic parameters of a first order phase transition, or on generally computationally intensive models. Starting from a map between the physical parameters and the parameters of an empirical template, we first construct a prior on the empirical parameters that contains the necessary information about the physical parameters; we then use the inverse mapping to reconstruct approximate posteriors on the physical parameters from a fast MCMC on the empirical template. We test the method on a double broken power law approximation to spectra in the sound shell model. The reconstruction method substantially reduces the proposal evaluation time, and despite requiring some precomputing of the mapping, this method is still
cost-effective overall. In two test cases, with signal-to-noise $\sim 40$, the method recovers the physical parameters and the spectrum of the injected gravitational wave power spectrum to 95\% confidence. In previous Fisher matrix analysis we found the phase boundary speed $v_w$ was expected to be the best constrained of the thermodynamic parameters. In this work, for an injected phase transition GW power spectrum with $v_w = 0.55$, with a direct sample on the thermodynamic parameters we recover $0.630^{+0.17}_{-0.099}$ and for our reconstructed sample $0.646^{+0.098}_{-0.075}$.

8.1 Introduction

The Laser Interferometer Space Antenna (LISA), due to launch in the 2030s [28] will probe the previously unexplored millihertz region of the gravitational wave (GW) spectrum. The LISA sensitivity window, $10^{-4}$ Hz to $10^{-1}$ Hz, has an abundance of GW sources ranging from astrophysical: black hole mergers, galactic binaries [73], extreme mass ratio binaries [74] and precursors for stellar origin black hole mergers [75]; to the cosmological: cosmic strings, inflation and phase transitions [76, 169]. Here we focus on LISA’s sensitivity to the cosmological stochastic GW background (SGWB) from a first order phase transition.

The early universe was hot and dense; as it expanded and cooled the universe may have undergone several phase transitions. In particular, we are interested in a possible first order phase transition associated with electroweak symmetry breaking. In the Standard Model this process occurs via a crossover and no GWs are produced [20, 34]. Alternatively, in numerous extensions to the Standard Model, in some cases motivated as explanations for dark matter or the baryon asymmetry of the universe, a first order phase transition and the production of GWs is possible. See [8] for a review of models.

In a first order phase transition, once a critical temperature is reached, bubbles of the broken phase nucleate in the symmetric phase; these bubbles expand, collide, and percolate until the phase transition is complete. During this process GWs are produced via the collisions of bubble wall, the subsequently produced sound waves and turbulent flows. For a review of first order phase transitions see [41, 105, 170].

If the first order phase transition is driven by thermal fluctuations, the acoustic source of GWs dominates [24–26]; production by bubble collisions [98–100, 144–146] can become relevant if there is very strong supercooling [52, 53]. Here we assume that the sound wave component is dominant, and model the GW background component with the Sound Shell Model (SSM) [4, 27]. The SGWB from a first order phase transition is determined
by key thermodynamic parameters: the nucleation temperature $T_n$, the phase transition strength $\alpha$, the wall speed $v_w$ and the Hubble-scaled mean bubble spacing $r_\ast$. The speed of sound, which can take different values in the two phases, also impacts the SGWB produced \cite{116, 117}; however for this first analysis we take it to be the ultra-relativistic value of $1/\sqrt{3}$.

Calculating numerous GW power spectra for a first order phase transition using the SSM, as when one conducts Markov Chain Monte Carlo (MCMC) analyses, is computationally expensive. This motivates the use of a fit to the phase transition SGWB that is quick to evaluate: here we use a double broken power law, which provides a good fit to the SSM over most of the thermodynamic parameter space \cite{1, 27}. The double broken power law is characterised by four “spectral” parameters: the peak amplitude $\Omega_p$, the peak frequency $f_p$, the ratio $r_b$ between the peak frequency and the break frequency, and the slope between the two characteristic frequency scales $b$. The ultimate goal is to infer the thermodynamic parameters of a supposed SGWB signal by fitting to it a computationally cheap double broken power law.

To achieve this, we require a robust method for transforming information about the spectral parameters into constraints on the thermodynamic ones. The first step is to transform the physically-motivated prior density on the thermodynamic parameters into an induced prior on the spectral ones, which is achieved by weighting an initial spectral prior with the density of the image of a prior-consistent grid of thermodynamic parameters in the spectral parameter space. Constraints on the spectral parameters obtained with such a prior can then be translated back to the thermodynamic parameter space by using the inverse of the projection that we just described. This reconstruction method is a general cost-effective preliminary parameter estimation framework that can be applied to any model for which computing the SGWB is expensive, but for which there exists a reasonably good empirical approximation.

As a demonstration, in this study we consider two fiducial models with different thermodynamic parameters, and use MCMC methods to estimate LISA’s ability to perform parameter estimation for both the spectral and the (much slower) thermodynamic parameterisations. We then compare the latter result with the constraints on the thermodynamic parameters derived from the spectral parameter sample using our reconstruction methodology. We consider a data model made of the phase transition SGWB and LISA noise. In a global fit the impact of astrophysical foregrounds from the extragalactic black holes, binary neutron stars and double white dwarf populations should also be considered; in
this first investigation of the method we ignore these foregrounds. However, their impact on the MCMC estimation of spectral parameters has recently been considered in [171]. Parameterised templates with more general spectral forms have been explored in [147]; although no reconstruction of the underlying parameters was attempted.

This paper is structured as follows: in Section 8.2 we describe the expected SGWB spectrum from cosmological first order phase transitions in the SSM; in Section 8.3 we describe the LISA noise model, and in Section 8.4 we go on presenting our data model, and the likelihood and base priors that will be used; in Section 8.5 we present the reconstruction algorithm, and finally in Section 8.6 we apply it to the aforementioned fiducial models. We lay out our conclusions and discuss some future prospects in Section 8.7.

8.2 SGWB from cosmological first order phase transition

The GW power spectrum from a first order phase transition can be characterised by the thermodynamic parameters \( (T_n, r_*, \alpha, v_w) \). Firstly, the nucleation temperature \( T_n \), is the temperature corresponding to the peak of the globally-averaged bubble nucleation rate. The Hubble rate at the nucleation temperature \( H_n \) sets the frequency scale of the GW spectrum.

The second thermodynamic parameter is the nucleation rate parameter \( \beta \). As discussed in [1], due to uncertainties in the calculation of \( \beta \), we instead consider the related quantity, the mean bubble spacing \( R_* \). We note that \( \beta^{-1} \) is the time for the bubble wall to move a distance \( R_* \) and therefore has the interpretation of the duration of the phase transition. In this work we refer to the Hubble-scaled mean bubble spacing \( r_* = H_n R_* \) which contributes to the frequency scale and amplitude of the GW power spectrum.

Our third key thermodynamic parameter is the phase transition strength \( \alpha \), which we define as the ratio between the trace anomaly and the thermal energy, where the trace anomaly describes the amount of energy available for conversion to shear stress energy. A stronger transition means more energy is converted to shear stress energy and a larger overall amplitude for the GW signal.

The final parameter to introduce is the wall speed \( v_w \) which, along with \( \alpha \), determines the motion of the plasma surrounding the bubble wall. The value of the wall speed relative to the speed of sound \( c_s \) determines the width of the GW power spectrum, here we assume
the ultrarelativistic value $c_s = 1/\sqrt{3}$ (see [116, 117] for other scenarios). For wall speeds close to $c_s$ the power spectra are broad and $r_b$ (the ratio between the peak frequency and the break frequency) is small, in the opposite case the power spectra are narrow.

The general form of the gravitational wave power spectrum from a thermal first order phase transition is

$$\Omega_{gw}(z) = 3K^2(v_w, \alpha) (H_n \tau_v) (H_n R_s) \frac{z^3}{2\pi^2} \hat{P}_{gw}(z),$$

where $R_s$ is the mean bubble spacing, $z = kR_s$, $k$ is the comoving wavenumber and $K(v_w, \alpha)$ is the fraction of the total energy converted into kinetic energy of the fluid. The Hubble rate at nucleation is $H_n$, $\tau_v$ is the lifetime of the shear stress source, the factor $R_s$ appears as an estimate of the source coherence time and $\hat{P}_{gw}(z)$ is the dimensionless shape spectral density. Eq. (8.1) can be regarded as the definition of $\hat{P}_{gw}$. As introduced and discussed in [1], for simplicity we define

$$J = H_n R_s H_n \tau_v = r_s \left(1 - \frac{1}{\sqrt{1 + 2x}}\right).$$

where $x = H_n R_s / \sqrt{K}$ is the ratio of the Hubble time $H_n^{-1}$ and the fluid shock appearance time $\tau_{sh} = R_s / \sqrt{K}$ [55]. The second equality is a model for the lifetime of the shear stress source in an expanding universe [119].

8.2.1 Gravitational wave power spectrum in the SSM

Here we focus on the contribution from the sound waves and use the Sound Shell Model [4, 27], which limits us to transitions which are not so strong that the modifications to the spectrum from shocks [55] and vortical turbulence [56] become important. We use the PTtools module which uses the SSM to directly compute the scale-free gravitational wave power spectrum $\hat{P}_{gw}$ for a given $v_w$ and $\alpha$ [4], defined as

$$\hat{P}_{gw}(z) = 3K^2 \frac{z^3}{2\pi^2} \hat{P}_{gw}(z).$$

The specifications of the calculations done with PTtools are the same as used in our previous work [1]. We now introduce

$$\Omega_{ssm}^{gw}(z) = J \hat{P}_{gw}(z).$$

As discussed in [1], recent 3d-hydro simulations for $\alpha$ up to $O(1)$ (strong transitions) found that as transition strength increases, the efficiency of fluid kinetic energy production

---

1 Code available on request to MH.
is less than previously expected [7]. We estimate suppression in gravitational wave power observed in the numerical simulations, as a factor \( \Sigma(v_w, \alpha) \). For a complete outline of how we calculate \( \Sigma \) see Appendix A in [1]. The gravitational wave power spectrum at dimensionless comoving wavenumber \( z \) just after the transition, and before any further entropy production, is then

\[
\Omega_{gw}(z) = \Omega_{gw}^{ssm}(z) \Sigma(v_w, \alpha).
\]  

(8.5)

Today the power spectrum at physical frequency \( f \) is

\[
\Omega_{gw,0}^{ssm}(f) = F_{gw,0} \Omega_{gw}(z(f)),
\]  

(8.6)

where

\[
F_{gw,0} = \Omega_{\gamma,0} \left( \frac{g_{\omega}}{g_{\ast \ast}} \right)^{\frac{4}{9}} \frac{g_{\ast}}{g_0} = (3.57 \pm 0.05) \times 10^{-5} \left( 100 \right)^{\frac{1}{3}},
\]  

(8.7)

is the power attenuation following the end of the radiation era. Here \( \Omega_{\gamma,0} \) is the photon energy density parameter today, \( g_{\ast \ast} \) denotes entropic degrees of freedom and \( g_\ast \) describes the pressure degrees of freedom. In both cases the subscripts 0 and \( \ast \) refer to their value today and the value at the time the GWs were produced respectively. We evaluate \( F_{gw,0} \) with the values given in [8], and use a reference value \( g_\ast = 100 \).

We convert from dimensionless wavenumber \( z \) to frequency today by taking into account redshift

\[
f = \frac{z}{f_{\ast 0}},
\]  

(8.8)

where

\[
f_{\ast 0} = 2.6 \times 10^{-6} \text{ Hz} \left( \frac{T_{\nu}}{100 \text{ GeV}} \right) \left( \frac{g_\ast}{100} \right)^{\frac{1}{3}},
\]  

(8.9)

is the Hubble rate at the phase transition redshifted to today [8]. We assume the phase transition takes place well within one Hubble time so all frequencies throughout the transition have the same redshift.

\subsection{Double broken power law}

In the SSM there are two characteristic length scales, the mean bubble separation and the sound shell thickness, which motivate a simplified description in terms of a function with two frequency scales and three power law indices - a double broken power law [4]. The power spectrum today for the double broken power law fit can be described as

\[
\Omega_{gw,0}^{dBp}(f, \Omega_p, f_p, r_h, b) = \Omega_p M(s, r_h, b)
\]  

(8.10)
where $\Omega_p$ is the peak of the power spectrum, $s = f/f_p$, $f_p$ is the frequency corresponding to $\Omega_p$ and $r_b = f_b/f_p$ is the ratio between the two breaks in the spectrum. The parameter $b$ defines the spectral slope between the two breaks. The spectral shape $M(s, r_b, b)$ is a double broken power law with a spectral slope 9 at low frequencies and $-4$ at high frequencies, a form that was chosen to best describe the SSM [4].

$$M(s, r_b, b) = s^9 \left( \frac{1 + r_b^4}{r_b^4 + s^4} \right)^{(9-b)/4} \left( \frac{b + 4}{b + 4 - m + ms^2} \right)^{(b+4)/2}.$$  \hspace{1cm} (8.11)

Within $M(s, r_b, b)$, $m$ has been chosen to ensure that for $r_b < 1$ the peak occurs at $s = 1$ and $M(1, r_b, b) = 1$, giving

$$m = \left( 9r_b^4 + b \right) / \left( r_b^4 + 1 \right).$$  \hspace{1cm} (8.12)

### 8.3 LISA instrument noise model

LISA will be a triangular constellation of three spacecraft connected via lasers with arm length of 2.5 million km. Passing GWs will induce a distance modulation in the instrument arm length that is measured via the phase differences between lasers on the local and remote spacecraft. The phase differences (interferometer signals) can be combined in different ways with different time delays to eliminate the laser noise [120, 121]. We follow the convention for the three noise-orthogonal time delay interferometry (TDI) variables $A$, $E$ and $T$, as described in [5]. The $T$ variable can be approximated as being insensitive to GWs. Here we assume the instrument noise is completely known and build our data model combining the $A$ and $E$ channels.

We construct the instrument power spectral density following the conventions given in [5] and used in [1]. For the LISA instrument noise model we use the functions and parameter values given in the LISA Science Requirements Document [6]. In the $A$ and $E$ TDI channels the instrument noise spectral density arising from the optical metrology system noise (oms) and the test mass acceleration noise (acc) is given by

$$N_A = N_E = N_1 - N_2 \simeq (6P_{oms} + 24P_{acc})|W(\omega)|^2, \hspace{1cm} (8.13)$$

where

$$N_1 = [4P_{oms}(f) + 8 \left[ 1 + \cos^2(f/f_\star) \right] P_{acc}(f)]|W(\omega)|^2; \hspace{1cm} (8.14)$$

$$N_2 = -[P_{oms}(f) + 8P_{acc}]\cos(f/f_\star)|W(\omega)|^2; \hspace{1cm} (8.15)$$
and \( W(f) = 1 - \exp(2if/f_*) \), representing the interference induced by a return journey along one arm. In the above \( f_* = c/(2\pi L) \) is the transfer frequency, \( L = 2.5 \times 10^9 \) m is the constellation arm length, \( c \) is the speed of light, and the model for the noise is

\[
P_{\text{oms}} = N_{\text{pos}}, \quad (8.16)
\]

\[
P_{\text{acc}} = \frac{N_{\text{acc}}}{(2\pi f)^4} \left( 1 + \left( \frac{f_1}{f} \right)^2 \right), \quad (8.17)
\]

with \( N_{\text{acc}} = 1.44 \times 10^{-48} \) s\(^{-4}\)Hz\(^{-1} \), \( N_{\text{pos}} = 3.6 \times 10^{-41} \) Hz\(^{-1} \) and \( f_1 = 0.4 \) mHz \([6]\).

To take into account the detector response to incident GWs, we consider the sensitivity \( S \) for the \( A \) and \( E \) channels,

\[
S_A = S_E = \frac{N_A}{R_A} \simeq \frac{40}{3} \left( P_{\text{oms}} + 4P_{\text{acc}} \right) \left[ 1 + \left( \frac{f}{4f_*/3} \right)^2 \right], \quad (8.18)
\]

where \( R \) is the detector response to isotropic stochastic GWs. In general, \( R \) must be evaluated numerically; here we use the simpler analytic fits presented in \([5]\]

\[
R_{A}^{\text{fit}}(f) = R_{E}^{\text{fit}}(f) = \frac{9}{20} |W(f)|^2 \left[ 1 + \left( \frac{f}{4f_*/3} \right)^2 \right]^{-1}. \quad (8.19)
\]

The sensitivities can be thought of as GW signals with unit signal-to-noise ratio at all frequencies.

In this work we will be interested in the sensitivity expressed as a GW fractional energy density power spectrum, related to the sensitivity by

\[
\Omega_{\text{ins}} = \left( \frac{4\pi^2}{3H_0^2} \right) f^3 S_A(f), \quad (8.20)
\]

which we will refer to as the LISA instrument noise. The fiducial models have a signal-to-noise ratio \( \rho \) of approximately \( \rho \approx 40 \). As we will show in the next section, our data model will combine the \( A \) and \( E \) channels, and the corresponding signal-to-noise ratio is given by \([5]\]

\[
\rho = \sqrt{2T_{\text{obs}} \int_0^\infty df \frac{\Omega_{\text{gw}}^2}{\Omega_{\text{ins}}^2}}. \quad (8.21)
\]

As the \( T \) channel is insensitive to GW signatures at low frequencies, it allows the instrument noise at low frequencies to be better characterised.

### 8.4 Parameter inference from mock LISA data

In this section we describe the data model used for LISA, the likelihood used for parameter inference from an injected SGWB, and priors for both thermodynamic and spectral parameters.
8.4.1 Data model and likelihood

Here we outline how we model the LISA data, explain the assumptions made, and define the likelihood used. The LISA data is expected to be a $T_{\text{obs}} = 4$ yr stream with a regular data sampling interval $T_{\text{samp}} = 5$ s, not taking into account scheduled maintenance breaks. We use the data model as described in our previous work [1].

In this analysis we consider the $A$ and $E$ TDI channels in the frequency domain, binned into $N_b = 1000$ logarithmically spaced positive frequency bins, with power spectral densities $\bar{D}_b^A, \bar{D}_b^E$. The variance of the $A$ and $E$ channels are taken to be independent and identical. Within each bin there are $n_b$ frequencies

$$n_b = \lfloor (f_b - f_{b-1}) T_{\text{obs}} \rfloor$$

where the square brackets denote the integer part, and here $n_b \gg 1$, which justifies the use of a Gaussian likelihood. We combine the $A$ and $E$ data channels $\bar{D}_b = (\bar{D}_b^A + \bar{D}_b^E)/2$, so that the log-likelihood for the spectral parameter case is then given by

$$l = -\frac{1}{2} \sum_{b=1}^{N_b} \frac{2n_b \left( \Omega_t(f_b, \theta) - \Omega_{\text{fid}}(f_b, \tilde{\theta}_{\text{fid}}) \right)^2}{\Omega_t(f_b, \theta)^2},$$

where $\Omega_{\text{fid}}, \Omega_t$ are related to the power spectral densities as described in Eq. 8.20 and $\tilde{\theta}_{\text{fid}}$ describes the fiducial model. The theoretical model of the data is given by

$$\Omega_t(f_b, \theta) = \Omega_{\text{ins}}(f_b) + \Omega_{\text{pt}}(f_b, \theta),$$

where $\Omega_{\text{pt}}(f_b, \theta)$ is described by Eq. (8.10). The thermodynamic case is obtained by replacing $\Omega_{\text{pt}}(f_b, \theta)$ with $\Omega_{\text{pt}}(f_b, \tilde{\theta})$ which is described by Eq. (8.6). The instrument noise $\Omega_{\text{ins}}(f_b)$ is described by Eq. (8.20).

Irrespective of the parameters on which the MCMC samples, the injected fiducial is calculated using the thermodynamic parameters as follows:

$$\Omega_{\text{fid}} = \Omega_{\text{ins}}(f_b) + \Omega_{\text{pt}}(f_b, \tilde{\theta}_{\text{fid}})$$

are generated in the frequency domain using 1000 frequency logarithmic spaced points, $\Omega_{\text{pt}}(f_b, \tilde{\theta}_{\text{fid}})$ is described by Eq. (8.6) and $\Omega_{\text{ins}}$ by Eq. (8.20). The injected power spectrum is a Gaussian draw around the theoretical fiducial model. In this work we do not consider any astrophysical foregrounds, as our focus is on the reconstruction of parameters. Furthermore, the fiducial models we go on to consider are strong enough that we expect the foregrounds to have little impact. For an exploration of the impact of foregrounds on LISA’s ability to detect a SGWB from a first order phase transition see [171].
8.4.2 Priors on thermodynamic parameters

The priors on the four thermodynamic parameters are chosen based on constraints from theory, simulations, the corresponding signal-to-noise ratio $\rho$ of the GW signals they produce, and trustworthiness of the SSM.

The prior on the nucleation temperature $T_n$ was chosen so the temperature scale is relevant to the electroweak scale. Due to the large range of scales involved, we impose a log-uniform prior between $T_n = 10 \text{ GeV} - 50 \text{ TeV}$.

For the phase transition strength $\alpha$, which we remind the reader is the ratio of potential energy to thermal energy, we place a lower bound of $\alpha = 0.01$, which corresponds roughly to the lowest phase transition strength with signal-to-noise ratio $\rho > 1$ for the $(r_*, T_n)$ cases we consider. For the upper bound we use $\alpha = 0.67$, which is the highest phase transition strength used in current simulations [7]. We impose a log-uniform prior for $\alpha$.

We place a log-uniform prior on the Hubble-scaled mean bubble spacing $r_*$ with a lower bound $r_* = 0.0005$, as lower signals are not observable i.e. $\rho < 1$ even for largest phase transition strength. The upper bound in general could be up to $r_* \approx 1$, otherwise the bubbles would be bigger than the observable universe. The SSM assumes the phase transition completes much faster than one Hubble time, which corresponds to $r_* \ll 1$. In practice we use an upper bound of $r_* = 0.5$.

Theoretically, the wall speed $v_w$ could take any value between 0 and 1 (where 1 indicates the speed of light in natural units). Here we choose to use the current region explored by simulations and apply a flat uniform prior between $v_w = 0.24$ and 0.92.

We also include a joint prior on $\alpha$ and $v_w$ that arises from the maximum phase transition strength $\alpha_{\text{max}}$ for a given wall speed [40]. We use an approximate form of this relationship

$$\alpha_{\text{max}} = \frac{1}{3} \left( 1 + 3v_w^2 \right), \quad \text{(8.26)}$$

We summarise the priors on the thermodynamic parameters in Table 8.1.

8.4.3 Initial priors on spectral parameters

The naive priors on the spectral parameters are chosen to allow for a generous spread around what we take to be observable, spectra with $\rho > 1$. We do this to give the optimiser a wide range of spectral parameters when fitting to the thermodynamic parameters. The
spectral priors are summarised in Table 8.2. The prior on the break ratio $r_b$ is chosen to be linear as $r_b$ is closely related to the wall speed $v_w$, which has a linear prior. For the intermediate slope $b$ we use a prior range that encompasses the range we found when fitting the double broken power law to a range of SSM spectra in [1].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\log_{10}(T_n/\text{GeV})$</td>
<td>$\log_{10}(10)$</td>
<td>$\log_{10}(50 \times 10^3)$</td>
</tr>
<tr>
<td>$\log_{10} \alpha$</td>
<td>$\log_{10}(0.01)$</td>
<td>$\log_{10}(0.67)$</td>
</tr>
<tr>
<td>$\log_{10} r_*$</td>
<td>$\log_{10}(0.0005)$</td>
<td>$\log_{10}(0.5)$</td>
</tr>
<tr>
<td>$v_w$</td>
<td>0.24</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 8.1: Ranges for the uniform priors on the thermodynamic parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\log_{10} \Omega_p$</td>
<td>$\log_{10}(1 \times 10^{-20})$</td>
<td>$\log_{10}(1 \times 10^{-7})$</td>
</tr>
<tr>
<td>$\log_{10}(f_p/\text{Hz})$</td>
<td>$\log_{10}(1 \times 10^{-7})$</td>
<td>$\log_{10}(1)$</td>
</tr>
<tr>
<td>$r_b$</td>
<td>$1 \times 10^{-7}$</td>
<td>1</td>
</tr>
<tr>
<td>$b$</td>
<td>$-2$</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8.2: Ranges for the uniform priors on the spectral parameters.

### 8.4.4 Markov chain Monte Carlo inference

We sample from the likelihood described above, combined with different priors, using the adaptive Markov chain Monte-Carlo (MCMC) algorithm [172] included in Cobaya [93]. The resulting chains are analysed using GetDist [173] in order to produce posterior density plots and credible intervals.

For each of our fiducial models we consider three set-ups: sampling on the spectral parameters $\theta = (\log_{10} \Omega_p, \log_{10}(f_p/\text{Hz}), r_b, b)$ with flat priors, sampling on the spectral parameters with the induced priors described in 8.5.2 (in order to reconstruct the thermodynamic parameters), and finally, as a benchmark, sampling directly on the thermodynamic parameters $\tilde{\theta} = (\log_{10}(T_n/\text{Gev}), \log_{10} \alpha, \log_{10} r_*, v_w)$.
8.5 Reconstructing thermodynamic parameter posteriors

To take advantage of the computationally cheaper double broken power law, we introduce a method for transforming spectral parameters into the corresponding thermodynamic parameters. We generate a map $\Theta$ between the two parameter spaces by fitting the spectral parameters over a regular grid of thermodynamic parameters. This map is then used to generate an induced prior on the spectral parameters that is informed by our chosen thermodynamic parameter space. Finally, we introduce our reconstruction method using $\Theta$ and comment on the utility and interpretation of the reconstructed posterior.

8.5.1 Constructing the map between spectral and thermodynamic parameters

Here we aim to make a map between spectral and thermodynamic parameters, as an analytic expression connecting the two sets of parameters does not exist. We wish to find the spectral parameters giving the best fit for a GW power spectrum defined by a given set of thermodynamic parameters. To do that, we could use least-squares curve fitting between the two spectra. Assuming that there will be imperfections in the mapping (e.g. regions in the thermodynamic parameter producing features that cannot be represented by the simpler spectroscopic template) there is a decision to be made about which parts of the power spectra should be allowed to fit best. A natural prescription would be favouring the frequencies to which LISA is most sensitive, which could be implemented by weighting frequency bins during the fitting with the respective sensitivities. We accomplish this with a maximisation of the log-likelihood of Eq. (8.23), where a thermodynamic template is injected as the fiducial model and a spectroscopic one is fitted to it. We use the optimiser code in Cobaya which uses Py-BOBYQA [174, 175]. This defines the map and its numerical approximation.

We evaluate the map by using the above procedure to fit the gravitational wave power spectra for a regular 4D grid of thermodynamic parameters; each evaluation returns a vector of spectroscopic parameters. These vectors are assembled into a 4D array of 4-component vectors, $\Theta$, which we refer to as the fit array.

The underlying regular grid of thermodynamic parameters is summarised in Table 8.3. The fact that it is regularly-spaced according to the uniform density of the set of thermodynamic parameters ($\log_{10}(T_n/\text{Gev}), \log_{10}\alpha, \log_{10}r_*, v_\text{w}$) will make the computation of the induced prior simpler, as we will see below.
The reader will note that the lower bounds for $v_w$, $r_*$, and $T_n$ in the regular grid of thermodynamic parameters (see Table 8.3) do not directly correspond to the ranges used for the priors in Table 8.1. As we will go on to consider high signal-to-noise ratio fiducial models we do not expect the MCMC chain to explore these relatively low signal-to-noise ratio regions. In order to reduce the computation time of the fit array and focus on a denser population of points in the regions of parameter space we expect the chains to explore, we trim the lower bounds on $v_w$, $r_*$, and $T_n$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min.</th>
<th>Max.</th>
<th>No. of points</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_n$</td>
<td>50GeV</td>
<td>5000GeV</td>
<td>20</td>
<td>logarithmic</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.01</td>
<td>0.67</td>
<td>44</td>
<td>logarithmic</td>
</tr>
<tr>
<td>$r_*$</td>
<td>0.05</td>
<td>0.5</td>
<td>19</td>
<td>logarithmic</td>
</tr>
<tr>
<td>$v_w$</td>
<td>0.4</td>
<td>0.9</td>
<td>43</td>
<td>linear</td>
</tr>
</tbody>
</table>

Table 8.3: Regular grid of thermodynamic parameters used to construct the fit array. Notice that the scaling corresponds to the prior density in Table 8.1.

The starting point for each fit was the following: $\Omega_p$: peak value for injected GW power spectra, $f_p$: frequency corresponding to the peak amplitude, $r_b$: 0.5, and $b$: 0.4. The values for $r_b$ and $b$ were chosen to be generic starting points. In order to improve efficiency of the fit array generation, we chose convergence criteria $\rho_{\text{end}}$, which corresponds to the minimum allowed value of the trust region radius, to depend on signal-to-noise ratio $\rho$:

$$
\begin{align*}
\rho &\leq 0.001 & \rho_{\text{end}} &= 0.01, \\
0.001 < \rho &\leq 1 & \rho_{\text{end}} &= 0.001, \\
\rho &> 1 & \rho_{\text{end}} &= 0.00001.
\end{align*}
$$

(8.27)

The fit array described here, which is a catalogue of thermodynamic parameters and their corresponding spectral parameters, forms the basis of both the theory-informed induced prior on the spectral parameters presented in Sec. 8.5.2, and our reconstruction algorithm presented in Sec. 8.5.3.

The computational cost to generate the fit array can be split into two parts. Firstly, we have to evaluate the theoretical GW power spectra for all parameter combinations, and then we have to perform the optimiser fits. For the SSM the first part is relatively quick because the GW power spectrum for different $r_*$ and $T_n$ combinations can be rapidly evaluated by rescaling according to Eq. 8.4. The 718960 optimiser fits to these spectra
took 3000 core hours and form the main upfront cost of the method.

### 8.5.2 Induced prior on the spectral parameters

In this section we suppose that there is some physically motivated prior imposed on the thermodynamic parameters, \( \pi(\tilde{\theta}) \), and address the problem of finding the prior induced by the map on the spectral parameters, \( \pi(\theta) \). In the case that there are the same number of parameters \( m \) in each space, and that the map is differentiable, the induced prior is the imposed prior multiplied by the Jacobian determinant of the map,

\[
\pi(\theta) = \pi(\tilde{\theta}) \left| \frac{\partial(\tilde{\theta}_1, \ldots, \tilde{\theta}_m)}{\partial(\theta_1, \ldots, \theta_m)} \right|.
\] (8.28)

The Jacobian determinant gives the ratio between a volume element in the original \( \tilde{\theta} \)-space, and its image in the \( \theta \) space. Unfortunately, the mapping between spectroscopic and thermodynamic parameters is not analytic in most of the cases that we would consider in this context, so we must resort to the alternative approach. We have already obtained a sample of the thermodynamic parameters in the last section: the fit array \( \Theta \). The density of the sample is proportional to the prior density, that is, both the grid and the prior are uniform in either the parameter or its logarithm. Hence we can directly compute the prior for the spectral parameters as

\[
\pi(\theta) = \Delta(\theta),
\] (8.29)

where \( \Delta(\theta) \) is the density in the spectral parameter space induced by the mapping of the regular grid. As the fit array \( \Theta \) is discrete, we use it to generate a frequency histogram on the spectral parameter space, and smooth the histogram value using a kernel density estimator (from \texttt{scipy.stats} [176]) to approximate the density \( \Delta(\theta) \). This is the prior that we will use in the MCMC runs which are aimed at recovering the thermodynamic from the spectral parameters. Notice that possible exclusion regions in the thermodynamic parameter space (such as that on the \((\alpha, v_w)\) described in Section 8.4.2) are automatically accounted for in the mapping fit array \( \Theta \), simply by the corresponding region having been excluded from the original grid.

The 2D projections of the induced prior probability density functions are shown in Fig. 8.1, where the red and blue regions correspond to high and low prior probability respectively. The prior bounds we implement for the thermodynamic parameter space approximately correspond to the region of thermodynamic parameter space where the SGWB has signal-to-noise ratio \( \rho > 1 \). This means the induced priors shown in Fig. 8.1
contain the spectral parameter space for a first order phase transition observable at LISA. These priors are clearly different from the naive uniform priors that we started from for the spectroscopic parameters, i.e. uniform on \((\log_{10} \Omega_p, \log_{10}(f_p/\text{Hz}), r_b, b)\). This difference remarks the need to account for the mapping by using the induced prior of Eq. (8.29), or we would be inadvertently imposing a very non-physical prior on the thermodynamic parameters when recovered as explained in the next section.

Figure 8.1: 2D projections of the induced priors on the spectral parameters, where red and blue regions correspond to high and low probability respectively. Notice the difference between this prior density and the one described in Sec. 8.4.3, which remarks the need for the use of the induced prior in order for the recovered thermodynamic parameter constraints to be physically meaningful.

### 8.5.3 Reconstruction of the thermodynamic parameters

As a last step to produce constraints on the thermodynamic parameters from a sample of the spectral ones, we need to map the spectral parameters in the sample back to their corresponding thermodynamic ones. The fit array \(\Theta\) cannot simply be inverted, since it is not regularly spaced in the spectral parameter space, and in any case we would need to interpolate to obtain mappings of arbitrary points that are not in the grid. Here we describe a procedure to do both the inversion and interpolation at once.

For a set of spectral parameters \(\theta = (\log_{10} \Omega_p, \log_{10}(f_p/\text{Hz}), r_b, b)\), the aim is to find a
unique set of thermodynamic parameters $\tilde{\theta} = (\log_{10}(T_n/\text{Gev}), \log_{10}\alpha, \log_{10}r_*, v_w)$. We do this by finding a weighted nearest neighbour. The displacement of $\theta$ from a given element of $\Theta$ is given by

$$\Delta \theta = \theta - \Theta = (\Delta \log_{10} \Omega_p, \Delta \log_{10} f_p, \Delta r_b, \Delta h).$$  \hfill (8.30)

The distance $d$, in spectral parameter space, between the input point $\theta$ and a point in the fit array $\Theta$ is given by

$$d = \sqrt{\Delta \log_{10} \Omega_p^2 + \Delta \log_{10} f_p^2 + \Delta r_b^2 + \Delta h^2 + \epsilon},$$  \hfill (8.31)

where $\epsilon$ is a small value used as a regulator preventing divide by zero errors. We take the 5 smallest values of distances to build the array $d_a$ of the 5 nearest neighbours. The 5 corresponding sets of thermodynamics parameters $\tilde{\theta}_a$ are then averaged with the inverse square of the distance (Eq. (8.31))

$$\tilde{\theta} = \frac{\sum_{a=1}^{N} \tilde{\theta}_a / d_a^2}{\sum_{a=1}^{N} 1 / d_a^2}.$$  \hfill (8.32)

This is the reconstructed thermodynamic parameter, illustrated by the filled triangle in Fig. 8.2. The evaluation time of the reconstructed parameters as described in Eq. 8.32 method is minimal so we can calculate them as we sample on the spectral parameters.

**Figure 8.2**: A regular grid of thermodynamic parameters $\tilde{\theta}_n$ shown with filled points, $\Theta$ is the fit array that connects the spectral parameters $\theta_n$ to the corresponding to $\tilde{\theta}_n$. The irregular grid of spectral parameters $\theta_n$ found using the optimiser fit are shown here as unfilled points. $d_a$ is the distance between set of spectral parameters $\theta$ to reconstruct, shown here as a triangle, and one of the five nearest neighbours in the $\theta_n$ grid. The filled triangle in the thermodynamic parameter space on the left represents the reconstructed thermodynamic parameters.
An important feature of this reconstruction technique is that excluded regions of the parameter space can never be accessed by the reconstructed parameters (as long as the mapping is well-behaved, which it will be if the spectroscopic template is a good enough approximation to the physical one). As the grid will not contain points in the excluded regions, all points $\tilde{\theta}_a$ corresponding to the nearest neighbours will necessarily be allowed values, and (provided the allowed region is convex) their weighted sum will too.

8.5.4 Properties of the reconstructed thermodynamic posterior

It would be desirable if the induced prior on the spectral parameters would approach the original thermodynamic prior when reconstructing the thermodynamic parameters on finer and finer grids. However, in order for this to be achievable, every possible physical template must be reproduced exactly by the spectroscopic template with some unique combination of the spectral parameters, the mapping between the two sets of parameters must be one-to-one, and the optimiser must find the precise correspondence every time.

These conditions are not generally satisfied, and so it is to be expected that the recovered thermodynamic parameters will not be distributed according to the exact physical prior, and thus the reconstructed posteriors will not be equivalent to the ones we would obtain by sampling directly on the thermodynamic parameters. Nevertheless, reasonably small deviations from these conditions (e.g. the spectroscopic template may miss some corner-case physical features, the fit array grid is fine but finite, or the optimiser fails to find the best fitting function) will still produce priors with useful properties: parameter values for physically excluded regions can never be recovered (as explained in the last section), the base density for the thermodynamic parameters (e.g. uniform, log-uniform...) is preserved; and on data containing an actual signal, the best-fit model of a hypothetical thermodynamic sample has high likelihood of being contained within the reconstructed contours.

The inevitable differences in the prior indicates that the reconstructed posteriors should not be interpreted as a direct reconstruction of the actual ones, but these nice properties guarantee that they provide a sound but much cheaper first order approximation to parameter constraints in the physical parameters, which is physically reasonable (reproduces exclusions and densities) that can be used e.g. to refine the spectroscopic formula or the fit array in the region of interest to get an even better approximation.

In the next section we will find some of these differences and test the soundness of
the reconstructed posteriors using to benchmark cases.

8.6 Results

We perform MCMC inference for two fiducial models: a deflagration and a detonation, each with signal-to-noise $\rho \sim 40$. In each case the injected signal contains the SGWB from a first order phase transition, as described by the SSM Eq. (8.6), and the LISA instrument noise, as described by Eq. (8.20).

For each fiducial model we perform three MCMC runs: sampling on the spectral parameters with the flat priors given in Table 8.2, sampling on the spectral parameters with the induced priors as described in Sec. 8.5.2 and Fig. 8.1, and sampling on the thermodynamic parameters with the priors given in Table 8.1.

The MCMC runs are implemented using \texttt{Cobaya} [93] with a log-likelihood described by Eq. (8.23). For the MCMCs that sample on the spectral parameters the SGWB from a phase transition is described by Eq. (8.10) and $\theta = (\log_{10} \Omega_p, \log_{10}(f_p/\text{Hz}), r_b, b)$. When sampling directly on the thermodynamic parameters the phase transition signature is described by Eq. (8.6) and $\tilde{\theta} = (\log_{10}(T_n/\text{Gev}), \log_{10} \alpha, \log_{10} r_*, v_w)$.

The set-up for the MCMC runs is as follows. \texttt{Cobaya} uses the Gelman-Rubin statistic $R - 1$ as the convergence criteria, specifically we use $R - 1 \leq 0.001$ for the spectral samples and $R - 1 \leq 0.01$ for the thermodynamic samples (as they take longer to evaluate). The maximum number of tries at each point in the chain is 100000. For the runs on spectral parameters we use the optimiser fit (as described in Sec. 8.5.1) to the injected phase transition signal as the starting point of the chain. For the thermodynamic samples the starting point of the chain is taken from a Gaussian draw centred around the fiducial model values.

For the MCMC samples performed here with a single chain and four threads, the spectral sample with the induced prior took $\sim 5$ days to converge with $\sim 200,000$ points in the chain. The corresponding direct sample on the thermodynamic parameters took $\sim 16$ days to reach $R - 1 \leq 0.01$ with $\sim 70,000$ points in the chain.
8.6.1 Deflagration fiducial model

For the deflagration fiducial model we use $v_w = 0.55$, $\alpha = 0.4$, $r_\star = 0.1$ and $T_n = 120$ GeV, which has a signal-to-noise ratio $\rho = 40.1$.

In Fig. 8.3a we present the results for the spectral samples in the deflagration case. The blue regions show the posterior with the uniform spectral priors given in Table 8.2. The purple regions show the posteriors when the induced prior informed by the thermodynamic parameter space is included. The cross-hairs show the start point of the chain, which corresponds to the optimiser fit to the spectrum generated from the thermodynamic fiducial model.

Figure 8.3: Triangle plots for the deflagration fiducial model $\alpha = 0.4$, $v_w = 0.55$, $r_\star = 0.1$, $T_n = 120$ GeV, for MCMCs sampling on spectral parameters 8.3a and thermodynamic parameters 8.3b. On the left, the spectral MCMC samples with flat priors (blue) and with induced priors (purple). The cross hairs in the spectral triangle plots mark the best fit to the injected spectrum calculated using the optimisation procedure described in Section 8.5. On the right are the corresponding samples on the thermodynamic parameters (green) and thermodynamic parameters reconstructed from the spectral sample (purple). The cross hairs in the thermodynamic triangle plot show the injected thermodynamic parameters. The grey shading in the $v_w$-$\alpha$ plot shows the region excluded by the physical prior, described in Eq. (8.26).

For each point in the spectral parameter chain with the induced priors we perform
the reconstruction algorithm Eq. (8.32) to build a corresponding chain of reconstructed thermodynamic parameters. The distributions corresponding to reconstructed thermodynamic parameters are shown in purple in Fig. 8.3b. The posterior from the MCMC sampling directly on the thermodynamic parameters is shown in green in Fig. 8.3b.

The marginalised 1D and 2D posteriors in Fig. 8.3a from the flat and induced priors are in good agreement. The 2D posteriors for the MCMC sample with the induced priors (purple) cover a smaller area. The difference is mostly due to a prior cut for large \( r_b \), which is not favoured by the SSM, despite being allowed by the data. The disfavouring of large \( r_b \) values can be seen as a sharp fall for \( r_b \simeq 0.5 \) in the induced prior of Fig. 8.1. The break ratio \( r_b \) is the hardest for the MCMC to estimate as it requires knowledge of both breaks in the GW power spectrum. In this case (and in general) one of the breaks is at low or high frequencies and out of LISA’s peak sensitivity region. The means and 68% credible intervals for the spectral parameters for the flat and induced priors are summarised in Table 8.4.

<table>
<thead>
<tr>
<th></th>
<th>( \log_{10} \Omega_p )</th>
<th>( \log_{10}(f_p/\text{Hz}) )</th>
<th>( r_b )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat priors</td>
<td>(-9.791^{+0.044}_{-0.075})</td>
<td>(-3.78^{+0.12}_{-0.036})</td>
<td>&lt; 0.368</td>
<td>( 0.78^{+0.58}_{-0.67} )</td>
</tr>
<tr>
<td>Induced priors</td>
<td>(-9.779^{+0.046}_{-0.063})</td>
<td>(-3.81^{+0.11}_{-0.048})</td>
<td>&lt; 0.267</td>
<td>( 0.70^{+0.30}_{-0.47} )</td>
</tr>
</tbody>
</table>

Table 8.4: Means and 68% credible intervals for the spectral parameters, deflagration fiducial model.

We now consider the results for the posteriors on the thermodynamic parameters and compare the results from the direct sample and the reconstructed sample. In Fig. 8.3b there is general agreement between the two sets of 2D posteriors. In particular, we note the directions of the correlations in the 2D posteriors are recovered well in the reconstructed sample. The largest difference appears for the Hubble-scaled mean bubble spacing \( r_* \), which has a tighter lower bound and more defined peak than the posterior from the directly sampled thermodynamic parameters. This difference is not surprising, since the direct thermodynamic sample also fails to recover \( r_* \). This is because the injected \( r_* \) value is hard to distinguish from higher ones: the SGWB for this deflagration has a plateau peaking at a frequency lower than LISA’s peak sensitivity, and increasing \( r_* \) displaces the signal peak towards lower frequencies at the same time as increasing the amplitude, keeping the signal-to-noise approximately constant (see Fig. 1c of [1]). This effect can also be seen as a degeneracy between \( \Omega_p \) and \( f_p \); the reconstruction simply selects from the long tails the
values that are more likely to be reproduced by a spectroscopic template. The wall speed posterior is bi-modal because away from the speed of sound detonations and deflagrations have similar spectral shape (this can be seen in Fig. 1 in [1]).

The means and 68% credible intervals for the thermodynamic parameters for the direct and reconstructed samples for the deflagration case are summarised in Table 8.5.

<table>
<thead>
<tr>
<th></th>
<th>$v_w$</th>
<th>$\log_{10} \alpha$</th>
<th>$\log_{10} r^*$</th>
<th>$\log_{10}(T_n/\text{GeV})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiducial</td>
<td>0.55</td>
<td>-0.398</td>
<td>-1</td>
<td>2.08</td>
</tr>
<tr>
<td>Direct</td>
<td>$0.630^{+0.17}_{-0.059}$</td>
<td>$&gt;-0.595$</td>
<td>$&gt;-0.890$</td>
<td>$2.03^{+0.27}_{-0.54}$</td>
</tr>
<tr>
<td>Reconstructed</td>
<td>$0.646^{+0.098}_{-0.075}$</td>
<td>$-0.52^{+0.12}_{-0.15}$</td>
<td>$-0.59^{+0.22}_{-0.13}$</td>
<td>$2.15^{+0.14}_{-0.36}$</td>
</tr>
</tbody>
</table>

Table 8.5: Thermodynamic parameters for the fiducial deflagration model, and the thermodynamic parameters inferred from the MCMC samples. “Direct” uses chains sampled directly on the thermodynamic parameters, “reconstructed” uses chains sampled on the spectral parameters, and reconstructs the corresponding thermodynamic parameters using the method described in Section 8.5. Values given are means and 68% confidence intervals.

In Fig. 8.4a we compare GW power spectra for the injected deflagration fiducial model (orange line) with the best fit spectra for the MCMC inferences, with flat and induced priors on the spectral parameters, shown in blue and purple respectively. The light grey and dark grey bands highlight the 68% and 95% confidence intervals on the GW spectra from the MCMC simulation which samples on the spectral parameters with the induced prior. In the frequency window that corresponds to LISA’s peak sensitivity the spectra agree well. In the low frequency region the best fit for the induced prior run does not match with the injected phase transition signal so well; here LISA has little constraining power because of the low sensitivity, and the induced prior does not prevent sampling on very low values of $r_b$. For the MCMC on the thermodynamic parameters the best fit spectra are shown in purple and green for the reconstructed and direct samples respectively in Fig. 8.4b. Here we see the spectrum from the best fit of the reconstructed thermodynamic parameters sample falls within the 95% confidence band over the majority of the frequency band.

### 8.6.2 Detonation fiducial model

For the detonation fiducial model we use $v_w = 0.88$, $\alpha = 0.3$, $r_* = 0.1$ and $T_n = 200$ GeV, which has a signal-to-noise ratio $\rho = 38.6$. In this case, the chosen wall speed is close to
Figure 8.4: Injected and best fit spectra for the detonation fiducial model with $v_w = 0.88$, $\alpha = 0.2$, $r_s = 0.1$, $T_n = 200\text{GeV}$. The light and dark grey bands show the 1 and 2 sigma spread on the power spectra for the MCMC sample with the induced prior. In the spectral parametrisation (a) the best fit spectrum with the uniform prior is shown in blue, and the induced prior is shown in purple. In the thermodynamic parametrisation (b): the best fit spectrum for the direct sampling is shown in green, and the reconstructed sampling in purple. In both cases the injected spectrum is shown in yellow.

the upper bound on the prior, and so we expect this choice to test the edge effects in the reconstruction method.

We follow the same approach for the detonation as for the deflagration fiducial model. In Fig. 8.5a we present the triangle plots for the spectral parameters with flat priors (blue) and induced priors (purple). Again, there is good agreement between the 1D and 2D posteriors from the flat and induced priors. Here, unlike the deflagration case, the 2D posteriors for MCMC runs with the induced priors cover a larger area than those for the flat priors. In this case the spectral best fit has a large negative $b$, which is disfavoured by the induced prior, so the sampling is predominantly on less negative values of $b$. The strong correlation between $b$ and $r_b$ increases the apparent area wherever one of these parameters appears. The means and 68% credible intervals of the chains are presented in Table 8.6.

<table>
<thead>
<tr>
<th></th>
<th>$\log_{10} \Omega_p$</th>
<th>$\log_{10}(f_p/\text{Hz})$</th>
<th>$r_b$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat priors</td>
<td>$-10.332^{+0.050}_{-0.11}$</td>
<td>$-3.58^{+0.12}_{-0.042}$</td>
<td>$0.617^{+0.031}_{-0.019}$</td>
<td>$-1.29^{+0.20}_{-0.25}$</td>
</tr>
<tr>
<td>Induced priors</td>
<td>$-10.326^{+0.057}_{-0.12}$</td>
<td>$-3.64^{+0.16}_{-0.059}$</td>
<td>$0.585^{+0.047}_{-0.033}$</td>
<td>$-1.04^{+0.33}_{-0.28}$</td>
</tr>
</tbody>
</table>

Table 8.6: Means and 68% credible intervals for the spectral parameters, detonation fiducial model.
In Fig. 8.5b we present the triangle plot for the reconstructed (purple) and direct (green) samples on the thermodynamic parameters. Again there is general agreement in the 1D and 2D posteriors. For the 2D posteriors that include the wall speed there is a greater spread in the reconstructed samples, as the correlations with the other three parameters are not reproduced. This is a rather special region of thermodynamic parameter space: small changes in the wall speed make large changes in the power spectrum at higher frequencies, as can be seen in Fig. 1a of Ref. [1]. This accounts for the broadness of the 68% and 95% bands of the gravitational wave power spectrum for the reconstructed sample in Fig. 8.6b. The GW power spectra possible in this region of parameter space are also not well described by the double broken power law. This results in a wide range of wall speeds being mapped onto the small range of spectral parameters in the fit array, which subsequently causes the broad spread in the reconstructed posteriors.

An edge effect is also on display in the 1D and 2D posteriors for $v_w$: the sampling on the thermodynamic parameters explores the region all the way up to the upper bound, while there is a cut-off in the posterior reconstructed from the sampling with spectral parameters. This can be ascribed to the kernel density estimate smoothing the prior at the boundaries. We would expect to reduce the edge effect by refining the grid near the boundary.
The means and 68% credible intervals for the thermodynamic parameters in the case of the detonation fiducial model are displayed in Table 8.7.

<table>
<thead>
<tr>
<th></th>
<th>(v_w)</th>
<th>(\log_{10} \alpha)</th>
<th>(\log_{10} r_s)</th>
<th>(\log_{10}(T_n/\text{GeV}))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fiducial model</strong></td>
<td>0.88</td>
<td>-0.52</td>
<td>-1</td>
<td>2.30</td>
</tr>
<tr>
<td><strong>Direct</strong></td>
<td>&gt; 0.843</td>
<td>(-0.60^{+0.21}_{-0.17})</td>
<td>(-0.85^{+0.18}_{-0.37})</td>
<td>(2.41^{+0.25}_{-0.31})</td>
</tr>
<tr>
<td><strong>Reconstructed</strong></td>
<td>0.840^{+0.041}_{-0.025}</td>
<td>(-0.59^{+0.15}_{-0.18})</td>
<td>(-0.68^{+0.20}_{-0.13})</td>
<td>(2.54^{+0.23}_{-0.20})</td>
</tr>
</tbody>
</table>

Table 8.7: Thermodynamic parameters for the fiducial detonation model, and the thermodynamic parameters inferred from the MCMC samples. “Direct” uses chains sampled directly on the thermodynamic parameters, “reconstructed” uses chains sampled on the spectral parameters, and reconstructs the corresponding thermodynamic parameters using the method described in Section 8.5. Values given are means and 68% credible intervals.

In Fig. 8.6a we show the 68% and 95% confidence band on the GW spectra from the MCMC simulation which samples on the spectral parameters with the induced prior. The injected signal falls within the 95% confidence band in both the spectral parametrisation and in the thermodynamic parametrisation. In the thermodynamic parametrisation, shown in Fig. 8.6b, the best fit spectra coincide very well with the injected spectrum, for both direct (green) and reconstructed sampling (purple).
Figure 8.6: Injected and best fit spectra for the detonation fiducial model with $v_w = 0.88$, $\alpha = 0.2$, $r_* = 0.1$, $T_n = 200\text{GeV}$. The light and dark grey bands show the 1 and 2 sigma spread on the power spectra for the MCMC sample with the induced prior. In the spectral parametrisation (a) the best fit spectrum with the uniform prior is shown in blue, and the induced prior is shown in purple. In the thermodynamic parametrisation (b): the best fit spectrum for the direct sampling is shown in green, and the reconstructed sampling in purple. In both cases the injected spectrum is shown in yellow.

8.7 Conclusions

In this paper we introduced and tested a method for investigating LISA’s sensitivity to a SGWB from a first order phase transition using parametrised templates as an approximation to the more complete sound shell model (SSM) of gravitational wave production. The parametrised template took the form of a double broken power law, a function of four “spectral” parameters. We investigated what information about the thermodynamic parameters of the sound shell model (wall speed $v_w$, phase transition strength $\alpha$, Hubble-scaled mean bubble spacing $r_*$, and nucleation temperature $T_n$) can be obtained from sampling on the spectral parameters. The double broken power law is advantageous as it is a simple function, and therefore much faster to evaluate than the SSM, which involves a rather complex sequence of operations [4]. However, the mapping from the spectral to the thermodynamic parameters is not straightforward, as discussed in [1]. Here we have proposed a reconstruction method as a solution to this problem.

The motivation for developing the reconstruction algorithm was to provide a less computationally intense way to perform MCMC runs that constrain the thermodynamic parameters of a first order phase transition. The evaluation time of a proposal in the reconstructed chain is $\mathcal{O}(1000)$ times quicker than in the direct chain. This reconstruction
method could be applied to other data analysis problems where the connection between a computationally intensive theoretical model and an analytic fit is required.

A key component of the reconstruction method is the construction of the prior induced on the spectral parameter space by the mapping from the “physical” prior on the thermodynamic parameter space. The other is the construction of the inverse mapping.

To illustrate and test the method, we consider two thermodynamic fiducial models: a deflagration and a detonation, each with signal-to-noise ratio around 40. For each fiducial model we perform 3 MCMC runs: the first samples on the spectral parameters with uniform priors, the second samples on the spectral parameters with an induced prior that is informed by the thermodynamic parameter space, and the last one direct samples on the thermodynamic parameters. For the MCMC runs sampling on the spectral parameters with the induced priors, using our reconstruction method, we also constructed a derived chain of reconstructed thermodynamic parameters.

The success of the method can be judged by its ability to recover the physical parameters and the spectrum of the injected SGWB to 95% confidence. For example, for the deflagration model with $v_w = 0.55$, $\alpha = 0.4$, $r_s = 0.1$, $\log_{10}(T_n/\text{GeV}) = 2.079$ the best constrained thermodynamic parameters are, as can be seen in Table 8.5, the wall speed $v_w = 0.630^{+0.17}_{-0.059}$ and the nucleation temperature $\log_{10}(T_n/\text{GeV}) = 2.03^{+0.27}_{-0.54}$. The corresponding reconstructed thermodynamic parameters are $v_w = 0.646^{+0.098}_{-0.075}$ and $\log_{10}(T_n/\text{GeV}) = 2.15^{+0.14}_{-0.36}$. In general the reconstruction method successfully reconstructed the shape of the 1D posterior distributions. The reconstruction could be further improved with a finer grid in the space of thermodynamic parameters used to generate the fit array.

Finally, we highlight the reconstruction method presented here is easily adaptable to different likelihood models (e.g. one with the astrophysical foregrounds included) without the need to recalculate the physical set of SGWBs. More importantly, in the likely scenario that LISA will release a set of posteriors on generic spectroscopic templates, this method would allow us to extract sound constraints on physical parameters.
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Chapter 9

Conclusions

In this thesis we have investigated LISA’s ability to constrain parameters associated with a stochastic gravitational wave background from a first order phase transition at the electroweak scale.

We began in Chapter 2 with a review of general relativity, cosmology and the theory of gravitational waves. We outlined the mechanisms for producing GWs during (and shortly after) a first order phase transition in Chapter 3. The key takeaways from this chapter were: the SGWB for a first order phase transition can be described by four key thermodynamic parameters (the nucleation temperature $T_n$, the phase transition strength $\alpha$, the wall speed $v_w$ and the Hubble-scaled mean bubble spacing $r_*$); the sound wave contribution is expected to dominate the total GW signature from such a transition; and the most sophisticated model for calculating this acoustic contribution is the sound shell model. We then described the GW experiments sensitive to a SGWB from a first order phase transition in Chapter 4, focusing on the ESA-NASA mission LISA which is due to launch in 2035. The final chapter of the preliminary material, Chapter 5, focuses on the Fisher matrix analysis and Markov chain Monte Carlo methods which we utilised in Chapters 6-8.

The first article of this thesis was presented in Chapter 6, where we used the sound shell model to characterise the gravitational wave power spectrum, and the Fisher matrix to estimate uncertainties in the parameters of the GW power spectrum. We explored a thermodynamic parameter space that corresponds to the region explored so far by numerical simulations. We showed that the power spectrum in the sound shell model can be well approximated by a four-parameter double broken power law, and find that the peak power
and frequency can be measured to approximately 10% accuracy for signal-to-noise ratios above 20. Determinations of the underlying thermodynamic parameters are complicated by degeneracies, but in all cases the phase boundary speed will be the best constrained parameter. For the principal components of the Fisher matrix, a signal-to-noise ratio above 20 produces a relative uncertainty less than 3% in the two highest-order principal components, indicating good prospects for combinations of parameters. The highest-order principal component is dominated by the wall speed. These estimates of parameter sensitivity provide a preliminary accuracy target for theoretical calculations of thermodynamic parameters.

In Chapter 7 we studied the ability of LISA to observe a gravitational-wave background from phase transitions in the presence of an extragalactic foreground from binary black hole mergers throughout the universe, a galactic foreground from white dwarf binaries, and LISA noise. We modelled the phase transition gravitational wave background as a double broken power law and used the deviance information criterion as a detection statistic. We used Fisher matrix and Markov Chain Monte Carlo methods to assess the measurement accuracy of the parameters of the power spectrum. The general agreement found between the FM and MCMC results in this work allowed us to confirm the results for the spectral parameters from paper 1. While estimating all the parameters associated with the gravitational-wave backgrounds, foregrounds, and LISA noise, we found that LISA could detect a gravitational-wave background from phase transitions with a peak frequency of 1 mHz and normalized energy density amplitude of $\Omega_p \approx 3 \times 10^{-11}$. With $\Omega_p \approx 10^{-10}$, the signal is detectable if the peak frequency is in the range $4 \times 10^{-4}$ to $9 \times 10^{-3}$ Hz, and the peak amplitude and frequency can be estimated to an accuracy of 10% to 1%.

In Chapter 8 we introduced and tested a method for investigating LISA’s sensitivity to gravitational waves from a first order phase transition using parametrised templates as an approximation to a more complete physical model. The motivation for developing the method was to provide a less computationally intensive way to perform Markov Chain Monte Carlo (MCMC) inference on the thermodynamic parameters of a first order phase transition, or on generally computationally intensive models. We constructed a prior on the empirical parameters that contains the necessary information about the physical parameters; we then used the inverse mapping to reconstruct approximate posteriors on the physical parameters from a fast MCMC on the empirical template. We tested the method on a double broken power law approximation to spectra in the sound shell model. The
reconstruction method substantially reduces the proposal evaluation time, and despite requiring some precomputing of the mapping, this method is still cost-effective overall. In two test cases, with signal-to-noise $\sim 40$, the method recovered the physical parameters and the spectrum of the injected gravitational wave power spectrum to 95% confidence. In previous Fisher matrix analysis we found the phase boundary speed $v_w$ was expected to be the best constrained of the thermodynamic parameters. In this work, for an injected phase transition GW power spectrum with $v_w = 0.55$, with a direct sample on the thermodynamic parameters we recovered $0.630^{+0.17}_{-0.059}$ and for our reconstructed sample $0.646^{+0.098}_{-0.075}$.

This thesis has focused on the observational prospects for a SGWB from a first order phase transition at the upcoming GW observatory LISA. In the papers presented here we have shown that it is possible that the spectral shape and the parameters associated with a phase transition could be recovered at LISA, for a sufficiently loud SGWB, even in the presence of astrophysical foregrounds. It is not straight forward to give a single signal-to-noise ratio that would allow for the detection and reconstruction of the SGWB from a first order phase transition as this depends on the location of the SGWB relative to the LISA sensitivity curve and astrophysical foregrounds, and the nature of the spectral shape of the SGWB itself. In general one could expect to detect a SGWB with a signal-to-noise ratio between 20 – 40 if the peak frequency falls within LISA’s peak sensitivity region.

The method for reconstructing the physical parameters from the empirical parameters of a spectral template presented here provides a promising method for performing quick preliminary scans in LISA data that would generate initial constraints on the thermodynamic parameters. This could then be followed up with a focused direct exploration of the thermodynamic parameters.

In this thesis we have used a double broken power law as a spectral template for the sound shell model, whilst this fit works well for a broad range of the thermodynamic parameter space there is room for improvement. As the understanding of shocks and turbulence improves it will become feasible to include these contributions when modelling the GW power spectrum from a first order phase transition. The double broken power law could be adapted to allow the inclusion of such GW sources by relaxing the constraints on the high and low frequency spectral slopes.

To further understand the robustness of the reconstruction method one could perform the analysis for a wider set of thermodynamic parameters, in particular for SGWB that
peak at higher frequencies. Whilst we have been able to compare the Fisher matrix and MCMC results for the spectral parameters a thorough comparison has not been completed for the thermodynamic results. These results will be especially informative as the MCMC samples we have obtained seem to have performed better than expected for the nucleation temperature. For the deflagration fiducial model with signal-to-noise ratio \( \sim 40 \) the relative uncertainty in the nucleation temperature, as found by the MCMC inference on the thermodynamic parameters, is \( \Delta T_n / T_n \sim 0.4 \); in the Fisher matrix analysis a comparable set of thermodynamic parameters resulted in \( \Delta T_n / T_n > 1 \).

The reconstruction method developed here could be applied to other problems; one possible example is investigating LISA’s ability to constrain the underlying physics parameters. There is ongoing work, which considers a Standard Model extension with a Higgs triplet, investigating how the bounds on the thermodynamic parameters translate into bounds on model parameters (masses and couplings). The reconstruction method would lend itself well to this work as calculating the thermodynamic parameters from the underlying parameters is computationally expensive.

With the launch of LISA planned for 2035 it is an exciting time for GW science and I hope that the work presented in this thesis will contribute to the effort to use LISA as a probe of the very early universe.
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