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Abstract

This thesis introduces a program logic for an extension of the call-by-value simply typed \(\lambda\)-calculus (STLC), with a mechanism for the generation of fresh names via \texttt{gensym}, which is an adaptation of Pitts and Stark’s \(\nu\)-calculus [52]. Names can be compared for equality and inequality, producing programs with subtle observable properties.

Hidden names, produced by interactions between name generation and \(\lambda\)-abstraction, are captured logically with a new restricted quantification. The restrictions require only derived values from previously derived terms, ensuring hidden names are not revealed. The concept of derivation is extended to type contexts and models, ensuring hidden names are not revealed at later stages. Type contexts are adapted to include an order and the ability to represent future extensions. The logic quantifies over future extensions, using a second-order quantification over future type contexts. This quantification names the future context to allow for them to be reasoned about within the logic.

A new model construction is introduced to replicate the order in which names and values are produced with potentially hidden names. The semantics of the logic in the new model are used to prove each axiom and rule sound and as such the soundness of the logic. A proof that the logic is an extension of the STLC logic is given alongside a sketch of the proof that the extension is conservative.

Usage of the logic is illustrated through reasoning about numerous examples. These examples range from simple STLC and \(\nu\)-calculus examples to well-known difficult programs from the literature.
Preface

This thesis is an extended version of the work presented in [17]. The paper was written by myself as the lead author, and my supervisor, Dr Martin Berger, as the co-author, however, the work outlined is substantially my own. The program logic, the model and the soundness proofs have all been designed and proven by myself under the supervision of Dr Martin Berger. The text from the paper has primarily been expanded upon and no longer exists in its original form in this thesis. This thesis extends the paper with some new axioms and more detailed explanations and reasoning examples, however the core mathematical concepts remain the same. Unlike the paper, the soundness proofs and all the requirements for it are included in their entirety in this thesis.
Notation

Notational abbreviations are included here to provide an easy reference for the reader. The abbreviations F.O.L., M.P. and I.H. are shorthand for First Order Logic, Modus Ponens and Induction Hypothesis, respectively. When particular definitions, semantics, lemmas and theorems are referred to, these are abbreviated to Def., Sem., Lem. and Thm. respectively. When chapters and (sub)sections reference a particular part of the text, they are abbreviated to Chapt. and Sec. respectively.

The base program logic will be written in standard text where needed but when reasoning about this base logic, a meta-logic is required and for this a colour coded version is used i.e. meta−logic. This applies to all logical symbols listed here: ¬, ∧, ∨, →, ←, ↔, ∀, ∃.

Logical formulae or meta logical formulae which extend over the page width are re-written over multiple lines with the assumption that horizontal alignment is within the same bracket i.e. \( A \land \forall X.(B \rightarrow C) \) is identical to the following.

\[
A \\
\land \forall X. B \\
\rightarrow C
\]

Many soundness proofs and program logic derivations are displayed in the following form.

<table>
<thead>
<tr>
<th></th>
<th>Step</th>
<th>remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

The line numbers are included to be able to discuss the (meta) logical statement on the line with the remark on the right explaining how the statement is implied by the line(s) above using lemmas/tautologies or rules and axioms. Sometimes a \( \rightarrow \) or \( \leftrightarrow \) is included before the “Step X” to show that the proof works in a single direction or in both directions.

A summary of the notation used throughout this thesis is introduced in the following table, with the location of first introduction for convenience.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>First Defined In</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rightarrow$ (→*)</td>
<td>one (multiple) step reduction</td>
<td>Def. 4</td>
</tr>
<tr>
<td>↓</td>
<td>conversion relation</td>
<td>Def. 4</td>
</tr>
<tr>
<td>STLC</td>
<td>The simply typed $\lambda$-calculus</td>
<td>Sec. 2.1.2</td>
</tr>
<tr>
<td>$\nu_{GS}$-calculus</td>
<td>The gensym version of the $\nu$-calculus</td>
<td>Sec. 3.1</td>
</tr>
<tr>
<td>$\nu_{PS}$-calculus</td>
<td>The Original version of the $\nu$-calculus</td>
<td>Sec. 3.2</td>
</tr>
<tr>
<td>$\lambda$-logic</td>
<td>program logic for the STLC</td>
<td>Sec. 2.2.2</td>
</tr>
<tr>
<td>$\nu$-logic</td>
<td>program logic for the $\nu_{GS}$-calculus</td>
<td>Chapt. 4</td>
</tr>
<tr>
<td>Local-logic</td>
<td>program logic for the STLC with local state</td>
<td>Sec. 2.2.3</td>
</tr>
<tr>
<td>Alias-logic</td>
<td>program logic for the STLC with state and aliasing</td>
<td>Sec. 2.2.3</td>
</tr>
<tr>
<td>${A} {B}$</td>
<td>Hoare triples (imperative)</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>${A} \ M :_{u} {B}$</td>
<td>Hoare triples (functional)</td>
<td>Sec. 2.2.2</td>
</tr>
<tr>
<td>fv(·)</td>
<td>free variables</td>
<td>Def. 1</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Standard Type Context (STC)</td>
<td>Sec. 2.1.2</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Logic Type Context (LTC)</td>
<td>Sec. 4.1</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Type Context Variables (TCV)</td>
<td>Sec. 4.1</td>
</tr>
<tr>
<td>$\Pi \setminus TCV$</td>
<td>removal of all TCV from LTC</td>
<td>Def. 41</td>
</tr>
<tr>
<td>$\Pi \setminus x$</td>
<td>removal of variable $x$ from LTC</td>
<td>Def. 41</td>
</tr>
<tr>
<td>$\Pi \downarrow TC$</td>
<td>convert LTC to STC</td>
<td>Def. 41</td>
</tr>
<tr>
<td>$\delta(·)$</td>
<td>all names</td>
<td>Def. 20</td>
</tr>
<tr>
<td>$\Pi \vdash (\Gamma \vdash \cdot)$</td>
<td>LTC (STC) typing judgement</td>
<td>Def. 42 (Def. 36)</td>
</tr>
<tr>
<td>ftcv(·)</td>
<td>free type context variables</td>
<td>Def. 47</td>
</tr>
<tr>
<td>$[e/x]_{\Gamma}$</td>
<td>logical substitution ($\nu$-logic)</td>
<td>Def. 50</td>
</tr>
<tr>
<td>$[\Pi'/\delta]\Gamma$</td>
<td>logical substitution of LTC ($\nu$-logic)</td>
<td>Def. 53</td>
</tr>
<tr>
<td>EXTND_{synt} (s_{em})</td>
<td>syntactic (semantic) extension independence</td>
<td>Def. 54 (Def. 77)</td>
</tr>
<tr>
<td>THIN {syn} (s_{em})</td>
<td>syntactic (semantic) thinness</td>
<td>Def. 55 (Def. 78)</td>
</tr>
<tr>
<td>$\cong^G$</td>
<td>contextual congruence ($\nu_{GS}$-calculus)</td>
<td>Def. 29</td>
</tr>
<tr>
<td>$\xi$</td>
<td>model</td>
<td>Def. 58</td>
</tr>
<tr>
<td>$\xi$</td>
<td>interpretation in model $\xi$</td>
<td>Def. 13</td>
</tr>
<tr>
<td>$M^{[\Pi \vdash \cdot]<em>{\xi}}</em>{V}$</td>
<td>LTC derived value</td>
<td>Def. 68</td>
</tr>
<tr>
<td>$\xi \prec \xi'$ (\prec^{*})</td>
<td>single (multi) step model extension</td>
<td>Def. 69 (Def. 70)</td>
</tr>
<tr>
<td>$\Pi \triangleright \xi$</td>
<td>LTC constructed model</td>
<td>Def. 71</td>
</tr>
<tr>
<td>$\xi \models \cdot$</td>
<td>semantics in model $\xi$</td>
<td>Def. 74</td>
</tr>
<tr>
<td>$\xi \equiv \xi'$</td>
<td>congruent models</td>
<td>Def. 106</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

This chapter introduces the underlying concepts for the thesis at a level of understanding for all. The concept of names are introduced alongside the idea of program logics in Sec. 1.1 and Sec. 1.2 respectively. The overlap of these two concepts form the basis of the contributions of this thesis which are covered in Sec. 1.3. The outline of the thesis is given in Sec. 1.4.

1.1 Names

At birth each human is (normally) given a name. Each name uniquely identifies that single person however the name itself may not be unique. Consider the name Steve McQueen which may refer to the king of cool, the actor Terrance Steven McQueen or the Oscar winning director Steve Rodney McQueen. Now consider the name Pancho Elliott which, to the best of my knowledge, refers only to the author of this thesis. Names are used to refer to a wide range of “things” including companies, buildings, pets, ... you name it. Some names have structure such as the IP address 172.16.254.1, other names do not such as gobbledygook1234XYZ (or any other random combinations of letters and numbers). Names may not even be unique to homo-sapiens, signature whistles are thought to be used by bottlenose dolphins (Tursiops truncatus) to address each other [30, 32] and similar behaviour has been observed in parrotlets (Forpus passerinus) [3].

Names can be public knowledge, such as the web address www.google.com, whilst others are known to a select few, for example a secret password. In contrast, anybody can name any item by any name, this can be taken to their grave or shared with whomever they care to, but in either case these names are equally valid even if only one person uses such a name. The sharing of a name can be thought of as a scope, where a name never shared
has a small scope, while a name that is widely shared has a large scope. The scope of a name is fundamental to names themselves, considering that without the ability to share names they can only be known to one person and hence have very limited use.

One key aspect of names is the ability to distinguish them, i.e. is the *king of rock and roll* the same name as *Elvis Presley*? which is clearly false as they use different combinations of letters. A secondary aspect of names is the item they represent (or denote) i.e. is the *king of rock and roll* the same person as *Elvis Presley*? which is clearly true given the wide usage of the former to refer to the latter. The distinguishing of the identifier used as a name and the actual item the name denotes has been investigated at length throughout history [35, 21, 45]. This thesis focusses on the former by abstracting the idea of names and ignores the latter by not assigning meaning to names.

In many instances the actual name does not play an important role, it is purely the fact that everybody uses the same name to refer to the same object which is important. Consider the name *George* in English, this name can be, and often is, replaced by the name *Jorge* in Spanish or *Giorgio* in Italian, and it isn’t the specific name which is important but the fact that everybody uses the same name when referring to the same person (or item). If the two members of a conversation agree on a common name change for an item then the exact same meaning is conveyed by using the different name if used in the same context. This assumes the new name is not used elsewhere, otherwise complications arise. This same idea applies to programs which use variables. The variables do not have an inherent meaning so the names of the variables can be swapped if the swapping is done consistently. This feature is known as $\alpha$-convertibility and is introduced in more detail later in Def. 2.

Sometimes systematic methods of producing names are required. Examples of these include the names of pictures taken by digital cameras. These names may be given by a human (for instance a descriptive name), or sometimes these will be given by a machine. The machine may just number the pictures using information such as the date i.e. *Picture1/1/2021at00:00*, *Picture1/1/2021at00:04*, *Picture3/1/2021at12:00*... Alternatively a counter system may be used to name the images using some number that increases for each image i.e. *Picture1*, *Picture2*, ... The infiniteness of the number system and the purity of a counter, which adds one each time, makes this an attractive method to come up with new names.

Without considering what names represent, the most general idea of names includes a method to create new names and a method to share names (i.e. scope) and a method to
compare whether two names are equal. In common natural language, names are not often created, due to the learnt dictionary of names instilled in us from a young age, however any time anything new is created, a new name is often created for said item (including people).

Names are used in computers and programming languages to introduce identity in a variety of applications. Take the simple case of naming files which can be done by the human user or sometimes by the machine itself. More technical applications of names in programming languages include references, objects, exceptions, channels and many more which builds on the idea of names, often by making the name represent something within the language. For each of these examples the names are of a particular type such that the names used in one application cannot be used in another. For example a channel-name cannot be used to refer to an exception-name even if the name itself uses the same characters in the same position (exceptions to this statement do exist).

Given the importance of names, studying them in the setting of programming languages in their simplest form, ensures the essence of the concepts described above are represented in the language and studied without the complications that may arise from more complicated uses of names. The $\pi$-calculus introduced names in their simplest form using a single constructor for names (the fresh name generator) and a single destructor for names (the equality of names). However, the $\pi$-calculus mixes names with message passing and parallelism, which is not necessarily the simplest use case. The $\nu$-calculus introduced names to the minimal sequential programming language of the STLC. This captures the essence of names without the complexity of the specific applications of names (in channels and parallelism), meaning any work on this simple extension of pure names can be applied to the more complicated (sequential) uses of names.

In typed programming languages every type has a constructor and a destructor. This includes the type of names in the $\nu$-calculus (introduced in more detail in Chapt. 3). The constructor for names is $\nu n. M$, which creates a fresh name $n$ which can be used within the $M$ part of the program. The destructor for names is the equality operator $M = M'$, which compares the two names at $M$ and $M'$ for equality and returns true if they are equal and false otherwise. The dual inequality operator can also be included to mean two names are not equal. The fresh name $n$ in $\nu n. M$ may share the name with the outside world if $M$ shares the name $n$. For example: $\nu n. n$ creates a fresh name and outputs that same fresh name; however, $\nu n. true$ creates the fresh name $n$ but never shares the name because it only outputs the value true, so this name is created but lost forever as it is never “shared”. More
complicated examples exist which may even use the freshly created name but never share it.

In day to day life there is nothing to stop names being guessed. If the name is common or clues (such as a pattern) are given then this guessing becomes easier. However, given a limited alphabet from which to make names, and given an unlimited number of guesses there is always a way to systematically work through all possible names, i.e. $a, b, \ldots, aa, ab, \ldots, ba, bb, \ldots$ and so on. Clearly the longer the name the longer it will take to guess, however it is just a matter of time before it is guessed. This guessing feature is not considered in the $\nu$-calculus introduced in Chapt. 3, as the names are defined such that they cannot be guessed. This ensures that the only access to names is through producing them and sharing them and not some “guess”. The field of cryptography studies the ability for names (or passwords) to be “guessed” in many different forms, however this is not in the remit of this work.

1.2 Program Logics

The ubiquity of computers in everyday life means life depends more and more on the results these machines output. Defining what programs do can be simple in the case of running the program i.e. run program $X$ in situation $Y$, or can be tricky if a general property of the program is required as the definition, i.e. program $X$ does not leak credit card information in any situation. Common practice for programs is to provide documentation (which is often hand written) stating what each part of the program does. This is useful but does not guarantee that what the program does will coincide exactly with what the documentation states.

It is possible to formally define what a program does by stating how the program is “run” (using reduction semantics) however this requires doing this for each possible initial state the program is run in. For example if $x = 3$ in the initial state then $y := x + 1$ returns $y = 4$ as the final state. However this doesn’t hold if $x \neq 3$ in the initial state, hence the whole reduction needs to be performed in each initial state. This may seem trivial for this example, but given the infiniteness of numbers it is impossible and for more complex programs this can get even more complicated very quickly.

Ideally for the program $y := x + 1$ it can be stated that for any number $x$ in the initial state then after running $y := x + 1$ then $y = x + 1$ in the final state. This abstraction is captured by Hoare logics (which are often referred to as program logics). They allow for the reasoning about what programs do in an abstract manner, so that they can be used under
any initial starting condition. This is referred to as compositionality. More complicated properties of the initial and final state can be defined. Taking the same program \( y := x + 1 \) with the initial state which contains an odd number at \( x \) then in the final state clearly \( y \) must be an even number. More complicated properties can be defined for more complicated programs which increases the power of what this method of reasoning can achieve.

Program logics build on a foundational mathematical logic (for example Set theory or Peano arithmetic) to reason about program behaviours. For terminating (or stateful) programs, the logical formula and the (initial or final) state share variables which must be compatible. For instance the state with the variable \( x \) storing 3 and the formula \( x = 2 \) fail to be compatible as \( 3 = 2 \) is false. However the state with \( x \) storing 3 and the formulae \( x \leq 4 \) are compatible as \( 3 \leq 4 \) is true. Peano arithmetic then allows for the manipulation of these logical formulae, for instance \( x \leq 4 \) and \( (x \leq 3 \text{ or } x = 4) \) are identical. The examples introduced here are simple but the formulae can get more complex the larger the number of variables and the more complex the programs become along with the specific behaviours the program logic is intending to capture.

Hoare logic relates the initial state requirements, a program and the final state requirements through the use of these logical formulae as follows. The Hoare triple \( \{A\} M \{B\} \) states that if the initial state satisfies the pre-condition formula \( A \), and \( M \) is a program run in this state which produces a final state, then this final state satisfies the post-condition formula \( B \). If \( M \) never terminates then there is no final state and the Hoare triple is of no real use. Rules dictate the derivation of these triples based on the structure of the pre- and post-conditions, or the structure of the program being reasoned about. The intention of deriving a Hoare triple using rules is that the triple states something useful (and ‘true”) regarding the program itself which can also be used in reasoning about applications of the program in a compositional manner.

This leads to the question:

Can a simple sequential language with names be reasoned about using a Hoare-style program logic in a simple manner that allows for compositional reasoning?

1.3 Contributions

This thesis aims to answer the question posed above. The programming language reasoned about is an adaptation of the \( \nu \)-calculus which separates the scope of names from the generation of fresh names. The program logic introduces a version of type contexts, into
the logic itself, alongside a new higher order quantification over type contexts, which has the benefit of being able to name said type context within the logic. A new restricted quantification over values derived from a type context is also introduced to replace standard universal quantification such that the possible names that a quantifier can now range over are derived only from previous uses of the name, ensuring that hidden names do not become revealed. The program logic is proven sound and a sketch for the conservativity of the program logic for the STLC is given. Numerous programs are reasoned about using the program logic provided to show applications of the logic.

1.4 Thesis Outline

The thesis content is organised as follows.

Chapter 2 introduces the technical background required in the thesis. This includes the core programming languages, starting with the untyped $\lambda$-calculus, then the STLC. Program logics for a simple imperative programming language and functional programming language are introduced as the foundation of the work in this thesis in Sec. 2.2.1 and Sec. 2.2.2 respectively. A programming language with local state, which has clear uses of names, and an adaptation of the logic for the local state language is introduced in Sec. 2.2.3.

Chapter 3 introduces the different approaches in the literature, to adding names to the STLC. Sec. 3.1 introduces the $\nu_{GS}$-calculus which generates names via gensym. This will be reasoned about using the program logic of the future chapters. The original $\nu_{PS}$-calculus is introduced in Sec. 3.2 and comparisons are made between the two versions in Sec. 3.3. A summary of the different methods to prove equality in the original $\nu_{PS}$-calculus is found in Sec. 3.4. The $\lambda\nu$-calculus, which introduces names to the CBN STLC, is introduced in Sec. 3.5, alongside its relation to the $\nu_{PS}$-calculus in Sec. 3.6.

Chapter 4 formally defines the $\nu$-logic, the logic used to reason about programs in the $\nu_{GS}$-calculus. This includes formally defining the logical syntax, type checking, logical substitutions, syntactic properties of formulae, the axioms/axiom schemas and the rules required to reason about programs, in Sec. 4.1 to Sec. 4.6. Discussions on design choices are also included in Sec. 4.7, to show alternative options in the development process of the logic.

Chapter 5 provides a mathematical model in which to interpret the $\nu$-logic. The syntactic properties of formulae are given a semantic version of the property in Sec. 5.3. To make the soundness proof shorter and more readable, various lemmas regarding the model
are introduced and proven in Sec. 5.4.

The soundness proof of the $\nu$-logic is provided in Chapter 6. The soundness proof requires that syntactic properties of formulae imply the semantic properties of the formulae, for which a proof is provided in Sec. 6.1. The soundness of all axioms (Sec. 6.2) and all rules (Sec. 6.3) form the basis of the soundness proof of the $\nu$-logic in Sec. 6.4. The $\nu$-logic is proven to be an extension of the program logic for the STLC in Sec. 6.5, whilst a sketch is also provided to prove that the extension is a conservative extension.

Key programs in the $\nu_{GS}$-calculus are reasoned about in Chapter 7, including most programs found in the literature.

Chapter 8 concludes with an analysis of the research, with a discussion on possible future work and related ideas including further generalisations of the axioms, relations to both nominal logic and hybrid logic, mechanisation of the proofs and further applications of the $\nu$-logic.
Chapter 2

Technical Background

This chapter gives an introduction to the technical background required to understand the content on this thesis. The basics of λ-calculus are introduced in Sec. 2.1 covering the untyped λ-calculus and the STLC. The STLC will form the basis of calculus introduced in Chapt. 3, which adds names to the STLC which in turn is the core language researched in this thesis.

Program logics are introduced in Sec. 2.2 in detail for three different languages: an imperative language, the STLC and an extension which adds local state to the STLC in Sec. 2.2.1, Sec. 2.2.2 and Sec. 2.2.3 respectively.

2.1 The λ-Calculus

The λ-calculus was introduced by Alonzo Church in 1932 [12] as a logical system for the foundations of mathematics in a time before computers. The theoretical understanding of computation developed in parallel to, but independently from, the development of physical machines. At a similar time various attempts at capturing the essence of computation were also developed:

- Turing Machines: Alan Turing in 1936 [66]
- μ-recursive functions: Kurt Gödel in 1934 [23]
- Rewrite systems: Emil Post in 1936 [54]
- Combinatory Logic: Moses Schönfinkel in 1924 [61], further developed by Haskell Curry in 1929 [16].

All of these systems model computation in differing forms, but all turned out to be computationally equivalent including the λ-calculus, i.e. they could each model each other.
Each of these systems has been developed and extended in many different directions, with works often overlapping and work in one area often inspiring developments in another.

Stephen Kleene and John B. Rosser proved Church’s logical system inconsistent using what is now known as the Kleene-Rosser paradox [33]. This logical system was later fixed using types in the STLC [13]. The logical system of the \( \lambda \)-calculus is adapted to be used as a programming language (or calculus), with some alterations made to introduce the ideas behind term reduction. Both the untyped and typed \( \lambda \)-calculus are introduced below.

### 2.1.1 The Untyped \( \lambda \)-Calculus

Introducing the untyped \( \lambda \)-calculus as a programming language requires the syntax from the logical form of \( \lambda \)-calculus introduced by Alonzo Church, however a slightly different notion of reduction is introduced in the style of computers “running” programs. This calculus is refered to as the untyped \( \lambda \)-calculus, to distinguish it from the STLC, introduced in Sec. 2.1.2. Both calculi are introduced here to have a common syntactic basis.

The syntax for the untyped \( \lambda \)-calculus is defined recursively as the terms \( M \) in Fig. 2.1.

\[
M ::= x \mid \lambda x. M \mid MM
\]

**Figure 2.1:** Syntax of the untyped \( \lambda \)-calculus.

The infinite set of variables range over \( x, y, z, \ldots \) but are introduced as above for simplicity. Functions \( \lambda x. M \) bind the variable \( x \) in the term \( M \), meaning the variable \( x \) may occur freely in \( M \). Functions are applied to other terms as \( (\lambda x. M)M' \) where the \( M' \) is substituted (in some form) for the occurrences of \( x \) in \( M \). Variables are used as place holders or binders for where terms will be substituted.

**Definition 1** (Free and bound variables). *Bound variables of a term \( M \) are those variables occurring in \( M \) that are bound by a \( \lambda \) within \( M \). Variables that occur unbounded are defined as free variables and the set of free variables in a term \( M \) is defined \( \text{fv}(M) \) inductively as follows.*

\[
\begin{align*}
\text{fv}(x) & \overset{\text{def}}{=} \{x\} \\
\text{fv}(\lambda x. M) & \overset{\text{def}}{=} \text{fv}(M) - \{x\} \\
\text{fv}(MN) & \overset{\text{def}}{=} \text{fv}(M) \cup \text{fv}(N)
\end{align*}
\]

Consider the two terms \( \lambda x.x \) and \( \lambda y.y \), the exact name of the binding variable can be replaced if the uses are also swapped within the bound term, meaning the manner in which
the bound name is used is more important than the specific variable used. This gives rise to renaming of bound variables known as α-conversion as follows. Let the terms $M(x)$ and $M(y)$ be the same term with $y$ replacing all free occurrences of $x$ in the latter.

**Definition 2** ($\alpha$-equivalence). *Two terms are deemed $\alpha$-equivalent if they differ only in the names of bound variables.*

Two $\alpha$-equivalent terms are also $\alpha$-conversions of one another and vice versa hence the two notions are often used interchangeably.

The $\alpha$-equivalence is similar to how names can be swapped if every use of the name is also swapped for a fresh name (as mentioned in Sec. 1.1).

**Definition 3** (Capture avoiding substitution). *Free variables are used to define substitution of a term $N$ for the free occurrences of the variable $x$ in a term $M$ written $M[N/x]$. This is defined inductively as follows.*

\begin{align*}
y[N/x] &\overset{\text{def}}{=} y & \text{if } y \neq y \\
x[N/x] &\overset{\text{def}}{=} N \\
(\lambda x.M)[N/x] &\overset{\text{def}}{=} \lambda x.M \\
(\lambda y.M)[N/x] &\overset{\text{def}}{=} \lambda y.(M[N/x]) & \text{if } x \neq y \text{ and } y \notin \text{fv}(N) \\
(\lambda y.M)[N/x] &\overset{\text{def}}{=} (\lambda z.(M[z/y]))[N/x] & \text{if } x \neq y \text{ and } y \in \text{fv}(N) \text{ and } z\text{-fresh} \\
(MM')[N/x] &\overset{\text{def}}{=} (M[N/x])(M'[N/x])
\end{align*}

Line 4 ensures for the substitution $(\lambda y.M)[N/x]$ that the bound variable $y$ does not occur free in $N$, without which the free name $y$ appearing in $N$ would become bound by the $\lambda y.$-binder, hence the name: capture avoiding substitution.

**Definition 4** (Reduction relation). *The untyped $\lambda$-calculus reduction relation $M \rightarrow N$, relates the term on the left $M$, to the term on the right $N$, as a reduction from $M$ to $N$. The reflexive, transitive closure of the $\rightarrow$ relation is written $\rightarrow^*$. When values are defined, if $M \rightarrow^* V$ for some value $V$ then this is written as $M \Downarrow V$.*

*The common reduction relations are seen in Fig. 2.2.*

\begin{align*}
(\lambda x.M)N &\rightarrow_\beta M[N/x] \\
\lambda x.M &\rightarrow_\alpha \lambda y.M[y/x] & y \notin \text{fv}(M)
\end{align*}

Figure 2.2: Reduction relations of the untyped $\lambda$-calculus.
A function $\lambda x. M$ applied to the term $N$ as in $(\lambda x. M) N$ is reduced by the $\beta$ rule where the function substitutes in $N$ for the $\lambda$-bound variable $x$ occurring inside $M$. The $\rightarrow_\alpha$ relation is that of Def. 2 and is often taken for granted as it simply allows for the renaming of bound variables.

The $\eta$ relation: $\lambda x. (M x) \rightarrow_\eta M$ if $x \notin \text{fv}(M)$ captures the idea of extensionality meaning functions are the same if they give the same results for each argument. If $(\lambda x. M x)$ is applied to any term $N$, it will $\beta$-reduce to $MN$ which is the same as just applying $M$ to $N$. So this rule pre-empts the application of terms of the form $\lambda x. M x$ to another term. The $\eta$-equivalence rule is not always included in reduction relations thus two reductions are often discussed: $\beta$-reduction and $\beta\eta$-reduction, where the former excludes $\eta$-equality, and the latter includes it in the possible reduction rules. From here onwards, calculi will not include $\eta$-reduction, but will freely rename bound variables whenever convenient via the $\alpha$-equivalence. If further constructors such as if $B$ then $M$ else $M'$ or $(M, M')$ are included then further reduction relations are required.

There is no specific order in which to apply reduction relations, meaning there are often a number of ways to reduce a term. Consider the example $(\lambda x. ((\lambda y. (xy)) a) b) \rightarrow_\beta (\lambda x. xa) b$ which holds by reducing the $(\lambda y. (xy)) a \rightarrow_\beta xa$ first. However, $(\lambda x. ((\lambda y. (xy)) a) b) \rightarrow_\beta (\lambda y. by) a$ also holds as it evaluates the outermost function application first. Both reduction relations are valid and both, in turn, reduce to $ba$. A term is defined as $\beta$-normal form (or a value) if no further $\beta$-reductions are possible.

It is of interest whether the application of these rules results in a term which can or cannot be reduced further. A program which can always be reduced further is defined as non-terminating. An example of a non-terminating program is $\Omega \overset{df}{=} (\lambda x. xx)(\lambda x. xx)$ as $\Omega \rightarrow_\beta (xx)[((\lambda x. xx)/x] \overset{df}{=} \Omega$. Under any reduction strategy $\Omega$ reduces to itself hence can always be reduced again. Strong normalisation is the property of a language that each term reduces to a single normal form, hence the untyped $\lambda$-calculus is not strongly normalizing.

Evaluation strategies are introduced to specify the order of applying the reduction rules. Although others exist, the most common evaluation strategies are Call-By-Name (CBN) and Call-By-Value (CBV). In general, evaluation strategies can be expressed in small-step semantics which describes each step of the reduction, or big-step operational semantics which describe the final result, although other approaches also exist. For example, the evaluation of $(\lambda x. ((\lambda y. (xy)) a)) b$ via big-step gives $(\lambda x. ((\lambda y. (xy)) a)) b \Downarrow ba$ directly, and via small-step can give the steps of the reduction as $(\lambda x. ((\lambda y. (xy)) a)) b \rightarrow_\beta (\lambda y. (by)) a \rightarrow_\beta ba$. The example $\Omega$ cannot be reduced via big-step operational semantics as it never evaluates
to a value, however small-step semantics can show that $\Omega \rightarrow \Omega$ and hence express the non-termination.

The CBV evaluation strategy is introduced here in both big-step and small-step semantics. This first requires a definition of values.

**Definition 5 (Values).** Values consist only of $\lambda$ functions and variables, as these cannot be reduced further.

$$V ::= x \mid \lambda x.M$$

**Definition 6 (Call-By-Value (CBV) operational semantics).** The semantics of the CBV evaluation strategy requires the application of a $\lambda$-abstraction to be applied to a value, as opposed to a term.

The small-step operational semantics is found in Fig. 2.3.

$$
\begin{array}{c}
M \rightarrow M' \\
MN \rightarrow M'N^\text{App}_{(CBV)} \\
N \rightarrow N' \\
VN \rightarrow VN'^\text{App}_{(CBV)} \\
(\lambda x.M)V \rightarrow M[V/x]^{\beta_{(CBV)}} \\
\end{array}
$$

Figure 2.3: CBV small-step operational semantics of the untyped $\lambda$-calculus.

The big-step operational semantics is found in Fig. 2.4 consisting of one rule which in essence combines all the rules of the small-step semantics into one rule and fails to evaluate any term which does not satisfy the assumptions (unless it is already a value).

$$
\begin{array}{c}
- \\
V \Downarrow V \Downarrow \text{VALUE} \\
M \Downarrow \lambda x.M' \\
N \Downarrow V' \\
M'[V'/x] \Downarrow C \\
MN \Downarrow V \Downarrow \beta_{(CBV)} \\
\end{array}
$$

Figure 2.4: CBV big-step operational semantics of the untyped $\lambda$-calculus.

An alternative method of expressing these reduction strategies is through evaluation contexts as shall be introduced here for the CBV reduction relation in the style of [15].

**Definition 7 (CBV operational semantics: evaluation contexts).** The reduction relation is defined as above with $\beta_{(CBV)}$ rule in Fig. 2.3, then the order of evaluation is defined by evaluation contexts $E[\cdot]$ which are defined in Fig. 2.5.
The evaluation contexts define when the reductions can be applied inside a term using the following rule.

\[ M \rightarrow N \quad \Rightarrow \quad \mathcal{E}[M] \rightarrow \mathcal{E}[N] \]

If the language is extended with new terms, the relevant reduction relations are added alongside the relevant new evaluation contexts. This thesis will tend to express the reduction relation through evaluation contexts, hence their introduction here.

2.1.2 The STLC

Although many variations of the untyped \( \lambda \)-calculus exist, one primary development was the restriction of the untyped \( \lambda \)-calculus via types, introduced by Alonzo Church in 1940 [13]. In the simple case of the STLC described here, types ensure non-termination does not occur. By definition types restrict the number of possible programs the language allows.

Types are an abstraction of programs, in the sense that functions obtain the type \( \alpha_1 \rightarrow \alpha_2 \) where \( \alpha_2 \) is the type the function outputs having accepted the term of type \( \alpha_1 \). Constants are added to the language with respective types which ensures types obtain some fixed type. The types of these constants are called base types. The binary type \text{Bool} (short for Boolean) with the constants true and false, with negation \( \neg M \), are included with the conditional operator if \( \cdot \) then \( \cdot \) else \( \cdot \) as the destructor. The pair type \( \alpha_1 \times \alpha_2 \) represents a 2-tuple with the first element being of type \( \alpha_1 \) and the second element of type \( \alpha_2 \). Constructors of pairs are \( \langle \cdot, \cdot \rangle \) whilst the destructors are \( \pi_1(\cdot) \) and \( \pi_2(\cdot) \) to obtain the first and second element of the pair respectively. Projections are often written \( \pi_i(\cdot) \) to mean for each \( i \in \{1, 2\} \). The unary type \text{Unit} and the respective constant \( () \) is included without a destructor.

The syntax for the STLC defined in Fig. 2.6 extends the untyped \( \lambda \)-calculus with the types \( \alpha \) described above and typing contexts \( \Gamma \) mapping variables to types which is used in typing judgments. Values and terms remain almost unchanged from the untyped \( \lambda \)-calculus with the exception of a type annotation for the \( \lambda \)-bound variables (which is often dropped) and including the constants in the values. The pairs and pair projection are also added.
here to make future extensions more interesting. The common syntactic abbreviation is included here as let \( x^\alpha = M \) in \( N \overset{def}{=} (\lambda x^\alpha.N)M \).

<table>
<thead>
<tr>
<th>(Types)</th>
<th>( \alpha ::= \text{Unit} \mid \text{Bool} \mid \alpha \rightarrow \alpha \mid \alpha \times \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Typing Context)</td>
<td>( \Gamma ::= \emptyset \mid \Gamma, x : \alpha )</td>
</tr>
<tr>
<td>(Values)</td>
<td>( V ::= () \mid \text{true} \mid \text{false} \mid \lambda x^\alpha.M \mid \langle V, V \rangle )</td>
</tr>
</tbody>
</table>
| (Terms)          | \( M ::= x \mid V \mid \neg M \mid MM \mid \text{if } M \text{ then } M \text{ else } M \)
|                  | \( \mid \langle M, M \rangle \mid \pi_1(M) \mid \pi_2(M) \mid \text{let } x^\alpha = M \text{ in } M \) |

Figure 2.6: Syntax of the STLC.

Further base types such as integers are often included alongside relevant operations on these base types, however these are not included here.

Terms (and types) are classified as zeroth-order (/ground type/base types) if they are a constant i.e. contains no functions. A term is of order \( k \) if its type is of order \( k \). The order of a type can be defined by the \( O(\cdot) \) function of a term as follows.

\[
O(\text{Bool}) \overset{def}{=} O(\text{Unit}) \overset{def}{=} 0 \\
O(\alpha_1 \rightarrow \alpha_2) \overset{def}{=} \max(O(\alpha_2), 1 + O(\alpha_1)) \\
O(\alpha_1 \times \alpha_2) \overset{def}{=} \max(O(\alpha_1), O(\alpha_2))
\]

Typing judgments are a check on programs prior to evaluation to ensure programs terminate. The typing rules can be found in Fig. 2.7 where \( \Gamma(x) \) is the type that \( x \) maps to in \( \Gamma \).

The untyped \( \lambda \)-calculus program \( \Omega \overset{def}{=} (\lambda x.xx)(\lambda x.xx) \) is not a STLC program as it fails to type check. This fails as \( \lambda x^{\alpha_1 \rightarrow \alpha_2}.xx \) requires \( \Gamma, x : \alpha_1 \rightarrow \alpha_2 \vdash x : \alpha_1 \rightarrow \alpha_2 \) whilst simultaneously requiring \( \Gamma, x : \alpha_1 \rightarrow \alpha_2 \vdash x : \alpha_1 \).

Programs such as \( (\lambda x^{\text{Bool}}.x)\text{true} \) however are typed correctly as seen below.

\[
\begin{align*}
\Gamma, x : \text{Bool} & \vdash x : \text{Bool} \\
\Gamma & \vdash (\lambda x^{\text{Bool}}.x) : \text{Bool} \rightarrow \text{Bool} \\
\Gamma & \vdash \text{true} : \text{Bool}
\end{align*}
\]

Hence, reducing \( (\lambda x^{\text{Bool}}.x)\text{true} \) will produce a new term of type \( \text{Bool} \). This property is known as type soundness and is often summarized as “well-typed programs cannot go wrong” [39]. Type soundness ensures that for any program \( M \), if \( \Gamma \vdash M : \alpha \) then \( M \) is either a value or will reduce to a new term of type \( \alpha \). Hence if a well typed program of type \( \alpha \) terminates it will produce a value of type \( \alpha \).
\[
\begin{align*}
\Gamma \vdash () & : \text{Unit} \\
\Gamma \vdash c & : \text{Bool} \\
\Gamma, x : \alpha_1 \vdash M & : \alpha_2 \\
\Gamma \vdash \lambda x^{\alpha_1}.M & : \alpha_1 \rightarrow \alpha_2 \\
\Gamma \vdash M & : \alpha_1 \rightarrow \alpha_2 \\
\Gamma \vdash N & : \alpha_1 \\
\Gamma \vdash MN & : \alpha_2 \\
\Gamma \vdash \neg M & : \text{Bool} \\
\Gamma \vdash \text{if } M \text{ then } M_1 \text{ else } M_2 & : \alpha \\
\Gamma \vdash \text{if } V \text{ then } E \text{ else } M & : \alpha \\
\Gamma \vdash \text{if } V \text{ then } W \text{ else } E & : \alpha \\
\Gamma \vdash \langle E, M \rangle & : \alpha_1 \times \alpha_2 \\
\Gamma \vdash \langle V, E \rangle & : \alpha_1 \times \alpha_2 \\
\Gamma \vdash \pi_i(M) & : \alpha_i \\
\Gamma \vdash \text{let } x^{\alpha_1} = M \text{ in } N & : \alpha_2 \\
\end{align*}
\]

Figure 2.7: Typing rules of the STLC.

**Definition 8 (Evaluation of the STLC(evaluation contexts)).** Evaluation of STLC terms builds on that of the CBV untyped \(\lambda\)-calculus in Fig. 2.5 if the type annotations and constants are included. The evaluation contexts are those of Fig. 2.8.

\[
\mathcal{E}[] ::= [\_] | \mathcal{E}[]M | V\mathcal{E}[] | \mathcal{E}[] = M | V = \mathcal{E}[] | \neg \mathcal{E}[] \\
| \text{if } \mathcal{E}[] \text{ then } M \text{ else } M' | \text{if } V \text{ then } \mathcal{E}[] \text{ else } M' | \text{if } V \text{ then } W \text{ else } \mathcal{E}[] \\
| \langle \mathcal{E}[], M \rangle | \langle V, \mathcal{E}[] \rangle | \pi_i(\mathcal{E}[]) | \text{let } x = \mathcal{E}[] \text{ in } M
\]

Figure 2.8: Evaluation contexts of the STLC.

*The reduction rules are those of Fig. 2.9.*
\[
\begin{align*}
V & \rightarrow V \\
(\lambda x^\alpha. M)V & \rightarrow M[V/x] \\
b = b & \rightarrow \text{true} \quad b \in \{\text{true, false}\} \\
b = b' & \rightarrow \text{false} \quad b \neq b', b, b' \in \{\text{true, false}\} \\
\neg \text{true} & \rightarrow \text{false} \\
\neg \text{false} & \rightarrow \text{true} \\
\text{if true then } V \text{ else } V' & \rightarrow V \\
\pi_i(V_1, V_2) & \rightarrow V_i \\
\text{let } x = V \text{ in } M & \rightarrow M[V/x] \\
M \rightarrow M' & \rightarrow E[M] \rightarrow E[M']
\end{align*}
\]

Figure 2.9: Reduction rules of the STLC.

This version of the STLC is strongly normalizing (or terminating) as recursion is not included and terms must be well typed.

The STLC provides an excellent base to express features in (functional) programming languages. Numerous extensions are common in the literature including integers with integer arithmetic [13], recursion, a store, parametric polymorphic types, names (introduced in Chapt. 3), and many more.

\subsection{2.1.3 Contextual Equivalence (STLC)}

The most common method of distinguishing or equating two terms is contextual equivalence, first introduced by Morris in 1969 [41]. Two programs are considered contextually equivalent if they cannot be distinguished by any context in the same programming language. If two programs are contextually indistinguishable then they can be swapped for one another in any situation they may occur and produce the same result.

Contextual equivalence is introduced here for the STLC, however extends to most other languages.

\textbf{Definition 9} (Single holed contexts). For the STLC, a single-holed context is defined in Fig. 2.10.
The hole \([\cdot]_\alpha\), in a single holed context, can be filled with a term of type \(\alpha\) such that the typing conditions still hold. Any context filled with an appropriately typed term is a STLC term and can thus be typed accordingly. Unlike capture free substitution, the context may capture free variables that occur in the term filling the hole. For instance \(C[\cdot]_\alpha \equiv \lambda x.\cdot\) binds any free occurrence of the variable \(x\) in the term which fills the hole, i.e. \(C[x]\) becomes \(\lambda x.x\).

Contexts (with an empty hole) can be typed using the typing rules in Fig. 2.7 and the following rule for holes.

\[
\Gamma \vdash [\cdot]_\alpha : \alpha
\]

**Definition 10** (Contextual equivalence in the STLC). *Contextual equivalence of two closed terms \(M\) and \(N\) both of type \(\alpha\) (written \(M \cong^{STLC}_{\alpha} N\)) is defined as the inability for any context to distinguish these terms, formally defined as follows.*

\[
M \cong^{STLC}_{\alpha} N \overset{\text{def}}{=} \forall C[\cdot]_\alpha. \emptyset \vdash C[\cdot]_\alpha : \text{Bool} \rightarrow (C[M] \Downarrow \text{true} \leftrightarrow C[N] \Downarrow \text{true})
\]

The contexts are chosen to evaluate to true, however the definition holds identically if the constant false is chosen.

This definition quantifies over all single-holed contexts which makes it difficult to reason about. Some methods of proving more coarse or fine relations are introduced to make the task of proving equality or inequality easier. In Sec. 3.4 some of these techniques are introduced for the \(\nu\)PS-calculus which by extension also hold for the STLC.

## 2.2 Program Logics

In 1969, Tony Hoare introduced a formal system for reasoning about correctness of programs [24] based on work by Robert W. Floyd [20]. Hoare logic (or Floyd-Hoare logic) originally used classical First Order Logic (F.O.L.) as the basis for logical assertions to
reason about the state prior and post evaluation of programs in an imperative programming language. A Hoare (logic) triple of the form \( \{ P \} M \{ Q \} \) states that if assertion \( P \) (pre-condition) holds, then executing program \( M \) establishes assertion \( Q \) (post-condition).

Originally this was introduced for the While language introduced in Sec. 2.2.1 and has since evolved to reason about numerous extensions and other different languages. For example the triple \( \{ \text{Odd}(x) \} x := x \times 2 \{ \text{Even}(x) \} \) states that if \( x \) is initially odd and the program \( x := x \times 2 \) (which assigns \( x \times 2 \) to \( x \)) is evaluated then \( x \) is now even. The pre-condition \( \text{Odd}(x) \) and post-condition \( \text{Even}(x) \) are logical formulae in the formal language of Peano arithmetic.

The name program logic is often interchangeable for the name Hoare logic however in this thesis the latter will refer only to program logics for imperative languages, whereas the former will be used for all languages. The Hoare logic for a simple imperative language is introduced in Sec. 2.2.1 and referred to as the While-logic. The program logic for the STLC is introduced in Sec. 2.2.2 and referred to as the \( \lambda \)-logic, alongside the program logic for an extension to the STLC which includes local state in Sec. 2.2.3 referred to as Local-logic.

### 2.2.1 Hoare Logic for a Simple Imperative Language (While-Logic)

The Hoare logic for the simple, yet useful, While programming language is introduced here. The While language consists of the syntax in Fig. 2.11.

\[
\begin{align*}
E & ::= n \in \mathbb{Z} \mid V \mid E + E \mid E - E \mid E \times E \mid \ldots \\
B & ::= \text{true} \mid \text{false} \mid E = E \mid E \leq E \mid \ldots \\
M & ::= V := E \mid M; M \mid \text{if } B \text{ then } M \text{ else } M \mid \text{while } B \text{ do } M
\end{align*}
\]

**Figure 2.11:** Syntax of the While language.

The set \( V \) of variables range over (uppercase) \( X, Y, Z, \ldots \). Expressions \( E \), range over the natural numbers \( n \), variables and primitive operations on expressions. Boolean statements \( B \) include the Boolean constants and operations on expressions which return Booleans. Commands (or programs) \( M \), include assignment of an expression \( E \) to a variable in \( V \) in the store, composition of commands, conditionals and a while loop. The execution of these commands with a state (consisting of non-aliased variables in \( V \) mapped to natural numbers) is as expected and not discussed here.

The logical language of formulae used in the pre- and post-conditions of the Hoare triple...
is that of F.O.L. (or more precisely Peano arithmetic) with (auxiliary) variables ranging
over (lowercase) $a, b, c, \ldots$ different to the set of variables $V$ in the programming language.
The formulae are formally defined in Fig. 2.12 using an an extension to expressions $E$ from
Fig. 2.11 to include the auxiliary variables $a$ as $E$.

\[
E ::= n \in \mathbb{Z} \mid a \mid V \mid E + E \mid \ldots
\]

\[
P ::= T \mid F \mid \mid E \leq E \mid \neg P \mid P \land P \mid \forall a. P
\]

Figure 2.12: Syntax of formulae in the While-logic.

The logical expressions $E$, consist of integers, auxiliary and logical variables and op-
erations on expressions. These logical expressions are a superset of the program lan-
guage expressions. The formula $P$, consist of the Boolean constants truth and falsit,
predicates on expressions, negation, conjunction and universal quantification which quanti-
tifies over integers. The standard logical definitions are normally included as follows:
disjunction $A \lor B \overset{\text{def}}{=} \neg(\neg A \land \neg B)$, implication $A \rightarrow B \overset{\text{def}}{=} A \lor \neg B$, if and only if
$A \leftrightarrow B \overset{\text{def}}{=} A \rightarrow B \land B \rightarrow A$, existential quantification $\exists a. A \overset{\text{def}}{=} \neg\forall a. \neg A$.

Substitution in the logic $P[E/X]$ replaces all occurrences of variable $X$ in $P$ with
expression $E$, which is defined inductively as expected.

The proof rules of propositional rules can be used to reason about these formulae.
These consist of the axioms or axiom schemas (referred to simply as axioms from here
on) of propositional logic and F.O.L., some of which are seen in Fig. 2.13 and Fig. 2.18
respectively, where the formulae are represented by $A$, $B$ and $C$ instead of $P$ and $Q$ to
coincide with later logics. These axioms are not discussed here but are widely used and
are introduced as they are required in later logics. These are not full lists of axioms and
also not minimal as some axioms are derivable from other axioms.

Partial correctness Hoare triples $\{P\} M \{Q\}$, state that whenever the program $M$ is
executed in a state satisfying the pre-condition $P$, then if $M$ terminates then the state
in which $M$ terminates satisfies the post-condition $Q$. Partial correctness states nothing
about the case where $M$ is non-terminating. Total correctness Hoare triples $[P] M [Q]$,
state that whenever the program $M$ is executed in a state satisfying the pre-condition $P$
then $M$ terminates and the state in which $M$ terminates satisfies the post-condition $Q$.

The proof rules of Hoare logic are rules of inference that allow for the derivation of
triples. The Hoare rules for the While-logic are introduced in Fig. 2.14.
Figure 2.13: Logical axioms (or axiom schemas) of propositional logic.
The logic of axioms is introduced to the logic of triples via the \([\text{Conseq}]\) rule. The other rules are standard and represent the programs in logical form. The \([\text{Assign}]\) rule substitutes the expression \(E\) for the variable \(X\) in the pre-condition. Consider the simple example \(\{Y = 1\}X := Y(X = 1)\), where \(Y = 1 \equiv (X = 1)[Y/X]\) which is precisely the result of applying the \([\text{Assign}]\) rule. Both \([\text{If}]\) and \([\text{While}]\) require the Boolean \(B\), to be a logical statement that can be used directly in pre-condition and reflect the semantics of the program. The sequentially executed commands \(M\) and \(M'\) are reasoned about in the \([\text{Sequence}]\) rule which first reasons about \(M\) and then \(M'\).

An alternative, yet similar set of rules to Fig. 2.14 for total correctness exists with a more restrictive \([\text{While}]\) rule which ensures termination, however this is not included here. Partial and total correctness are equivalent for a language which always terminates.

A Hoare triple derived from the rules and axioms is written as \(\vdash \{P\}M\{Q\}\). The triples can be given semantics in a mathematical model (similar in idea to the model in Sec. 2.2.2) and when a Hoare triple is satisfiable in every model, it is written \(\models \{P\}M\{Q\}\).

Soundness ensures that \(\vdash \{P\}M\{Q\}\) implies \(\models \{P\}M\{Q\}\), whereas completeness ensures the opposite i.e. \(\models \{P\}M\{Q\}\) implies \(\vdash \{P\}M\{Q\}\). Due to the undecidability of the underlying logical basis (i.e. F.O.L. or Peano arithmetic) the completeness in this form is not achievable. Hence, the definition is weakened to state that: if an oracle is used to prove the implications in the logic of axioms in each application of the \([\text{Conseq}]\) rule, then the logic is relatively complete.

Extensions of Hoare logic include: separation logic, reasoning about programs that manipulate pointers in various different ways and settings [59, 29, 48, 58, 11]; incorrectness logic, the ability to reason about bugs [49]; quantum Hoare logics, to reason about quantum programs [71, 69]; adding to the imperative language a constructor which generates fresh
pointer names [11]; and many more. The next section introduces a program logic for the functional language (STLC), introduced in Sec. 2.1.2.

2.2.2 Program Logics for the STLC

Since the inception of Hoare logics in 1969 a Hoare logic for functional programming languages was always a possibility. Although not the first attempt, in 2004 such a logic was introduced for the STLC which succinctly captured the desired aspects for such a logic [28]. The original paper [28], has been refined over time to a more stable syntax and semantics, introduced (in part) here.

The original Hoare logic reasoned about programs with assignable global variables hence the logic itself reasons about these variables, this is not the case for the STLC. The Hoare triple for the STLC is thus extended to contain an anchor variable which allows for the assignment of values to variables. This results in a judgement of the form \{A\} M \leftarrow u \{B\}. This is still referenced to as a Hoare triple or just triple even though there are now 4 elements to the triple. The triple states that if \(A\) holds, then \(M\) terminates to a value denoted by \(u\) then \(B\) holds. The variable \(u\) is the anchor, which cannot occur in the pre-condition \(A\), but can occur in the post-condition \(B\).

The program logic for the STLC in Sec. 2.1.2 is referred to here as the \(\lambda\)-logic. It is introduced here as it will be built upon in future program logics for languages which extend the STLC. The program logic in [28] reasons about the STLC containing integers (and operations on integers), recursion and more however these are not included here. The common abbreviation for equality of Booleans is used as \(M = M' \text{ def} \) if \(M\) then \(M'\) else \(\neg M'\).

The logical syntax is introduced in Fig. 2.15 such that the types \(\alpha\) range over units, Booleans and function types and pair types with the standard type context \(\Gamma\), mapping variables to types. Expressions \(e\) range over the Boolean and unit values (constants \(c \in \{(\), true, false\}), variables ranging over \(a, b, c, \ldots\) and pairs and projections. Formulae (or assertions) \(A\) are logical statements using expressions in various manners and are referred to by any variable \(A, B, C, \ldots\). Formulae consist of equality, negation, conjunction, universal quantification and evaluation formulae. Evaluation formulae allow reasoning regarding functions, as \(e \cdot e' = m\{A\}\) states that the application of function \(e\) to term \(e'\) returns a value which, when denoted by the anchor variable \(m\), satisfies \(A\). From these logical constructors some shorthand notation is used which is common in other logics i.e. \(e \neq e'\), \(A \lor A, A \rightarrow A, \exists x.A\). The evaluation formula \(e \cdot e' = m\{m = e''\}\) can be shortened as \(e \cdot e' = e''\). The shorthand notation \(\{A\}e \cdot e' = m\{B\}\), represents \(A \rightarrow e \cdot e' = m\{B\}\).
The type annotations in formulae are often dropped.

\[
\begin{align*}
\alpha & ::= \text{Unit} \mid \text{Bool} \mid \alpha \to \alpha \mid \alpha \times \alpha \\
\Gamma & ::= \emptyset \mid \Gamma, x : \alpha \\
e & ::= () \mid \text{true} \mid \text{false} \mid x \mid \langle e, e \rangle \mid \pi_i(e) \\
A & ::= e = e \mid \neg A \mid A \land A \mid \forall x^\alpha. A \mid e \bullet e' = m^\alpha \{A\}
\end{align*}
\]

Figure 2.15: Syntax of the \(\lambda\)-logic.

All expressions and formulae are type checked using typing judgments mimicking the type checking of STLC terms. The typing judgment for expressions, formulae, and triples are written \(\Gamma \vdash e : \alpha\), \(\Gamma \vdash A\), and \(\Gamma \vdash \{A\} M :_u \{B\}\) respectively. The typing rules for expressions, formulae and triples are seen in Fig. 2.16. Most logical constructs are typed as expected. The typing of evaluation formulae ensures the type of the function is that which: accepts the type of the expression it is applied to, and outputs the type of the anchor. The typing of triples adds the anchor of the type of the term being reasoned about, to the type context to type check the post-condition. All other typing rules are elementary.

\[
\begin{align*}
\Gamma \vdash b : \text{Bool} & \quad \Gamma \vdash () : \text{Unit} \\
\Gamma(x) = \alpha & \quad \Gamma \vdash e_1 : \alpha_1 \quad \Gamma \vdash e_2 : \alpha_2 \\
\Gamma \vdash e : \alpha_1 \times \alpha_2 & \quad \Gamma \vdash \pi_i(e) : \alpha_i \\
\Gamma \vdash e_1 = e_2 & \quad \Gamma \vdash e : \alpha_1 \to \alpha_2 \\
\Gamma, x : \alpha_2 \vdash A & \quad \Gamma \vdash e \bullet e' = x^{\alpha_2} \{A\} \\
\Gamma \vdash A_1 \land A_2 & \quad \Gamma \vdash \neg A \\
\Gamma \vdash A & \quad \Gamma \vdash \forall x^\alpha. A \\
\Gamma \vdash M : \alpha & \quad \Gamma, m : \alpha \vdash B \\
\Gamma \vdash \{A\} M :_m \{B\} &
\end{align*}
\]

Figure 2.16: Typing rules for expressions, formulae and triples in the \(\lambda\)-logic.

The notion of free variables of terms is extended to define the free variables of expressions and formulae. All variables occurring in expressions and those that are not bound by a quantifier or the anchor in an evaluation formulae, are free.

**Definition 11** (Free variables in expressions and formulae). *The free variables of an ex-*
expression \( e \) and formula \( A \), written \( \text{fv}(e) \) and \( \text{fv}(A) \) respectively, are defined as follows.

\[
\begin{align*}
\text{fv}(c) & \overset{\text{def}}{=} \emptyset & c \in \{(), \text{true}, \text{false}\} \\
\text{fv}(x) & \overset{\text{def}}{=} \{x\} \\
\text{fv}(e_1, e_2) & \overset{\text{def}}{=} \text{fv}(e_1) \cup \text{fv}(e_2) \\
\text{fv}(\pi_i(e)) & \overset{\text{def}}{=} \text{fv}(e)
\end{align*}
\]

\[
\begin{align*}
\text{fv}(e_1 = e_2) & \overset{\text{def}}{=} \text{fv}(e_1) \cup \text{fv}(e_2) \\
\text{fv}(\neg A) & \overset{\text{def}}{=} \text{fv}(A) \\
\text{fv}(A \land B) & \overset{\text{def}}{=} \text{fv}(A) \cup \text{fv}(B) \\
\text{fv}(e_1 \bullet e_2 = m\{A\}) & \overset{\text{def}}{=} \text{fv}(e_1) \cup \text{fv}(e_2) \cup (\text{fv}(A) \setminus \{m\}) \\
\text{fv}(\forall x^\alpha.A) & \overset{\text{def}}{=} \text{fv}(A) \setminus \{x\}
\end{align*}
\]

A variable \( x \) is not in \( A \), written \( A^x \), if \( x \) does not occur in the free variables of \( A \).

**Logical substitution** is defined similarly to that of Hoare logic, with the exception that variables now only appear in expressions, hence substitution is defined on expressions and formulae as follows.

**Definition 12** (Logical substitution). Substitution of an expression \( e \) for a variable \( x \) in an expression \( e' \) is written \( e'[e/x] \), whilst the same substitution in a formula \( A \) is written \( A[e/x] \). Both are defined as follows assuming \( x \neq y \).

\[
\begin{align*}
c[e/x] & \overset{\text{def}}{=} c \\
x[e/x] & \overset{\text{def}}{=} e \\
y[e/x] & \overset{\text{def}}{=} y & (x \neq y) \\
(e_1 = e_2)[e/x] & \overset{\text{def}}{=} (e_1[e/x]) = (e_2[e/x]) \\
\langle e_1, e_2 \rangle[e/x] & \overset{\text{def}}{=} \langle e_1[e/x], e_2[e/x] \rangle \\
\pi_i(e_1)[e/x] & \overset{\text{def}}{=} \pi_i(e_1[e/x]) \\
(\neg A)[e/x] & \overset{\text{def}}{=} \neg (A[e/x]) \\
(A \land B)[e/x] & \overset{\text{def}}{=} A[e/x] \land B[e/x] \\
(\forall x^\alpha.A)[e/x] & \overset{\text{def}}{=} \forall x^\alpha.A \\
(\forall y^\alpha.A)[e/x] & \overset{\text{def}}{=} \forall y^\alpha.(A[e/x]) & x \neq y, y \notin \text{fv}(e) \\
(\forall y^\alpha.A)[e/x] & \overset{\text{def}}{=} (\forall z^\alpha.(A[z/y]))[e/x] & x \neq y, y \in \text{fv}(e), z \text{ - fresh} \\
(e_1 \bullet e_2 = m\{A\})[e/x] & \overset{\text{def}}{=} e_1[e/x] \bullet e_2[e/x] = m\{A[e/x]\} & x \neq m, m \notin \text{fv}(e) \\
(e_1 \bullet e_2 = u\{A[u/m]\})[e/x] & \overset{\text{def}}{=} (e_1 \bullet e_2 = u\{A[u/m]\})[e/x] & x \neq m, m \in \text{fv}(e), u \text{- fresh}
\end{align*}
\]

In a similar fashion to the program logic in Sec. 2.2.1 the logic can be split into the logic of axioms and the logic of rules. The logic of axioms consisting of the axioms and
axiom schemas (referred to simply as axioms) include the axioms of predicate logic seen in Fig. 2.13, the axioms of equality seen in Fig. 2.17, axioms of F.O.L. which can be seen in Fig. 2.18, and axioms of evaluation formulae seen in Fig. 2.19. Most axioms are standard with the axioms of equality representing reflexivity, symmetry and transitivity, and substitution.

\[(eq1)_\lambda \quad e = e\]
\[(eq2)_\lambda \quad e = e' \leftrightarrow e' = e\]
\[(eq3)_\lambda \quad e = e' \land e' = e'' \rightarrow e = e''\]
\[(eq4)_\lambda \quad x = e \land A \rightarrow A[e/x]\]

Figure 2.17: Axioms for equality of the $\lambda$-logic.

An axiom for pairs is often not included, but is the following tautology.

\[(p1) \quad \pi_i((e_1, e_2)) = e_i\]

The axioms of F.O.L. are standard from [38] in Fig. 2.18. This list is not minimal as some axioms are derivable from others, but included for convenience. Later the universal quantifier will be adapted with the relevant adoptions to these axioms.

Evaluation formula axioms in Fig. 2.19 originate from how functions interact, expressed in logical form. These axioms are for the terminating STLC language without recursion. Some axioms differ when non-terminating features are added. Axiom \((ext)_\lambda\) requires \(\text{Ext}(e, e') \overset{\text{def}}{=} \forall x.e \bullet x = m\{e' \bullet x = n\{m = n\}\}\), and implies extensionality as the functions \(e\) and \(e'\) cannot be distinguished through application. Axioms \((e1)\), \((e2)\) and \((e3)\) show conjunction, negation and invariance, within the evaluation formulae. Axiom \((e4)\) shows how evaluation formulae interact with universal quantification under certain restrictions, these ensure the quantified variable does not interact with the evaluation formula variables. Axiom \((e_\alpha)\) is essentially the idempotency of evaluation formulae combined with $\alpha$-equivalence.
(u1) \[ \forall x^\alpha . A \rightarrow A[e/x] \] (Instantiation)

(2u) \[ x \notin \text{fv}(A) \rightarrow (A \iff \forall x^\alpha . A) \] (Vacuous Generalisation/Instantiation)

(u3) \[ \forall x^\alpha . A \land \forall x^\alpha . B \iff \forall x^\alpha . A \land B \] (Distribution)

(ex1) \[ A[e/x] \rightarrow \exists x . A \] (Existential Generalization)

(ex2) \[ A^x \land \exists x . B \iff \exists x . (A \land B) \] (Derivable)

(ud1) \[ \forall x^\alpha , \forall y^\alpha . A \iff \forall y^\alpha , \forall x^\alpha . A \] (Derivable)

(ud2) \[ \exists x^\alpha , \forall y^\alpha . A \iff \exists y^\alpha , \exists x^\alpha . A \] (Derivable)

(ud3) \[ \exists x^\alpha . A \lor \exists x^\alpha . B \iff \exists x^\alpha . A \lor B \] (Derivable)

(ud4) \[ \exists x^\alpha , \forall y^\alpha . A \rightarrow \forall y^\alpha , \exists x^\alpha . A \] (Derivable)

(ud5) \[ \forall x^\alpha . (A \rightarrow B) \rightarrow (\forall x^\alpha . A) \rightarrow (\forall x^\alpha . B) \] (Derivable)

Figure 2.18: Axioms for first order logic of the \( \lambda \)-logic.

(e1) \[ e \cdot e' = m\{ A \} \land e \cdot e' = m\{ B \} \iff e \cdot e' = m\{ A \land B \} \]

(e2) \[ e \cdot e' = m\{ \neg A \} \iff \neg e \cdot e' = m\{ A \} \]

(e3) \[ e \cdot e' = m\{ A \land B \} \iff A \land e \cdot e' = m\{ B \} \iff m \notin \text{fv}(A) \]

(e4) \[ e \cdot e' = m\{ \forall a^\alpha . A \} \iff \forall a^\alpha . e \cdot e' = m\{ A \} \iff a \notin \text{fv}(e, e', m) \]

(ext) \[ e = e' \iff \text{Ext}(e, e') \]

(ea) \[ e \cdot e' = m\{ A \} \iff e \cdot e' = m\{ e \cdot e' = a\{ a = m \land A \} \} \iff a \notin \text{fv}(e, e'), a \in \text{fv}(A) \rightarrow a \equiv m \]

Figure 2.19: Axioms for evaluation formulae of the \( \lambda \)-logic.

The logic of rules is introduced via rules based on the programming language constructors in Fig. 2.20. The rules intend to represent the behaviour of programs within the logic. All rules are well typed, with certain formulae containing requirements such as \( C^{-m} \) to mean \( m \notin \text{fv}(C) \), which ensures the typing conditions are met.

The \([\text{LAM}]\) rule states \( \forall x . (B \rightarrow u \cdot x = m\{ C \}) \) in the post-condition of the conclusion, meaning for any value \( x \) such that \( B \) holds, if \( u \) (i.e. the \( \lambda x . M \) value) is applied to \( x \) and denoted by \( m \) then \( C \) holds. This requires the assumption, which states a similar intention
but reasons about the term $M$ and uses the equivalence of $M$ and $(\lambda x.M)x$.

The $[\text{App}]_\lambda$ rule requires $M$ and $N$ to be reasoned about individually, resulting in $m \cdot n = u\{C^{-m,n}\}$ where $m$ and $n$ represent $M$ and $N$, respectively. This states: applying $m$ to $n$ and denoting the result by $u$ implies $C$ holds, which is precisely the required meaning in the conclusion of the rule, where $MN$ is denoted by $u$. Requiring $C^{-m,n}$ ensures $m$ and $n$ do not occur freely in $C$, satisfying the type checking of the rule.

The $[\text{Var}]_\lambda$ and $[\text{Const}]_\lambda$ rules are similar to the $[\text{Assign}]_{\text{Imp}}$ rule if the assigned variable is considered as the anchor. They require the substitution in the pre-condition to ensure the intention is captured correctly.

The $[\text{Neg}]_\lambda$ assumes $\neg m$ as an expression and substitutes it for $u$ in the postcondition of the assumption, ensuring $u$ in the conclusion is the negation of $m$ in the assumption.

The $[\text{If}]_\lambda$ rule differs from $[\text{If}]_{\text{Imp}}$, as the Boolean condition in the $\lambda$-logic is not a formula in the logic, hence must be reasoned about first. The substitution of both Boolean constants for $b$ indicates the two possible cases for the conditional and hence reason about the two respective programs.

The $[\text{Pair}]_\lambda$ and $[\text{Proj}]_\lambda$ rules express the idea of pairs and projections in the assumption via their substitution for $u$, whilst in the conclusion the same pair or projection programs are represented by $u$. The $[\text{Let}]_\lambda$ rule can be derived from the definition let $x^\alpha = M$ in $N \overset{\text{def}}{=} (\lambda x^\alpha . N)M$ and the relevant rules, but is included for convenience.

The $[\text{Eq}]_\lambda$ rule reasons about $M$ and $N$, and then requires the result to be in the form that substitutes $m = n$ for $u$ in $C$. This implies that the result of equating $M$ and $N$ can be substituted for $u$ which indicates precisely the conclusion. It is common to write $C[m = n/u]$ in the $[\text{Eq}]_\lambda$ rule, even though $m = n$ is not an expression, but this is shorthand for substituting $u = \text{true}$ for $m = n$ in $C$. The expression $e = e'$ could be included to make this syntax correct but is not included for simplicity and brevity, as is common in the literature [28, 72, 6]. It is also possible to set the evaluation formula as an expression, as is done in [28]. However, this transfers some complications from the axioms to the manipulation of expressions. This balance of where to focus the reasoning is a matter of preference and fashion, but has no computational benefits except readability.
Figure 2.20: Inference rules of the \(\lambda\)-logic.

Structural rules introduced in Fig. 2.21 allow for the manipulation of any triple under specific circumstances. The \([\text{Conseq}]_\lambda\) rule introduces the logic of axioms to the triples in both the pre-condition and post-condition. The other rules allow for combining two triples of similar form \([\Lambda\text{-Post}]_\lambda\) and \([\Lambda\text{-Pre}]_\lambda\) or allow certain formulae to be moved from the pre-condition to the post-condition or vice versa under certain conditions in \([\Lambda \rightarrow \land]\_\lambda\) and \([\text{Invar}]_\lambda\).

Figure 2.21: Structural inference rules of the \(\lambda\)-logic.
Similar to the While-logic, if a triple \( \{ A \} \ M : u \ { B \} \) can be derived from the rules and axioms, this is written \( \vdash \{ A \} \ M : u \ { B \} \). Well typed terms in this STLC always terminate, meaning this program logic is partially correct if and only if it is totally correct. However, the inclusion of non-termination into the language (and rules) means this no longer holds as in [28] which contains recursion.

**Example 1.** The simple example of the identity function applied to `true` which should clearly output `true` is proven below, using this logic. The resulting triple in line 6 states that in any valid initial state (represented by `T`), if the program \((\lambda x \text{Bool}.x)\text{true}\) is run and denoted by the variable `u` then `u` must be equivalent to `true`, which is exactly what is required.

1. \( \{ x = x \} x :_u \{ u = x \} \) \hspace{2cm} [VAR]_\lambda
2. \( \{ T \} \lambda x \text{Bool}.x :_m \{ \forall x \text{Bool}.m \bullet x = u\{u = x\} \} \) \hspace{2cm} [LAM]_\lambda
3. \( \forall x \text{Bool}.m \bullet x = u\{u = x\} \rightarrow m \bullet \text{true} = u\{u = \text{true}\} \) \hspace{2cm} (u1)\lambda
4. \( \{ T \} \lambda x \text{Bool}.x :_m \{ m \bullet \text{true} = u\{u = \text{true}\} \} \) \hspace{2cm} [Conseq]_\lambda, 2, 3
5. \( \{ m \bullet \text{true} = u\{\text{true} = u\} \} \text{true} :_n \{ m \bullet n = u\{u = \text{true}\} \} \) \hspace{2cm} [Const]_\lambda
6. \( \{ T \} (\lambda x \text{Bool}.x)\text{true} :_u \{ u = \text{true} \} \) \hspace{2cm} [App]_\lambda, 4, 5

**Example 2.** Reasoning about the program \(\lambda x \text{Bool}.\text{if } x \text{ then false else true}\) which should
essentially return $\neg x$ can be proven as follows.

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${x = \text{true}} x : d {x = \text{true} = d} \quad \textbf{[VAR]}_\lambda$</td>
</tr>
<tr>
<td>2</td>
<td>${(x = \text{true} = d)[\text{true}/d]} \text{false} : b {b = \text{false}} \quad \textbf{[Const]}_\lambda$</td>
</tr>
<tr>
<td>3</td>
<td>${(x = \text{true} = d)[\text{false}/d]} \text{true} : b {F} \quad \textbf{[Const]}_\lambda$</td>
</tr>
<tr>
<td>4</td>
<td>${x = \text{true}} \text{if } x \text{ then false else true} : b {b = \text{false}} \quad \textbf{[If]}_\lambda, 1, 2, 3$</td>
</tr>
<tr>
<td>5</td>
<td>${T} \text{if } x \text{ then false else true} : b {x = \text{true} \rightarrow b = \text{false}} \quad \textbf{[And-Impl]}_\lambda, 4$</td>
</tr>
<tr>
<td>6</td>
<td>${x = \text{false}} x : d {x = \text{false} = d} \quad \textbf{[Var]}_\lambda$</td>
</tr>
<tr>
<td>7</td>
<td>${(x = \text{false} = d)[\text{false}/d]} \text{false} : b {F} \quad \textbf{[Const]}_\lambda$</td>
</tr>
<tr>
<td>8</td>
<td>${(x = \text{false} = d)[\text{true}/d]} \text{true} : b {b = \text{true}} \quad \textbf{[Const]}_\lambda$</td>
</tr>
<tr>
<td>9</td>
<td>${x = \text{false}} \text{if } x \text{ then false else true} : b {b = \text{true}} \quad \textbf{[If]}_\lambda, 6, 7, 8$</td>
</tr>
<tr>
<td>10</td>
<td>${T} \text{if } x \text{ then false else true} : b {x = \text{false} \rightarrow b = \text{true}} \quad \textbf{[And-Impl]}_\lambda, 9$</td>
</tr>
<tr>
<td>11</td>
<td>${T} \text{if } x \text{ then false else true} : b {x = \neg b} \quad \textbf{[And-Post]}_\lambda, 5, 10$</td>
</tr>
<tr>
<td>12</td>
<td>${T} \lambda x : \text{Bool}. \text{if } x \text{ then false else true} : a {\forall x : \text{Bool}. a \bullet x = \neg x} \quad \textbf{[Lam]}_\lambda, 11$</td>
</tr>
</tbody>
</table>
Example 3. The program \( (\lambda f : \text{Bool} \to \text{Bool}. f \, \text{true})(\lambda x : \text{Bool}. \text{false}) \) which should return false is reasoned about as follows.

1. Let \( B(f) \equiv f \cdot \text{true} = \text{false} \)

2. Let \( D(c) \equiv \forall f. B(f) \to c \cdot f = \text{false} \)

3. \( \{ B(f) \} f : g \{ B(g) \} \) \hspace{1cm} [\text{VAR}]_\lambda

4. \( \{ B(g) \} \text{true} : h \{ g \cdot h = \text{false} \} \) \hspace{1cm} [\text{CONST}]_\lambda

5. \( \{ B(f) \} f \text{true} : a \{ a = \text{false} \} \) \hspace{1cm} [\text{APP}]_\lambda, 3, 4

6. \( \{ T \} \lambda f. f \text{true} : c \{ D(c) \} \) \hspace{1cm} [\text{LAM}]_\lambda, 5

7. \( \{ T \} \text{false} : a \{ a = \text{false} \} \) \hspace{1cm} [\text{CONST}]_\lambda

8. \( \{ T \} \lambda x : \text{Bool}. \text{false} : f \{ \forall x. f \cdot x = \text{false} \} \) \hspace{1cm} [\text{LAM}]_\lambda, 7

9. \( \{ T \} \lambda x : \text{Bool}. \text{false} : f \{ B(f) \} \) \hspace{1cm} [\text{CONSEQ}]_\lambda, (u1)_\lambda, 8

10. \( \{ D(c) \} \lambda x. \text{false} : f \{ D(c) \land B(f) \} \) \hspace{1cm} [\text{INVAR}]_\lambda, 9

11. \( \{ D(c) \} \lambda x. \text{false} : f \{ c \cdot f = \text{false} \} \) \hspace{1cm} [\text{CONSEQ}]_\lambda, (u1)_\lambda, M.P., 10

12. \( \{ T \} (\lambda f : \text{Bool} \to \text{Bool}. f \text{true})(\lambda x : \text{Bool}. \text{false}) : a \{ a = \text{false} \} \) \hspace{1cm} [\text{APP}]_\lambda, 6, 11

In Chapt. 7 these examples will be reasoned about again using the \( \nu \)-logic, showing that an equivalent triple is derivable.

**Model**

The logic is given semantics by first defining a model and then defining a satisfaction relation for triples. This requires an interpretation of expressions and the semantics of formulae in the model. The model and semantics are introduced here for the \( \lambda \)-logic to be built upon in Chapt. 5 to model the \( \nu \)-logic.

A model \( \xi \) is defined as for the While-logic, as an unordered mapping between variables and closed values. The value mapped to by \( x \) in a model \( \xi \) is written \( \xi(x) \). The domain of a model \( \xi \) is the list of variables from which the model maps to values, and the codomain (range) of the model is the list of values to which the model maps, \( \text{dom}(\xi) \) and \( \text{cod}(\xi) \) respectively. A model \( \xi \) is typed by \( \Gamma \) (or is a model of type \( \Gamma \)) if \( \Gamma \) and \( \xi \) have the same domains and for each variable \( x \) in the domain then \( \xi(x) : \Gamma(x) \). The model is used to interpret expressions as programs in Def. 13. The semantics (or interpretation) of formulae
are given by Def. 14. This leads to the modelling of triples in Def. 16 which are used to prove soundness of the rules.

**Definition 13** (Interpretation of expressions). The interpretations of the expression $e$ in the model $\xi$ written $[e]_\xi$ are defined as follows.

$\begin{align*}
[()]_\xi & \stackrel{\text{def}}{=} () \\
[x]_\xi & \stackrel{\text{def}}{=} \xi(x) \\
[true]_\xi & \stackrel{\text{def}}{=} \text{true} \\
[false]_\xi & \stackrel{\text{def}}{=} \text{false} \\
[(e_1,e_2)]_\xi & \stackrel{\text{def}}{=} ([e_1]_\xi, [e_2]_\xi) \\
[\pi_i(e)]_\xi & \stackrel{\text{def}}{=} \pi_i([e]_\xi)
\end{align*}$

**Definition 14** (Semantics of formulae). A model $\xi$ interprets a formula $A$ written $\xi \models A$, also referred to as semantics of formulae or $\xi$ models $A$, is defined as follows.

$\begin{align*}
\xi \models e = e' & \stackrel{\text{def}}{=} [e]_\xi \equiv_{STLC}^{\alpha} [e']_\xi \\
\xi \models \neg A & \stackrel{\text{def}}{=} \xi \not\models A \\
\xi \models A \land B & \stackrel{\text{def}}{=} \xi \models A \land \xi \models B \\
\xi \models e \cdot e' = m\{A\} & \stackrel{\text{def}}{=} [e]_\xi [e']_\xi \downarrow \land \xi \cdot m : V \models A \\
\xi \models \forall x^\alpha . A & \stackrel{\text{def}}{=} \forall V^\alpha . \xi \cdot x : V \models A
\end{align*}$

The semantics for equivalence requires the interpretation of expressions to be contextually equivalent as per Def. 10. The semantics for the evaluation formulae is for total correctness as the language is strongly-normalizing, however if non-termination exists in the language this can be redefined for partial correctness. The semantics of universal quantification, quantifies over all possible values of the correct type and assigns them to the quantified variable in the model to satisfy the formula $A$. The semantics of other formulae are standard.

It is often referenced that an open term (or expression) is evaluated, this is short for the closure of said term by a model is evaluated. The model must be typed by the same type context that types the term, ensuring all free variables in the term are mapped in the model.

**Definition 15** (Closure of terms). Model $\xi$ closes the open program $M$ written $M_\xi$ defined as follows, where $\xi^{-x}$ is the model $\xi$ with the mapping for $x$ removed assuming it exists.

$\begin{align*}
()_\xi & \stackrel{\text{def}}{=} () \\
\text{true}_\xi & \stackrel{\text{def}}{=} \text{true} \\
\text{false}_\xi & \stackrel{\text{def}}{=} \text{false} \\
x_\xi & \stackrel{\text{def}}{=} \xi(x) \\
(\lambda x^\alpha . M)_\xi & \stackrel{\text{def}}{=} \lambda x^\alpha . (M_\xi^{-x}) \\
(MN)_\xi & \stackrel{\text{def}}{=} (M_\xi)(N_\xi) \\
(\pi_i(M))_\xi & \stackrel{\text{def}}{=} \pi_i(M_\xi) \\
(\text{let } x = M \text{ in } N)_\xi & \stackrel{\text{def}}{=} \text{let } x = M_\xi \text{ in } N_\xi^{-x}
\end{align*}$
The previous three definitions are required to define the semantics of triples.

**Definition 16 (Semantics of triples).** The semantics of triples mimics the description of the Hoare triples with the model closing the free variables in the term within the triple.

\[ \xi \models \{A\} M :_u \{B\} \overset{\text{def}}{=} \xi \models A \rightarrow \exists V. (M\xi \downarrow V \land \xi \cdot u : V \models B) \]

If \( \Gamma \vdash \{A\} M :_u \{B\} \), write \( \models \{A\} M :_u \{B\} \) if \( \forall \xi \models \Gamma, \xi \models \{A\} M :_u \{B\} \).

**Definition 17 (Soundness and completenesses).** The \( \lambda \)-logic is defined as:

- **Sound** if \( \vdash \{A\} M :_u \{B\} \) implies \( \models \{A\} M :_u \{B\} \)

- **Complete** if \( \models \{A\} M :_u \{B\} \) implies \( \vdash \{A\} M :_u \{B\} \)

However as with the While-logic, the incompleteness of F.O.L. [23] makes completeness impossible and hence different notions of completeness are introduced [14, 26].

The \( \lambda \)-logic presented above (and in [28]) is sound, and various notions of completeness are all proven for extensions to the STLC with recursion [26] and also aliasing and local state [4], hence these results hold for the smaller STLC presented here.

### 2.2.3 Program Logic for Higher-Order Functions with Local State

Names are an abstraction of many concepts (see Sec. 1.1), one of which is local state. The addition of local state to the STLC is reasoned about by a program logic introduced in [72]. This logic is introduced here due to the similarities of local state to the \( \nu \)-calculus.

The full language in [72] is complex with a store and the ability to generate fresh references to the store. The program \( \text{ref}(M) \) generates and returns a reference, and fills it with the value \( M \) evaluates to. The references denoted by \( M \) can be dereferenced by \( !M \) and assigned a new value \( M' \) evaluates to written \( M := M' \). Take for example the function \( \text{let } x = \text{ref}(0) \text{ in } \lambda().x :=!x + 1; !x \) where \( \text{ref}(0) \) produces a new reference (or location) to the store which contains the value 0. This reference is assigned to the variable \( x \) in \( \text{let } x = \text{ref}(0) \text{ in } \) ... which allows the reference to be used in the ... part via the use of \( x \). When the function \( \lambda().x :=!x + 1; !x, \) is applied (to unit) it will increment the value stored at the reference \( x \), and return the new value.

The inclusion of a store and fresh reference generation has many useful applications. However, here the restriction of the logic is to only contain the STLC extended with the \( \text{ref}() \) constructor. The syntax is extended from the STLC as seen in Fig. 2.22. The \( \text{ref}() \) function produces a fresh reference each time it is evaluated, with no distinguishing content stored at the location, i.e. \( () \). This is in essence the generation of fresh names. The
programming language is referred to here as the Local-STLC. The program logic in [72] is adapted and introduced here for this very minimal extension to the STLC and described below. This program logic is referred to here as the Local-logic.

\[
\begin{align*}
\alpha & ::= \ldots \mid \text{Ref(Unit)} \\
M & ::= \ldots \mid \text{ref()} \mid M = M \\
V & ::= \ldots \mid l
\end{align*}
\]

Figure 2.22: New syntax of the Local-STLC extending the STLC syntax.

The new type Ref(Unit) represents the type of memory location storing (,) however this is essentially the type Nm. The ref() term constructor of locations returns a fresh location (or reference) which ranges over \(l, l', l'', \ldots\) (or sometimes \(l_i\)) which cannot be used directly in the language and whose content cannot be accessed without access to the specific location. The equality constructor is also included as the destructor for references. The typing rules for the new constructors are those of Fig. 2.23.

\[
\begin{array}{c}
\Gamma \vdash \text{ref(): Ref(Unit)} \\
\Gamma \vdash M : \text{Ref(Unit)} \quad \Gamma \vdash M' : \text{Ref(Unit)} \\
\Gamma \vdash M = M' : \text{Bool}
\end{array}
\]

Figure 2.23: Typing rules of the Local-STLC.

Given the locations all store (,), the concept of a store is not required and hence is not included in this version of the language. The reduction relation adds another additional construct which is that of the hiding of locations as \((\nu\vec{l})\), where \(\nu\) is a (hiding) binder of the names in the vector \(\vec{l}\), so that the CBV reduction relation is as follows \((\nu\vec{l})M \rightarrow (\nu\vec{l})M'\). The evaluation contexts and reduction rules are those of the STLC in Fig. 2.8 and Fig. 2.9 respectively with the additional reduction rules defined in Fig. 2.24.
Contextual equivalence of configurations are defined as standard, requiring all single-holed contexts filled with the terms to evaluate to the same Boolean.

The syntax of the logical expressions and formulae build on the $\lambda$-logic in Fig. 2.25.

The expressions build on the $\lambda$-logic with constants $c$ now including locations $l$. This may be a mistake in [72], given the language does not have direct access to locations, however it is included here.

Formulæ are extended from $\lambda$-logic by first adding the new hiding quantifier $\nu x. A$, which means for some hidden reference $x$ then $A$ holds, with its dual $\bar{\nu} x. A \overset{\text{def}}{=} \neg \nu x. \neg A$, meaning for all hidden references $x$ then $A$ holds. The $\nu$ quantifier sits between $\forall$ and $\exists$ quantifiers in quantifying power given $\exists x. \forall y. A \rightarrow \forall y. \exists x. A$ and $\nu x. \forall y. A \rightarrow \forall y. \nu x. A$ but $\exists x. \nu y. A \rightarrow \nu y. \exists x. A$.

The modal quantifiers $\Box A$ and its dual $\diamond A \overset{\text{def}}{=} \neg \Box \neg A$, come from modal logic and state that $A$ holds in all reachable states and in some reachable state respectively. Finally $e \mapsto e'$ states that the reference denoted by $e'$ can be reached by the datum $e$, with the dual $e' \# e \overset{\text{def}}{=} \neg e \mapsto e'$ meaning the reference $e'$ cannot be reached by (or is fresh from) the datum $e$. Substitution of expressions $e$ for the variable $x$ in the formula $A$, written $A[e/x]$, is defined similarly to the $\lambda$-logic.

The model builds on the type context for variables and hidden references hence the model $M \overset{\text{def}}{=} (\nu \tilde{l}) \xi$ hides the names in $\tilde{l}$ and maps variables to values in $\xi$. This is a
simplification of the model in [72].

The free locations of a term $M$ are defined as expected and written $\text{fl}(M)$. The free plain names of an expression $e$ is the set of references in $e$ which do not occur dereferenced, which in this limited case is all references. A model $\mathcal{M}'$ is an extension of a model $\mathcal{M}$ if the extension contains all mappings of the extended model (i.e. model equivalence, written $\mathcal{M} \approx \mathcal{M}'$) and potentially some new mappings, this is written as $\mathcal{M} \leadsto \mathcal{M}'$. These are defined as expected. The semantics for formulae is given using these definitions of the models, with the new logical constructor semantics defined as follows (adapted from [72] for this simpler language).

- $\mathcal{M} \models \square A \overset{\text{def}}{=} \forall \mathcal{M}', \mathcal{M}' \leadsto \mathcal{M}' \models A$
- $\mathcal{M} \models \nu x.A \overset{\text{def}}{=} \exists \mathcal{M}'.(\nu l)\mathcal{M}' \approx \mathcal{M} \land \mathcal{M}'[x : l] \models A$
- $\mathcal{M} \models e_1 \leftrightarrow e_2 \overset{\text{def}}{=} [e_2]_{\xi, \sigma} \in \text{fl}([e_1]_{\xi, \sigma})$ for each $\mathcal{M} \approx (\nu \tilde{l})(\xi, \sigma)$

Properties of formulae are introduced to restrict certain axioms and rules to ensure soundness (and completeness) proofs hold.

**Definition 18** (Properties of formulae in the Local-logic). Thinness is defined for a formula if a particular variable $x$, can be removed from the model $\mathcal{M}$ alongside its mapping, written $\mathcal{M}/x$, and still satisfy the formula. Monotonicity of a formula is defined if references can be hidden in the model and still satisfy the formulae. The formula $A$ is antimonotone if $\neg A$ is monotone. A formula $A$ is stateless if it holds in all future states.

- $A$-thin w.r.t $x$ $\overset{\text{def}}{=} \forall \mathcal{M}. \mathcal{M} \models A \rightarrow \mathcal{M}/x \models A$
- $A$-monotone $\overset{\text{def}}{=} \forall \mathcal{M}, l. \mathcal{M} \models A \land l \notin \text{fl}(A) \rightarrow (\nu l)\mathcal{M} \models A$
- $A$-stateless $\overset{\text{def}}{=} A \rightarrow \square A$

The paper proposes that monotonicity and antimonotonicity are not required but include them for the soundness proofs. Thinness is a development of $A^{-x}$, meaning $x$ is not in the free variables of $A$ but covers this more complex model which cannot remove variables in a formula even when not used in the formula. For example the model $\mathcal{M} \equiv x : l, y : \lambda z.\text{if } z = l \text{ then } \text{true else false}$ and the formula $\exists x'. y \bullet x' = \text{true}()$ is not satisfied by $\mathcal{M}/x$ as $l$ is only derivable from $x$ and is the only input to $y$ that returns true.

Syntactic definitions of each of these properties are defined, allowing for syntactic checks on whether these properties hold for certain formulae. These syntactic definitions cover all formulae that are required to obtain certain properties in the reasoning, however may not cover all formulae that obey the property.

The axioms from [72] are extensive, however the related axioms to the logic introduced here are introduced below. Many of these axioms will be replicated in essence in the $\nu$-logic
in Sec. 4.5, hence their introduction here. Axioms of note are (v5) which states how the \( \nu \)-quantifier interacts with the \( \forall \)-quantifier, (r4) states how freshness proves inequality of references, the axioms for modality are standard, apart from the 2 introduced below, which define how modality interact with the \( \nu \)-quantifier(s).

\[
\begin{align*}
(u1) & \quad A \rightarrow \forall x.A \quad x \notin \text{fv}(A) \land A - \text{thin w.r.t } x \\
(v1) & \quad A \rightarrow \nu x.A \quad x \notin \text{fv}(A) \\
(v2) & \quad \nu x.A \leftrightarrow A \quad x \notin \text{fv}(A) \land A - \text{monotone} \\
(v3) & \quad \nu x.(A \land A') \rightarrow \nu x.A \land \nu x.A' \\
(v4) & \quad \nu x.(A \lor A') \leftrightarrow \nu x.A \lor \nu x.A' \\
(v5) & \quad \nu y.\forall x.A \rightarrow \forall y.\nu x.A \\
(v6) & \quad \exists y.\nu x.A \rightarrow \nu x.\exists y.A \\
(v7) & \quad \nu x.\nu y.A \rightarrow \nu y.\nu x.A \\
(r1) & \quad x \rightarrow x \\
(r2) & \quad x \leftrightarrow y \land y \leftrightarrow z \rightarrow x \leftrightarrow z \\
(r3) & \quad x \# y^\alpha \quad \alpha \in \{\text{Unit}, \text{Bool}\} \\
(r4) & \quad x \# y \rightarrow x \neq y \\
(r5) & \quad x \# y \land y \leftrightarrow z \rightarrow x \# z \\
(n1) & \quad \square \nu x.A \leftrightarrow \nu x.\square A \\
(n2) & \quad \nu x.\square A \rightarrow \square \nu x.A
\end{align*}
\]

Figure 2.26: Axioms for the new logical constructors in the Local-logic.

The rules of inference for triples build off the \( \lambda \)-logic and some key extensions are seen in Fig. 2.27. The rules differ from the \( \lambda \)-logic in various ways, primarily the inclusion of the auxiliary variable \( i \). This variable \( i \) is used to reference any datum that already exists in the state. The \([\text{LAM}]_{\text{Local}}\) rule includes a quantification over \( \forall i \) which is a quantification over arbitrary variables (of arbitrary type). The \( i \) is used in \([\text{REF}]_{\text{Local}}\) to represent this freshness alongside the \( \nu \)-binder to ensure \( x \) is hidden. The \( i \) can be quantified over in: \([\text{Aux}_\forall V]_{\text{Local}}\) if the program is a value; \([\text{Aux}_\forall]_{\text{Local}}\) if the type of \( i \) is a base type; or \([\text{LAM}]_{\text{Local}}\) if applicable. The \( i \) can also be replaced by an expression using \([\text{SUBS}]_{\text{Local}}\) which allows this variable to be seen as a quantification over all possible locations (or expressions) in the initial state and hence it should not be possible to obtain the contradiction \( u \# u \), however it is not entirely obvious or easy to use this variable \( i \).

The \([\text{REF()}]_{\text{Local}}\) rule is the only rule that introduces the \( \nu \)-binder to hide the name that the reference represents within the logic. This rule can be used to reason about \( vn.n \) by letting \( \text{ref}( () ) \overset{\text{def}}{=} vn.n \), then the resulting triple would be \( \{T\} \text{ref}( () ) : u \{\nu x.(u = x \land u \# i)\} \) meaning the reference is hidden but in this case can be accessed by \( u \), and is fresh from all other references which can be accessed in the initial state. The definition of the
initial state comes from the \([\text{SUBS}]_{\text{Local}}\) rule instantiation forbidding \([u/i]\) as \(u \notin \text{fpn}(e)\).

For the example \(\lambda().\text{ref}()\) (which will be thought of as a translation of \(\text{gensym}\) in the \(\nu_{\text{GS}}\)-calculus), the triple \(\{T\} \lambda().\text{ref}() : m \{\forall i.m().() = u\{\nu x.(u = x \land u \neq i)\}\}\) can be derived. This means \(i\) can be instantiated as any reference except that of \(x\) and \(u\) and hence this means \(x\) (and \(u\)) are fresh from any previously generated reference.

Finally the \([\text{CONS-EVAL}]_{\text{Local}}\) rule is included here in this simplified version of the logic. The rule is a strengthened version of the standard consequence rule which represents the compositionality of the language alongside the chosen method of expressing freshness of references.

\[
\begin{align*}
\{C \land A^{-x}\} & \Rightarrow M : m \{C'\} \\
\{A\} \lambda x.M & : u \{\forall i.C \rightarrow u \cdot x = m(C')\} \quad \text{[LAM]_{Local}} \\
\{C\} & \Rightarrow \text{ref}() : u \{\nu x.(C \land u \neq i\nu X \land u = x)\} \quad \text{[REF()]_{Local}} \\
\{C^{-i}\} V & : u \{C'\} \quad \text{[AUX_{\nu}V]_{Local}} \\
\{C\} & \Rightarrow \forall i.C \Rightarrow u \{\forall i.C'\} \quad \alpha \text{- base type} \quad \text{[AUX_{\nu}]_{Local}} \\
\{A\} & \Rightarrow M : u \{C\} \quad u \notin \text{fpn}(e) \\
\{A[e/i]\} & \Rightarrow M : u \{B[e/i]\} \quad \text{[STAB]_{Local}} \\
\{C_0\} & \Rightarrow M : m \{C'_0\} \quad x \text{ fresh; } \tilde{i} \text{ auxiliary} \\
\Box \forall i.C_x() \Rightarrow m\{C'_0\} & \Rightarrow \Box \forall i.C_x() \Rightarrow m\{C'\} \\
\{C\} & \Rightarrow M : m \{C'\} \quad \text{[CONS-EVAL]_{Local}}
\end{align*}
\]

Figure 2.27: Key new inference rules of the Local-logic.

The \([\text{LETOPEN}]_{\text{Local}}\) rule below does not occur directly in \cite{72} but as a rule for an extension of the logic which contains a similar rule. This rule allows for the temporary revealing of a reference within a let \(x = M\) in \(N\) constructor. This rule does not seem to exist in this exact form in the paper, but is expected to be sound.

\[
\begin{align*}
\{A\} & \Rightarrow M : x \{\nu \tilde{y}.C\} \\
\{C\} & \Rightarrow N : u \{B\} \quad B\text{-thin w.r.t } x \\
\{A\} & \Rightarrow \text{let } x = M \text{ in } N : u \{\nu \tilde{y}.B\} \quad \text{[LETOPEN]_{Local}}
\end{align*}
\]

The Local-logic is proven sound and three completeness results are proven in \cite{4} however the \([\text{LETOPEN}]_{\text{Local}}\) is not included in this proof.
Compared to the original program logic in [72], the Local-logic above ignores all the elements of state that are not related to the naming of fresh locations. The original logic is complex, as it builds on the program logic for state with aliasing [5], referred to here as the Alias-logic. The Alias-logic is for a language which uses locations directly, and does not include the fresh generation of locations, $\text{ref}(M)$. In both logics with memory, a new logical substitution is introduced to deal with aliasing in memory. A new logical constructor to ensure (in)dependence of a particular location in the state is also required.

The quantifiers $\nu x.A$ or $\bar{\nu} x.A$ are not required in the Alias-logic, as these are used purely for the fresh reference generation. Similarly, the modalities $\Box A$ and $\Diamond A$ are also not required when simply discussing non-fresh references as all references exist at initiation, and hence reasoning about future references (or states) is not required. Both logics are proven sound, alongside different notions of completeness [4].

The extra complications of the logic, which are originally introduced due to the values stored in the state, encouraged the search for a simpler logic specifically for the $\nu$-calculus.

### 2.2.4 Other Logics of Interest

This thesis builds upon the Hoare logic introduced in Sec. 2.2.2 for the STLC [28]. Alternative approaches to Hoare logic and their relation to names (or their applications) are briefly introduced here.

#### Separation Logic

Reynolds’ separation logic [59] is an extension of Hoare logic which allows for reasoning about states consisting of the store and heap. The primary concept is the separation of the heap memory into disjoint heaps and reasoning about these disjointly. The frame rule introduced enables local reasoning about component programs and their effect on a portion of memory whilst not affecting another disjoint part of the heap.

Extensions to separation logic in [7] do allow for reasoning about fresh name generation via the standard use of $\text{Ref}()$ as the name generator, alongside equality of references. Further work is required to extract the essence of the logic required for reasoning purely about fresh names and identify any issues which may arise. It is not clear whether key examples such as the “hard” example introduced later in Ex. 19 can be reasoned about using this logic.
A Hoare Logic For CBV Functional Languages

Regis-Gianas and Pottier introduced a higher-order typed Hoare logic for CBV functional languages in [57] similar to [28] with some technical differences. Crucially, equality is only considered for values and hence function applications (and other non-value terms) are not considered in the formulae. This simplification of the logic does have the added benefit that verification conditions can be proven interactively in Coq or with an automated theorem prover. Names or local state are not explicitly considered in this paper.

Hoare Type Theory

Hoare Type Theory combines Hoare triples with dependent types, formalizing the generating process of verification conditions for effectful computations using monadic judgments [44, 43]. This combines standard static checking techniques with logical verifications. The introduction of local state to the former work can be seen in [42].

2.3 Summary

The underlying principles have been introduced in this chapter that will form the basis of the rest of the thesis. The untyped \( \lambda \)-calculus and the STLC introduced with the common syntax that will be used throughout the rest of the thesis alongside important ideas such as types and equivalence. The basics of program logics are covered for an imperative language and a functional language. The extension to the STLC which includes local state, is introduced with the program logic for the case where the state only stores \((\_\))\), which draws parallels to the study of names.

In the next chapter the STLC will be built upon via the introduction of names in programming languages referred too as the \( \nu_{GS} \)-calculus and \( \lambda\mu \)-calculus, alongside an analysis of relations between these languages and methods to prove equivalence, all from the literature. The program logic for the \( \nu_{GS} \)-calculus extends that of the \( \lambda \)-logic introduced in this chapter. The standard technique of proving soundness in this chapter is then extended to prove soundness of the \( \nu \)-logic.
Chapter 3

The $\nu$-Calculus

The $\pi$-calculus introduced the concept of scope of names with fresh (channel) name generation which was one of its fundamental developments over previous attempts at developing process calculi [40]. In 1993 Andrew Pitts and Ian Stark developed the idea of scope and name generation from the $\pi$-calculus to the STLC [52]. The addition of names to a simple programming language such as the STLC comes in the form of the $\nu$-calculus, referred to here as the $\nu_{PS}$-calculus. The simple method of generating names (constructor) and equating names (destructor) are introduced which captures the essence of names without any complications of what the names represent.

In the following two sections, two versions of the $\nu_{PS}$-calculus are introduced. In Sec. 3.1 the first version uses the fresh name constructor gensym in the programming language which shall be referred to as $\nu_{GS}$-calculus. The following chapters will develop a program logic for $\nu_{GS}$-calculus hence its introduction here. The original $\nu_{PS}$-calculus, which combines the creation of the fresh name with a scope of the name, is introduced in Sec. 3.2. A translation between the $\nu_{GS}$-calculus and $\nu_{PS}$-calculus is provided in Sec. 3.3, showing the two languages are essentially equivalent.

Previous work on the $\nu_{PS}$-calculus focuses primarily on the method of proving equality of programs in the $\nu_{PS}$-calculus and the various methods are summarised in Sec. 3.4. These methods consist of: an equational logic in Sec. 3.4.1, logical relations (and predicated logical relations) in Sec. 3.4.2, Kripke logical relations in Sec. 3.4.3, environmental bisimulations in Sec. 3.4.4, nominal games in Sec. 3.4.5 and probabilistic programming in Sec. 3.4.6.

In 1993 Martin Odersky introduced a CBN version of the STLC with names and equality known as the $\lambda\nu$-calculus, which is introduced in Sec. 3.5 [46]. The relation between the $\nu_{PS}$-calculus and the $\lambda\nu$-calculus were discussed and formalised in [36] which is summarised in Sec. 3.6.
3.1 The $\nu_{GS}$-Calculus

The gensym function (short for generate symbol) is used in the LISP programming language and is defined in LISP 1.5 Programmer’s Manual [37] as follows:

"The function gensym has no arguments. Its value is a new, distinct, and freshly created atomic symbol with a print name of the form G00001, G00002, \ldots, G99999.

This function is useful for creating atomic symbols when one is needed; each one is guaranteed unique. gensym names are not permanent and will not be recognized if read back in. " [37]

In essence, gensym produces fresh names (or atoms) which have useful applications within the language (LISP). In LISP, gensym can be used to create hygienic macros so that variables in the macro are guaranteed to be distinct from any other variable outside of the macro.

The $\nu_{GS}$-calculus introduces gensym to the STLC as a method of generating fresh names. In this case, names do not attach any additional meaning such as the store or variable names. The only operation on names is that of equating them. This simple addition of names captures the essence of names as described in the introduction (Sec. 1.1). The $\nu_{GS}$-calculus is introduced formally in the Sec. 3.1.1, and some key examples of programs in the $\nu_{GS}$-calculus introduced in Sec. 3.1.2.

3.1.1 The $\nu_{GS}$-Calculus Programming Language

Syntax

The types of $\nu_{GS}$-calculus extend the STLC types in Sec. 2.1.2 with the single new type for names, $Nm$.

The terms are extended from the STLC in Sec. 2.1.2 with three constructs: gensym to produce fresh names, = to equate names (similar to the equality of Booleans) and names themselves ranging over $n, n', n_1, \ldots$ A possibly empty set of names is written $G$.

The equality operator could be split into an equality on names and an equality on Booleans, however for simplicity they are combined into one operator.
\[\alpha ::= \text{Unit} \mid \text{Bool} \mid \text{Nm} \mid \alpha \rightarrow \alpha \mid \alpha \times \alpha\]

\[\Gamma ::= \emptyset \mid \Gamma, x : \alpha\]

\[V ::= () \mid \text{true} \mid \text{false} \mid \lambda \alpha. M \mid n \mid \text{gensym} \mid \langle V, V \rangle\]

\[M ::= V \mid x \mid \neg M \mid MM \mid M = M \mid \text{if } M \text{ then } M \text{ else } M\]

\[\langle M, M \rangle \mid \pi_1(M) \mid \pi_2(M) \mid \text{let } x = M \text{ in } M\]

\[G ::= \text{Set of names}\]

Figure 3.1: Syntax of the \(\nu\)GS-calculus.

### Typing rules

A type check in this format does not require a secondary check as this will be done separately, hence the typing judgment is as in the STLC, i.e. \(\Gamma \vdash M : \alpha\)

**Definition 19** (Typing rules for the \(\nu\)GS-calculus). The typing rules for the \(\nu\)GS-calculus are those of Fig. 3.2 and only require that names are indeed names.

\[
\begin{align*}
\Gamma \vdash () & : \text{Unit} & \Gamma \vdash b : \text{Bool} & \Gamma \vdash n : \text{Nm} & \Gamma \vdash \text{gensym} : \text{Unit} \rightarrow \text{Nm} \\
\Gamma, x : \alpha & \vdash M : \alpha' & \Gamma \vdash \lambda \alpha. M : \alpha \rightarrow \alpha' & \Gamma \vdash N : \alpha & \Gamma \vdash M : \text{Bool} \\
\Gamma \vdash M : \alpha_x & \Gamma \vdash N : \alpha_x & \alpha_x \in \{\text{Bool}, \text{Nm}\} & \Gamma \vdash M : \text{Bool} & \Gamma \vdash M_1 : \alpha & \Gamma \vdash M_2 : \alpha & \Gamma \vdash \text{if } M \text{ then } M_1 \text{ else } M_2 : \alpha \\
\Gamma \vdash M : \alpha & \Gamma \vdash N : \alpha' & \Gamma \vdash M : \alpha_1 \times \alpha_2 & i = 1,2 & \Gamma \vdash M : \alpha & \Gamma, x : \alpha \vdash N : \alpha' & \Gamma \vdash \pi_i(M) : \alpha_i & \Gamma \vdash \text{let } x = M \text{ in } N : \alpha' \\
\end{align*}
\]

Figure 3.2: Typing rules of the \(\nu\)GS-calculus.

Unlike LISP, the type of gensym is Unit \(\rightarrow\) Nm, this is because the STLC does not execute commands but reduces them, hence this clarifies that the function is called when it is applied to (). The typing rules ensure that gensym will always be applied to a () and hence these two forms of gensym are equivalent.
Operational Semantics

There are no binders for names and thus the idea of bound or free names of a term becomes simply all names in a term. A set of names is defined as a nameset.

Definition 20 (All names in terms). All names of a term \( M \) written \( \mathcal{A}(M) \) are defined as follows.

\[
\begin{align*}
\mathcal{A}() & \stackrel{\text{def}}{=} \emptyset \\
\mathcal{A}(\lambda x. M) & \stackrel{\text{def}}{=} \mathcal{A}(M) \\
\mathcal{A}(\text{true}) & \stackrel{\text{def}}{=} \emptyset \\
\mathcal{A}(\text{false}) & \stackrel{\text{def}}{=} \emptyset \\
\mathcal{A}(n) & \stackrel{\text{def}}{=} \{ n \} \\
\mathcal{A}(\text{gensym}) & \stackrel{\text{def}}{=} \emptyset \\
\mathcal{A}(x) & \stackrel{\text{def}}{=} \emptyset \\
\mathcal{A}(\text{if } M \text{ then } M_1 \text{ else } M_2) & \stackrel{\text{def}}{=} \mathcal{A}(M) \cup \mathcal{A}(M_1) \cup \mathcal{A}(M_2) \\
\mathcal{A}(\langle M, N \rangle) & \stackrel{\text{def}}{=} \mathcal{A}(M) \cup \mathcal{A}(N) \\
\mathcal{A}(\pi_i(E)) & \stackrel{\text{def}}{=} \mathcal{A}(M) \\
\mathcal{A}(\text{let } x = M \text{ in } N) & \stackrel{\text{def}}{=} \mathcal{A}(M) \cup \mathcal{A}(N)
\end{align*}
\]

The abbreviation \( \mathcal{A}(M, N) \) is used to mean \( \mathcal{A}(M) \cup \mathcal{A}(N) \).

Definition 21 (Configurations). A nameset \( G \) (stands for Generated) and a term \( M \) are combined into a configuration of the form \( (G, M) \).

A configuration is valid if the nameset contains all the names in the term

\[(G, M) \text{ is valid } \stackrel{\text{def}}{=} \mathcal{A}(M) \subseteq G\]

All configurations will be considered valid from here on.

Definition 22 (Reduction relation). The reduction relation for the \( \nu_{GS} \)-calculus, \( \rightarrow \) relates two configurations \( (G, M) \) and \( (G', M') \), as \( (G, M) \rightarrow (G', M') \). The reflexive transitive closure of \( \rightarrow \) is written \( \rightarrow^* \). If \( (G, M) \rightarrow^* (G', V) \) for some value \( V \), then this is written \( (G, M) \Downarrow (G', V) \).

Definition 23 (\( \nu_{GS} \)-calculus CBV operational semantics (evaluation contexts)). The CBV operational semantics of the STLC in Def. 8 are extended to the \( \nu_{GS} \)-calculus as follows.

The evaluation contexts for the \( \nu_{GS} \)-calculus are those of Fig. 3.3 which only differ from those of Def. 8 through the introduction of \( = \) for names.

\[
\mathcal{E}[\cdot] ::= [] \mid \mathcal{E}[\cdot]M \mid V\mathcal{E}[\cdot] \mid \neg\mathcal{E}[\cdot] \mid \mathcal{E}[\cdot] = M \mid V = \mathcal{E}[\cdot] \\
\mid \text{if } \mathcal{E}[\cdot] \text{ then } M \text{ else } M' \mid \text{if } V \text{ then } \mathcal{E}[\cdot] \text{ else } M' \mid \text{if } V \text{ then } W \text{ else } \mathcal{E}[\cdot] \\
\mid \langle \mathcal{E}[\cdot], M \rangle \mid \langle V, \mathcal{E}[\cdot] \rangle \mid \pi_i(\mathcal{E}[\cdot]) \mid \text{let } x = \mathcal{E}[\cdot] \text{ in } M
\]

Figure 3.3: Evaluation contexts of the \( \nu_{GS} \)-calculus.
The reduction rules of the \( \nu_{GS} \)-calculus are introduced in Fig. 3.4. The application of \texttt{gensym} to () is the only manner of creating a new name which must be added to the original nameset. All other rules are standard, except the final rule which allows for the addition or removal of unused names to the nameset in the configuration.

\[
\begin{align*}
(G, V) &\rightarrow (G, V) \\
(G, (\lambda x. M)V) &\rightarrow (G, M[V/x]) \\
(G, \text{gensym}()) &\rightarrow (G \cup \{n\}, n) \quad n \notin G \\
(G, v = v) &\rightarrow (G, \text{true}) \quad v \in \{\text{true, false}\} \cup G \\
(G, v = v') &\rightarrow (G, \text{false}) \quad v \neq v', v, v' \in \{\text{true, false}\} \cup G \\
(G, \neg\text{true}) &\rightarrow (G, \text{false}) \\
(G, \neg\text{false}) &\rightarrow (G, \text{true}) \\
(G, \text{if true then } V \text{ else } V') &\rightarrow (G, V) \\
(G, \text{if false then } V \text{ else } V') &\rightarrow (G, V') \\
(G, \pi_i(\langle V_1, V_2 \rangle)) &\rightarrow (G, V_i) \\
(G, \text{let } x = V \text{ in } M) &\rightarrow (G, M[V/x]) \\
(G, M) &\rightarrow (G', M') \quad \leftrightarrow (G, E[M]) \rightarrow (G', E[M']) \\
(G, M) &\rightarrow (G', M') \quad \leftrightarrow (G \cup G_0, M) \rightarrow (G' \cup G_0, M') \quad G' \cap G_0 = \emptyset
\end{align*}
\]

Figure 3.4: Reduction rules of the \( \nu_{GS} \)-calculus.

\textbf{Definition 24} (Static syntax). A term is classified as static syntax if it contains no names i.e. \( \mathcal{A}(M) = \emptyset \).

Static syntax is required in the initial state of the reduction relation, hence \( (\emptyset, M) \) is the initial configuration if \( \mathcal{A}(M) = \emptyset \).

Static syntax guarantees that any name produced is freshly produced by an application of \texttt{gensym}. The program logic for the \( \nu_{GS} \)-calculus introduced in Chapt. 4, only allows reasoning about static syntax programs.

Some properties of the \( \nu_{GS} \)-calculus are introduced here. The function \((a \ b) \cdot X\) is the swapping function from nominal logic [50], which swaps the names \( a \) and \( b \) in \( X \) uniformly, where in this case \( X \) is a configuration.

\textbf{Definition 25} (Properties of reduction relation). These are all proven in [68, 62, 22] and are assumed as definitions here.
Weakening If \((G, M) \rightarrow^* (G', M')\) then \(\forall G'' \cdot G' \cap G'' = \emptyset \rightarrow (G \cup G'', M) \rightarrow^* (G' \cup G'', M')\)

Equivariance If \((G, M) \rightarrow^* (G', M')\) then \(\forall a, b \cdot (a \cdot (G, M) \rightarrow^* (G', M'))\)

Nominal Determinancy If \((G, M) \rightarrow^* (G', M')\) and \((G, M) \rightarrow^* (G'', M'')\)
then \(\exists a_1, b_1, ..., a_n, b_n \notin G \cdot (G', M') \text{ is identical to } (a_1 \cdot b_1) \cdot ... \cdot (a_n \cdot b_n) \cdot (G'', M'')\).

This means \((G', M')\) and \((G'', M'')\) are identical up to permutation of fresh names.

Strong Normalisation Every well-typed valid configuration terminates.

Contextual Congruence

Contextual equivalence in the \(\nu_{GS}\)-calculus is defined with similar intentions to the STLC in Def. 34 now with the new syntax, but first some standard definitions are re-introduced.

**Definition 26** (Single holed contexts). Single-holed contexts are formally defined in Fig. 3.5, with the hole being filled with a term of type \(\alpha_0\) in the context \(C[\cdot]_{\alpha_0}\).

\[
C[\cdot]_{\alpha_0} ::= [\cdot]_{\alpha_0} | \lambda x^{\alpha}.C[\cdot]_{\alpha_0} | C[\cdot]_{\alpha_0}M | MC[\cdot]_{\alpha_0} | \neg C[\cdot]_{\alpha_0} \\
| \text{if } C[\cdot]_{\alpha_0} \text{ then } M \text{ else } N | \text{if } M \text{ then } C[\cdot]_{\alpha_0} \text{ else } N | \text{if } M \text{ then } N \text{ else } C[\cdot]_{\alpha_0} \\
| \langle C[\cdot]_{\alpha_0}, M \rangle | \langle M, C[\cdot]_{\alpha_0} \rangle | \pi_{i}(C[\cdot]_{\alpha_0}) \\
| C[\cdot]_{\alpha_0} = M | M = C[\cdot]_{\alpha_0} | \text{let } x = C[\cdot]_{\alpha_0} \text{ in } N | \text{let } x = M \text{ in } C[\cdot]_{\alpha_0}
\]

Figure 3.5: Single holed contexts of the \(\nu_{GS}\)-calculus.

**Definition 27** (All names in a single-holed context). The function \(\delta(\cdot)\) is extended to single-holed context from Def. 20 by including the definition \(\delta([\cdot]_{\alpha_0}) = \emptyset\).

**Definition 28** (Typing single-holed contexts). Contexts are typed using the rules in Fig. 3.2 extended with the obvious rule for the typed hole as follows.

\[
\Gamma \vdash [\cdot]_{\alpha_0} : \alpha
\]

**Definition 29** (Contextual equivalence (\(\nu_{GS}\)-calculus)). Contextual equivalence is defined for two closed terms \(M\) and \(N\) such that \(\emptyset \vdash M : \alpha\) and \(\emptyset \vdash N : \alpha\) with \(\delta(M) \cup \delta(N) \subseteq G\), written \(M \equiv_{\alpha}^{G} N\). Contextual equivalence holds if all contexts with names in \(G\) and holes
filled with the two terms evaluate to the same Boolean constant as follows.

\[ M \cong^G_{\alpha} N \overset{\text{def}}{=} \forall C[\cdot]_{\alpha} \cdot \emptyset \vdash C[\cdot]_{\alpha} : \text{Bool} \land \mathcal{A}(C[\cdot]) \subseteq G \]  

\[ \rightarrow \left( \begin{array}{c}
(\exists G', (G, C[M]) \Downarrow (G', \text{true}) \\
(\exists G'', (G, C[N]) \Downarrow (G'', \text{true}))
\end{array} \right) \]

Contextual congruence compares two closed terms with the same nameset. Clearly for any equivalent programs \( M \cong^G_{\alpha} N \) then \((G, M) \Downarrow (G', W)\) and \((G, N) \Downarrow (G'', V)\) with \( G' \cap G'' = G \) does not imply \( W \cong^{G' \cup G''}_{\alpha} \) as the simple counter example of \( \text{gensym}() \cong^{\emptyset}_{\alpha} \) \( \text{gensym}() \) fails this property.

To show how the namesets \( G' \) and \( G'' \) may differ, consider the example \( M \equiv \text{gensym}() \) and \( N \equiv \pi_1(\langle \text{gensym}(), \text{gensym}() \rangle) \). Although the result of the outputted Boolean constant \( \text{true} \) is not affected, the nameset \( G' \) would contain one less name than the nameset \( G'' \) due to the production of two fresh names by \( N \).

The following lemma states that unused \textbf{Let} assignments (including those pointing to \( \text{gensym}() \)) can be removed if unused.

**Lemma 30 (Let removal).**

\[ \forall G, M, x, N. \ (x \notin \text{fv}(M) \land \mathcal{A}(N, M) \subseteq G) \rightarrow (G, M) \cong_{\alpha}^G (G, \text{let } x = N \text{ in } M) \]

**Proof.** Clearly holds given \( x \) does not occur free in \( M \) meaning any term \( N \) cannot affect \( M \). For case where \( N \) is \( \text{gensym}() \) see [52, Corollary 6].

The following lemma shows names can be regenerated assuming \( (V(\bar{x}))[[\bar{n}/\bar{x}]] \) is identical to \( V(\bar{n}) \) and \( \mathcal{A}(V(x)) \cap \{\bar{n}\} = \emptyset \).

**Lemma 31 (Name regeneration).**

\[ \forall G, M, \bar{x}, \bar{n}, V(\bar{x}), V(\bar{n}). \ (V(\bar{x}))[[\bar{n}/\bar{x}]] \text{ is syntactically identical to } V(\bar{n}) \]  

\[ \rightarrow \]  

\[ (G, M) \Downarrow (G \cup \{\bar{n}\}, V(\bar{n})) \rightarrow M \cong_{\alpha}^G \text{ let } \bar{x} = \text{gensym}() \text{ in } V(x) \]

**Proof.** See [52, Corollary 6].

The following lemma show that namesets can be added or removed if the names are unused in both terms in a contextual congruence.

**Lemma 32 (Adding/removing excess names maintains contextual congruence).**

\[ \forall G, G'. \ \mathcal{A}(M, N) \cap \mathcal{A}(G') = \emptyset \rightarrow (M \cong_{\alpha}^G N \leftrightarrow M \cong_{\alpha}^{G \cup G'} N) \]
Proof. Clearly holds by Def. 29 and the final rule of Def. 23 which allows for unused names to be added and removed freely from namesets in configuration reductions.

It is unknown whether contextual equivalence is decidable above first-order [62].

3.1.2 Programs in the $\nu_{GS}$-Calculus

This section gives simple examples of $\nu_{GS}$-calculus programs which will later be reasoned about using the program logic in Chapt. 7. Many of these examples are not original and appear in the literature [52, 62, 2, 68].

Before these examples are introduced, the idea of reachable and unreachable (hidden) names are introduced. Names can occur in a term but get trapped inside with no escape, meaning there is no method to use the term that allows for the name as output, i.e. hidden. This typically occurs when names are bound outside a $\lambda$-binder but are used inside the $\lambda$-binder under a destructor (in this case equality). For example the name $n$ is reachable from the terms $n$, $\langle n, n' \rangle$ and $\lambda y. n$ but is unreachable from $n'$, $\lambda x. \pi_1(\langle n', n \rangle)$ and $\lambda x. (x = n)$.

This concept extends to a set of terms $\tilde{M}$, such that the term $N$ is reachable by $\tilde{M}$ if there exists some $M_0$ such that $\tilde{a}(M_0) = \emptyset$ and $(\tilde{a}(\tilde{M}), M_0\tilde{M}) \Downarrow (G', N)$, and is defined as unreachable otherwise.

The following abbreviation is used when numerous fresh names are generated using $\text{let } x = \text{gensym()} \text{ in ... }$. Sometimes the set of variables $x_1, x_2, ..., x_k$ is abbreviated further to $\tilde{x}$.

\begin{verbatim}
let \( x_1, ..., x_k \) = \text{gensym()} in \( M \)
def = let \( x_1 \) = \text{gensym()} in 
... 
let \( x_k \) = \text{gensym} in \( M \)
\end{verbatim}

**Example 4** (STLC programs). All STLC programs evaluate identically in the $\nu_{GS}$-calculus in any nameset configuration as follows.

\[ M \Downarrow_\lambda V \quad \rightarrow \quad (\emptyset, M) \Downarrow (\emptyset, V) \]

**Example 5** (($\emptyset$, $\text{gensym()}$)). The core example of generating a fresh name clearly holds directly from the reduction rules in Fig. 3.4.

\[ (\emptyset, \text{gensym()} \Downarrow (\{n\}, n) \]

**Example 6** (($\emptyset$, $(\lambda x^N m.x)(\text{gensym()}$))). The identity function applied to a fresh name
produces the same fresh name as follows.

\[
\begin{align*}
1 & \quad (\emptyset, \text{gensym}) \Downarrow (\{n\}, n) \\
2 & \quad (\{n\}, (\lambda x \text{.} x)n) \Downarrow (\{n\}, n) \\
3 & \quad (\emptyset, (\lambda x \text{.} x)(\text{gensym})) \Downarrow (\{n\}, n)
\end{align*}
\]

**Example 7** \(((\emptyset, \text{gensym}) = \text{gensym}())\). The equating of one fresh name with another fresh name evaluates as follows.

\[
\begin{align*}
1 & \quad (\emptyset, \text{gensym}) \Downarrow (\{n\}, n) \\
2 & \quad (\{n\}, \text{gensym}) \Downarrow (\{n, n'\}, n') \\
3 & \quad (\{n, n'\}, n = n') \Downarrow (\{n, n'\}, \text{false}) \\
4 & \quad (\emptyset, \text{gensym} = \text{gensym}) \Downarrow (\{n, n'\}, \text{false})
\end{align*}
\]

**Example 8** \(((\emptyset, (\lambda x \text{.} x = x)(\text{gensym}))\). Comparing a fresh name with itself is clearly true as follows.

\[
\begin{align*}
1 & \quad (\emptyset, \text{gensym}) \Downarrow (\{n\}, n) \\
2 & \quad (\{n\}, (\lambda x \text{.} x = x)n) \rightarrow (\{n\}, n = n) \\
3 & \quad (\{n\}, n = n) \rightarrow (\{n\}, \text{true}) \\
4 & \quad (\emptyset, (\lambda x \text{.} x = x)(\text{gensym})) \Downarrow (\{n\}, \text{true})
\end{align*}
\]

**Example 9** \(((\emptyset, \lambda x \text{.} \lambda y \text{.} x = y)(\text{gensym})(\text{gensym}))\). The equating of one fresh name with another fresh name after being passed through a function, evaluates as follows.

\[
\begin{align*}
1 & \quad (\emptyset, \text{gensym}) \Downarrow (\{n\}, n) \\
2 & \quad (\{n\}, (\lambda x \text{.} \lambda y \text{.} x = y)(\text{gensym})(\text{gensym})) \rightarrow (\{n\}, (\lambda y \text{.} n = y)(\text{gensym})) \\
3 & \quad (\{n\}, \text{gensym}) \Downarrow (\{n, n'\}, n') \\
4 & \quad (\{n, n'\}, (\lambda x \text{.} n = x)n') \rightarrow (\{n, n'\}, n = n') \\
5 & \quad (\{n, n'\}, n = n') \Downarrow (\{n, n'\}, \text{false}) \\
6 & \quad (\emptyset, (\lambda x \text{.} \lambda y \text{.} x = y)(\text{gensym})(\text{gensym})) \Downarrow (\{n, n'\}, \text{false})
\end{align*}
\]

**Example 10** \(((\emptyset, \text{let } x = \text{gensym}() \text{ in } x)\). Using \text{let } x = M \text{ in } x \text{ in the case below is identical to using the identity function on } M \text{ in Ex. 6.}

\[
(\emptyset, \text{let } x = \text{gensym}() \text{ in } x) \Downarrow (\{n\}, n)
\]
Example 11 ((\emptyset, let x = gensym in x() = x())). Using gensym prior to application to () and as a function that will create fresh names gives an example that shows how extensionality fails for gensym.

1 \((\emptyset, \text{gensym}) \Downarrow (\emptyset, \text{gensym})\)

2 \((\emptyset, \text{let } x = \text{gensym in } x() = x()) \rightarrow (\emptyset, \text{gensym}() = \text{gensym}())\)

3 \((\emptyset, \text{let } x = \text{gensym in } x() = x()) \Downarrow (\{n, n\}, \text{false})\)

Example 12 (let \(x = \text{gensym()}\) in let \(y = \text{gensym()}\) in \(x = y\)). Producing the two fresh name prior to comparing them in let \(x = \text{gensym()}\) in let \(y = \text{gensym()}\) in \(x = y\) reduces as follows to false.

1 \((\emptyset, \text{gensym}) \Downarrow (\{n\}, n)\)

2 \((\{n\}, \text{gensym}) \Downarrow (\{n, n\}', n')\)

3 \((\{n, n\}', n = n') \Downarrow (\{n, n\}', \text{false})\)

4 \((\emptyset, \text{let } x = \text{gensym}() \text{ in let } y = \text{gensym}() \text{ in } x = y) \Downarrow (\{n, n\}', \text{false})\)

Example 13 (let \(x = \text{gensym()}\) in \(\lambda y. Nm. (x = y)\)). A key example of a hidden name is let \(x = \text{gensym()}\) in \(\lambda y. Nm. (x = y)\), reduced below. This function can never reveal the name stored at \(x\), no matter how the function is used, as it is produced outside the \(\lambda\)-binder but only occurs deconstructed by equality inside the \(\lambda\)-binder.

1 \((\emptyset, \text{gensym()} ) \Downarrow (\{n\}, n)\)

2 \((\emptyset, \text{let } x = \text{gensym}() \text{ in } \lambda y. Nm. (x = y) ) \Downarrow (\{n\}, \lambda y. Nm. (n = y))\)

Any application of this function should always output false, as it must be applied to a name which can never be equivalent to \(n\).

Example 14 (let \(x = \text{gensym()}\) in \(\langle \lambda y. Nm. (x = y), x\rangle\)). In contrast to Ex. 13, the following example let \(x = \text{gensym()}\) in \(\langle \lambda y. Nm. (x = y), x\rangle\) outputs a pair where the first element is the function above and the second element is the name at \(x\). This is reduced below. This output does reveal the name stored at \(x\), so the function in the first element of the pair can now potentially return true.

1 \((\emptyset, \text{gensym()} ) \Downarrow (\{n\}, n)\)

2 \((\{n\}, \text{let } x = n \text{ in } \langle \lambda y. Nm. (x = y), x\rangle ) \Downarrow (\{n\}, \langle \lambda y. Nm. (n = y), n\rangle)\)

3 \((\emptyset, \text{let } x = \text{gensym}() \text{ in } \langle \lambda y. Nm. (x = y), x\rangle ) \Downarrow (\{n\}, \langle \lambda y. Nm. (n = y), n\rangle)\)
Example 15 (let \( x = \text{gensym}() \) in \( \lambda y^\text{Nm}.x \)). In contrast to Ex. 13, a simple example which reveals a name inside a \( \lambda \)-binder is let \( x = \text{gensym}() \) in \( \lambda y^\text{Nm}.x \), reasoned about below. Once evaluated the value will be a function that always returns the same name.

\[
\begin{align*}
1 & \quad (\emptyset, \text{gensym}()) \downarrow (\{n\}, n) \\
2 & \quad (\emptyset, \text{let } x = \text{gensym}() \text{ in } \lambda y^\text{Nm}.x) \downarrow (\{n\}, \lambda y^\text{Nm}.n)
\end{align*}
\]

Example 16 (The “chain” example [68]). A set of functions that are indexed by some integer \( p \), which creates \( p \) fresh names and cyclically permutes the names depending on the input name, can be defined by the functions \( \text{Chain}_p \) of type \( \text{Nm} \rightarrow \text{Nm} \) as follows.

\[ \text{Chain}_p \overset{\text{def}}= \text{let } x_0, \ldots, x_p = \text{gensym}() \text{ in } \lambda x^\text{Nm}. \begin{cases} x_1 & \text{if } x = x_0 \\ x_2 & \text{if } x = x_1 \\ \vdots \\ x_0 & \text{if } x = x_p \end{cases} \]

As an example let \( p = 2 \) then:

- \((\emptyset, \text{Chain}_2) \rightarrow (\{n_0, n_1, n_2\}, V_p)\)
- \((\emptyset, \text{let } f = \text{Chain}_2 \text{ in } f(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_0)\)
- \((\emptyset, \text{let } f = \text{Chain}_2 \text{ in } ff(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_1)\)
- \((\emptyset, \text{let } f = \text{Chain}_2 \text{ in } fff(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_2)\)
- \((\emptyset, \text{let } f = \text{Chain}_2 \text{ in } fffff(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_0)\)
- \(\ldots\)

Clearly if \( p \neq p' \) then \( \text{Chain}_p \not\sim^{\text{Nm}}_{\text{Nm}} \text{Chain}_{p'} \).

Example 17 (The “inaccessible chain” example). This example is adapted from Ex. 16 but itself does not seem to appear in the literature. An adaptation to Ex. 16 that creates \( p + 1 \) names with a cyclic dependency on \( p \) of these names but never gives access to any part of the cycle can be seen as follows. The function only gives access to a single name not in the cyclical chain part.

\[ \text{InaccessChain}_p \overset{\text{def}}= \text{let } x_0, \ldots, x_p, y = \text{gensym}() \text{ in } \lambda x^\text{Nm}. \begin{cases} x_1 & \text{if } x = x_0 \\ x_2 & \text{if } x = x_1 \\ \vdots \\ x_0 & \text{if } x = x_p \end{cases} \]

As an example let \( p = 2 \) then:

- \((\emptyset, \text{InaccessChain}_2) \rightarrow (\{n_0, n_1, n_2\}, V_p)\)
- \((\emptyset, \text{let } f = \text{InaccessChain}_2 \text{ in } f(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_0)\)
- \((\emptyset, \text{let } f = \text{InaccessChain}_2 \text{ in } ff(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_1)\)
- \((\emptyset, \text{let } f = \text{InaccessChain}_2 \text{ in } fff(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_2)\)
- \((\emptyset, \text{let } f = \text{InaccessChain}_2 \text{ in } fffff(\text{gensym}())) \rightarrow (\{n_0, n_1, n_2, n\}, n_0)\)
- \(\ldots\)
For each \( p \) clearly \( \text{InaccessChain}_p \) can access the name \( y \) but it needs access to some name at \( x_k \) with \( 0 \leq k \leq p \) to output another name in \( x_k \) with \( 0 \leq k \leq p \) so this circular dependency ensures that none of the names in \( x_k \) with \( 0 \leq k \leq p \) are actually accessible and only the name at \( y \) is accessible. For this reason \( \text{InaccessChain}_p \equiv_{\text{Nm}\rightarrow\text{Nm}} (\text{gensym}()) \) should hold for any \( p \).

**Example 18** (The “lasso” example [68]). Another adaption of Ex. 16 is \( \text{lasso}_{(i,p)} \) defined below. \( \text{lasso}_{(i,p)} \) changes the final if-case name in \( \text{chain}_p \) to some \( n_i \) for \( 0 < i \leq n \) forming a loop of names that starts after \( i \) number of calls to the function. If \( i = 0 \) then \( \text{Chain}_p \equiv \text{lasso}_{(0,p)} \).

\[
\text{lasso}_{(i,p)} \overset{\text{def}}{=} \text{let } x_0, \ldots, x_p = \text{gensym}() \text{ in } \lambda x.\text{Nm}\rightarrow\text{Bool} \begin{cases} x = x_0 \text{ then } x_1 \text{ else } \\ x = x_1 \text{ then } x_2 \text{ else } \\ \ldots \\ x = x_p \text{ then } x_i \text{ else } x_0 
\end{cases}
\]

As an example let \( G_i \equiv \{ n_0, n_1, n_2, n_3, n \} \) then:
- \( (\emptyset, M_H) \rightarrow (\{ n, n' \}, \lambda f.\text{Nm}\rightarrow\text{Bool} \text{. } f n = f n' \overset{\text{def}}{=} V_H \) . One might expect \( V_H \) to hide the names \( n \) and \( n' \) under the \( \lambda f \)-binder and hence the returning function should be equivalent to \( \lambda f.\text{true} \). One could verbally argue that \( ^* M_H \) cannot reveal \( n \) or \( n' \) and hence

**Example 19** (The “hard” example). An example that deserves some discussion is the “hard” example which has been discussed in [2, 52, 68] and is a recurring problem in many of these papers. The program is \( M_H \) below, which is simple but highlights the nuances of the \( \nu \)-calculus.

\[
M_H \overset{\text{def}}{=} \text{let } x, x' = \text{gensym}() \text{ in } \lambda f.\text{Nm}\rightarrow\text{Bool} \text{. } f x = f x'
\]

Assume \( (\emptyset, M_H) \rightarrow (\{ n, n' \}, \lambda f.\text{Nm}\rightarrow\text{Bool} \text{. } f n = f n' \overset{\text{def}}{=} V_H \) . One might expect \( V_H \) to hide the names \( n \) and \( n' \) under the \( \lambda f \)-binder and hence the returning function should be equivalent to \( \lambda f.\text{true} \). One could verbally argue that \( ^* M_H \) cannot reveal \( n \) or \( n' \) and hence
any function of type $\text{Nm} \rightarrow \text{Bool}$ to which this is applied should not be able to distinguish $n$ from $n'$ so must treat them equally and hence returning true', however this is not entirely true. Although the names cannot be revealed from the function, the function itself can be used to internally compare the names. Consider the context $C_H[:, :]$ defined as follows.

$$C_H[:, :] \overset{\text{def}}{=} \text{let } F = [:] \text{ in let } G = \lambda y^{\text{Nm}}. F(\lambda z^{\text{Nm}}. y = z) \text{ in } FG$$

The reduction of $C_H[M_H]$ is introduced below, where the outermost application of $V_H$ returns true, but within the evaluation there are applications of $V_H$ in lines 7-10 and lines 11-14 such that the applied $V_H$ returns false. However, the two occurrences of applied $V_H$ returning false are equated to each other in line 15 and hence the outermost application of $V_H$ does return true as expected.

<table>
<thead>
<tr>
<th>Line</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
</tbody>
</table>
Because the outermost application of $V_H$ does return true the contextual equivalence $M_H \cong^P \lambda f^{N_m \rightarrow \text{Bool}}. \text{true}$ holds. Proving this equality was one of the key aims of several papers discussed in Sec. 3.4 [52, 68, 2].

**Example 20** (The alternative “hard” example). If Ex. 19 is altered by generating the second fresh name under the $\lambda$-binder then the result is the following function $M'_H$.

$$M'_H \overset{\text{def}}{=} \text{let } z' = \text{gensym()} \text{ in } \lambda f^{N_m \rightarrow \text{Bool}}. \text{let } z = \text{gensym()} \text{ in } f z = f z'$$

This clearly will not be contextually congruent to $\lambda f^{N_m \rightarrow \text{Bool}}. \text{true}$ as the context $C_{H'}$ below, distinguishes these two programs as it applies the function twice to “re-use” the name $n$. The evaluation for $C_{H'}[M'_H]$ is seen below to show how it differs from Ex. 19. The two applications of $V'_H$ returning different results in lines 12 and 17 alongside the final comparison of these two results in line 18.

$$C_{H'}[\cdot] \overset{\text{def}}{=} (\lambda F^{(N_m \rightarrow \text{Bool}) \rightarrow \text{Bool}}. F(\lambda x^{N_m}. F(\lambda y^{N_m}. x = y)))[\cdot]$$
Let $G_1 \overset{def}{=} \{n\}$, $G_2 \overset{def}{=} \{n, n'\}$, $G_3 \overset{def}{=} \{n, n', n''\}$, $G_4 \overset{def}{=} \{n, n', n'', n'''\}$

Let: $V'_H \equiv \lambda f^{N m \to \text{Bool}}. \text{let } z = \text{gensym}() \text{ in } f n = f z$ and $W'_H \equiv \lambda x^{N m}. V'_H (\lambda y^{N m}. x = y)$

$(\emptyset, M'_H) \to (G_1, V'_H)$

$(\emptyset, C_{H'}[M'_H]) \to (G_1, C_{H'}[V'_H])$ \hspace{1cm} Line. 3

$(G_1, V'_H W'_H)$

$(G_2, W'_H n) \to (G_2, V'_H (\lambda y^{N m}. n = y))$

$(G_2, W'_H n) \to (G_2, V'_H (\lambda y^{N m}. n = y))$
3.2 The $\nu_{PS}$-Calculus

The $\nu_{GS}$-calculus is an adaptation of what is referred to here as the $\nu_{PS}$-calculus introduced by Andrew Pitts and Ian Stark in 1993 [52]. The ideas originated from $\pi$-calculus which uses similar notation and concepts in creating fresh channels using a $\nu n. P$ constructor. The introduction of the $\nu_{PS}$-calculus lead to a flurry of research, e.g. [22, 19, 25, 51, 50, 70].

The language is briefly and informally introduced in Sec. 3.2.1 alongside the definition of contextual congruence. The similarities between the $\nu_{PS}$-calculus and the $\nu_{GS}$-calculus are intentional and the translations between the two versions are introduced in Sec. 3.3.

3.2.1 The Programming Language

The syntax of the $\nu_{PS}$-calculus extends that of the STLC with the type $Nm$, and a constructor for names now in the form $\nu n. M$, which binds a new name to $n$ in $M$. The destructor of type $Nm$ is again the equality operator $\equiv$. Pairs and pair projection are not originally included; however, they are not expected to introduce any new issues.

Unlike the $\nu_{GS}$-calculus, the binding of names now requires the definition of free names, similar to the definition of free variables. Free Names in the $\nu_{PS}$-calculus are similar to the “all-names” function in the $\nu_{GS}$-calculus. The key definition is that of $fn(\nu n. M) \overset{df}{=} fn(M) \setminus \{n\}$.

Type checking for the $\nu_{PS}$-calculus follows that of the STLC but adds a nameset (a list of generated names) $s$, to the typing judgment as $s, \Gamma \vdash M : \alpha$. This means $M$ has type $\alpha$ in the type context $\Gamma$, with names occurring freely in $M$ contained in the nameset $s$. Adding name $n$ to the nameset $s$ is written $s \oplus \{n\}$ and adding two namesets $s$ and $s'$ is written similarly as $s \oplus s'$.

The key new typing rules are those including names provided in Fig. 3.6.

\[
\begin{array}{c}
(n \in s) & s \oplus \{n\}, \Gamma \vdash M : \alpha & s, \Gamma \vdash \nu n. M : \alpha & s, \Gamma \vdash \nu M : Nm \quad s, \Gamma \vdash N : Nm \\
\hline
& s, \Gamma \vdash n : Nm & s, \Gamma \vdash \nu n. M : \alpha & s, \Gamma \vdash M = N : \text{Bool}
\end{array}
\]

Figure 3.6: Key new typing rules of the $\nu_{PS}$-calculus.

This type check performs two checks. Firstly that the free names used are part of the nameset, secondly that the variables are correctly typed by the type context. This differs from the $\nu_{GS}$-calculus, which splits the two checks by using valid configurations to check the names in the term exist in the nameset and the classic type check for a check on the
variables. The two approaches are equivalent.

As with the typing rules, the reduction relation is also extended from the STLC with a nameset \( s \). The reduction relation becomes \( s \vdash M \rightarrow (s') M' \) and states that the term \( M \) with the \( \text{fn}(M) \in s \) reduces to a term \( M' \) with free names in \( s \oplus s' \). Substitution also builds on the STLC definition (Def. 3) to now include names in the terms and values being substituted, as \( M[V/x] \) substitutes \( V \) for the free occurrences of variable \( x \) in \( M \) whilst avoiding capturing free variables and names in \( V \).

The operational semantics for the \( \nu_{PS} \)-calculus is defined using the same evaluation contexts as those of the STLC in Def. 8. The key new reduction rules are those involving names seen in Fig. 3.7.

\[
\begin{align*}
  s \vdash n = n \rightarrow (\emptyset) \text{ true} \\
  s \vdash n = n' \rightarrow (\emptyset) \text{ false } n \neq n' \\
  s \vdash \nu n.M \rightarrow (\{n\}) M
\end{align*}
\]

Figure 3.7: Reduction rules of the \( \nu_{PS} \)-calculus.

Bound names can be “\( \alpha \)-converted” if required which replaces one of the binding names and any occurrence of that name in a term for another unused name. For any \( M \) with fresh names \( n \) and \( n' \) not occurring bound or free in \( M \), then \( \nu n.M[n/y] \equiv_\alpha \nu n'.M[n'/y] \). This removes the focus on the precise name being used and emphasises the binding relationship and when names are generated similar to the \( \alpha \)-equivalence for variables.

**Contextual Equivalence in the \( \nu_{PS} \)-calculus**

The definition of contextually equivalence for the \( \nu_{PS} \)-calculus is the standard definition for the STLC in Def. 10 with an adaption to include the names.

**Definition 33** (Single holed contexts \( \nu_{PS} \)-calculus). The single- holed contexts of the STLC in Sec. 2.1.3 are extended to include the new constructors of the \( \nu_{PS} \)-calculus as follows. The equality context is included as this now equates names as well as Booleans.

\[
C[\_\_]_\alpha := \ldots \mid \nu n.C[\_\_]_\alpha \mid C[\_\_]_\alpha = M \mid M = C[\_\_]_\alpha
\]

Any context filled with an appropriately typed term is a \( \nu_{PS} \)-calculus term and can thus be typed accordingly. Contexts can be typed using the typing rules in Fig. 3.6 and
the following rule to type holes.

\[ \frac{}{s, \Gamma \vdash \nu [\cdot : \alpha} \]

A context \( C[\cdot] \) is \( M \) closing if it binds all free variables in a term \( M \), hence \( s, \emptyset \vdash C[M] : \alpha \). Contextual equivalence can now be defined as follows.

**Definition 34** (Contextual equivalence (\( \nu_{GS} \)-calculus)). Two possibly open terms \( M \) and \( N \) of type \( \alpha \), that are both typed by \( s, \Gamma \) (i.e. \( s, \Gamma \vdash M : \alpha \) and \( s, \Gamma \vdash N : \alpha \)) are defined as contextually equivalent, written \( s, \Gamma \vdash M \cong_{PS}^{\alpha} N \), if any closing context of both \( M \) and \( N \) is unable to distinguish these terms and is formally defined as follows.

\[
s, \Gamma \vdash M \cong_{PS}^{\alpha} N \overset{\text{def}}{=} \forall C[\cdot]_\alpha \cdot s, \emptyset \vdash C[M]_\alpha : \text{Bool} \land s, \emptyset \vdash C[N]_\alpha : \text{Bool} \\
\quad \rightarrow \quad \leftrightarrow \\
\quad \quad \left( \exists s'. s \vdash C[M] \downarrow (s') \text{ true} \right) \\
\quad \quad \left( \exists s''. s \vdash C[N] \downarrow (s'') \text{ true} \right)
\]

### 3.3 Relation Between the \( \nu_{GS} \)-Calculus and the \( \nu_{PS} \)-Calculus

The formulations of \( \nu_{GS} \)-calculus and \( \nu_{PS} \)-calculus are equivalent [68]. The \( \nu_{PS} \)-calculus combines the fresh name generation with the scope of the name, whereas the \( \nu_{GS} \)-calculus separates these two aspects and uses the \( \lambda \)-abstraction as the basis for the scope of the names. These differences can help in thought processes depending on the application. The term \text{gensym}() is sometimes replaced by the term \text{new} [68, 2], however in this thesis the \text{gensym} version is used.

One slight difference between the two formulations is that the \( \nu_{PS} \)-calculus allows for the binding of names within a single-holed context, i.e. \( C[\cdot] \equiv \nu n.C[\cdot] \) is permitted whereas \( \nu_{GS} \)-calculus cannot bind specific names. However, it seems these contexts are not intended by the definition, or used in practice [68, 62].

A translation from \( \nu_{GS} \)-calculus to \( \nu_{PS} \)-calculus, written \( \langle \cdot \rangle_{GS \rightarrow PS} \), can be defined inductively with the key translation being \( \langle \text{gensym} \rangle_{GS \rightarrow PS} \overset{\text{def}}{=} \lambda() \cdot \nu n.n \). The reverse translation from \( \nu_{PS} \)-calculus to \( \nu_{GS} \)-calculus, written \( \langle \cdot \rangle_{PS \rightarrow GS} \), can be defined inductively with the key case being \( \langle \nu n.M \rangle_{PS \rightarrow GS} \overset{\text{def}}{=} \text{let } n = \text{gensym}() \text{ in } \langle M \rangle_{PS \rightarrow GS} \). Ignoring pairs and projections from the \( \nu_{GS} \)-calculus, the other cases to both these translations are trivial.

This leads to the following statements for any terms \( M \) and \( N \) in the respective lan-
guages (denoted by the $X \in \{PS, GS\}$ in $M_X$).

$$M_{GS} \gatesize{G}{\alpha} \langle \langle \langle M_{GS} \rangle \rangle_{GS \rightarrow PS} \rangle_{PS \rightarrow GS}$$

$$G \vdash M_{PS} \gatesize{PS}{\alpha} \langle \langle \langle M_{PS} \rangle \rangle_{PS \rightarrow GS} \rangle_{GS \rightarrow PS}$$

$$G \vdash M_{GS} \gatesize{G}{\alpha} N_{GS} \iff G \vdash \langle \langle M_{GS} \rangle \rangle_{GS \rightarrow PS} \gatesize{PS}{\alpha} \langle \langle N_{GS} \rangle \rangle_{GS \rightarrow PS}$$

$$G \vdash M_{PS} \gatesize{PS}{\alpha} N_{PS} \iff G \vdash \langle \langle M_{PS} \rangle \rangle_{PS \rightarrow GS} \gatesize{G}{\alpha} \langle \langle N_{PS} \rangle \rangle_{PS \rightarrow GS}$$

The proof of these statements are trivial.

Hence all programs (and equivalences) in Sec. 3.1.2 can be directly translated to examples in the $\nu_{PS}$-calculus, and vice versa.

### 3.4 Proof Techniques of Contextual Equivalence in the $\nu_{PS}$-Calculus

Reasoning about programs often means proving contextual equivalence. Proof techniques are introduced to prove certain classes of contextual equivalence for the $\nu_{PS}$-calculus. A key sticking point in many of the contextual equivalence proofs is the “hard example equivalence” (Ex. 19) defined as follows.

$$\emptyset, \emptyset \vdash \nu n_1.\nu n_2.\lambda f: \text{Nm} \rightarrow \text{Bool}. (fn_1 = fn_2) \gatesize{PS}{\alpha} \langle \langle \text{Nm} \rightarrow \text{Bool} \rangle \rangle \rightarrow \text{Bool} \lambda f. \text{true}$$

This needs special attention due to the reuse of hidden names as seen in Ex. 19.

Alternative proof techniques to prove contextual equivalence are sought after, which allow for smaller, more manageable proofs. It is still not known if contextual equivalence is decidable in the $\nu_{PS}$-calculus for all terms [52, 68, 2], however, it is proven that contextual equivalence is decidable for first order types [52]. A simpler proof of contextual equivalence would be useful, and various attempts at more manageable definitions are introduced in [62, 52, 74, 2, 68] these are introduced and discussed in the following subsections.

Given most of the research is focused on the $\nu_{PS}$-calculus variant the rest of this subsection will focus only on this variant. All proof techniques here for the $\nu_{PS}$-calculus are expected to hold in the $\nu_{GS}$-calculus, given the equivalence of the languages.

#### 3.4.1 Equational Logic

In 1998 Ian Stark introduced an equational logic using the CBV $\beta$-equivalence, $\eta$-equivalence and various other rules to construct the equivalence relation using derivation rules [63]. In equational logics, assertions are of the form $s, \Gamma \vdash M \gatesize{EqLog(\alpha)}{\alpha} N$. Equational assertions can be derived using inductive rules
This equational reasoning of two terms implies contextual equivalence and corresponds exactly with contextual equivalence at first order types and ground types. i.e. deriving \( s, \Gamma \vdash M \cong_{EqLog(\alpha)} N \) implies \( s, \Gamma \vdash M \cong^{PS}_\alpha N \), with the opposite direction holding for \( \alpha \) a first order or ground type.

This logic is sound, however it cannot distinguish between public and private names, hence fails to prove certain equivalences such as \((\nu n.\lambda x.x = n) \cong^{PS}_{Nm\rightarrow Bool} \lambda x.\text{false}\), meaning it is not complete. This is extended to a more powerful relational logic in [63], similar to the logical relations introduced in Sec. 3.4.2 but with a set of rules to derive these relations.

### 3.4.2 Logical Relations

In general, logical relations allow for the reasoning of properties such as termination, type safety and contextual equivalence by introducing an intermediate layer of reasoning. A logical relation is a unary, binary or n-ary, type-indexed relation between terms in a language, with suitable closure properties. Termination for the STLC was proven using logical relations [65], and its applications have steadily grown (in number and complexity) over time. Logical relations are typically used for proofs regarding the STLC and its extensions, and have been adapted to the \(\nu_{PS}\)-calculus in [52, 63]. The \(\nu_{PS}\)-calculus was proven to terminate using logical relations in [52].

To prove contextual equivalence in the \(\nu_{PS}\)-calculus, a binary logical relation \( R_\alpha \) between two \(\nu_{PS}\)-calculus values of type \(\alpha\), written \( V_1 R_\alpha V_2 \), is defined. The relation \( R_\alpha \) has a span written as \( R_\alpha : s_1 \equiv s_2 \), which is an injective partial map from the nameset \( s_1 \) to the nameset \( s_2 \). The span states which names are public (and hence which are private), and states how the names are related from one value to the other.

The identity partial bijection \( id_\alpha^\ast \) for any nameset, is a logical relation which implies contextual equivalence. However, the contextual equivalence is only proven to imply the identity relation at first order.

Logical relations fail to prove the hard example equivalence, hence an extension to logical relations: *predicated logical relations* was introduced for this specific form of equivalence. Predicated logical relations introduce an extra symmetry of names for each term being related. The identity partial bijection in this new relation is proven to imply contextual equivalence. This can now be used to derive the “hard” example equivalence above. Predicated logical relations are also only complete up to first order.

Further extensions to logical relations are possible and may provide extra insight in this context, but it is suggested the complexity and lack of completeness makes these possible
extensions unworthy of further research [62].

3.4.3 Kripke Logical Relations

A Kripke logical relations derived from the categorical model of the $\nu_{PS}$-calculus and the general notion of Kripke logical relations is equally powerful to Pitts and Starks logical relations in [52] at first order types [74].

"The failure of the equivalence for high-order function types is due to the non-fully abstract categorical model, while a similar Kripke logical relation defined directly on the computational metalanguage has been shown to be equivalent to the operational logical relation for any type [73]" [74]

This is not discussed any further here.

3.4.4 Environmental Bisimulations

Pitts and Starks' predicated logical relations [63] are derived precisely for examples such as the "hard" example equivalence. A more general approach is introduced in [2, 68], using environmental bisimulations to prove the 'hard' example equivalence and more complex equivalences.

A bisimulation for the extension of the $\nu_{PS}$-calculus which includes assignment was introduced and proven complete but not sound [31], however the "hard" example equivalence fails to hold as the context can distinguish these functions with side-effects.

Environmental bisimulations [64, 34], extend bisimulations as a set of relations as opposed to a single relation. The set of relations grows as the environment of the terms being equated changes.

A sound and complete theory for reasoning about (contextual) equivalence in the $\nu_{PS}$-calculus (without assignment) is provided in [2]. A theory of adequate sets of relations is developed, such that the largest adequate set of relations coincides with contextual equivalence. A set of proof obligations are given, which need to be satisfied to ensure a set is adequate. The resulting proofs of equivalence are simpler compared to other methods.

All examples in [62] are provable using this technique, including the hard example, which uses two applications of this technique, establishing the equivalence through the proof of another equivalence. The proofs in [2] are all proven in Coq, providing a cast iron level of certainty that these hold.
3.4.5 Nominal Games

Call-by-value games provide a semantics for the STLC [27]. Call-by-value games are generalised to nominal games, giving the first fully-abstract model for the \( \nu_{PS} \)-calculus was first proposed in [1], but there was a bug which was then fixed in [68]. The contextual equivalence coincides with the equational theory provided by the model. A further extension to a fully-abstract model for a language with nominal general references was introduced in [67]. Discrepancies in the proof for the hard example from [1], were discussed and rectified in [68]. This model, although fully abstract, is complicated to use and does not provide a general method for deriving equivalences.

3.4.6 Probabilistic Programming Semantics for Name-Generation

In [60], a model of probabilistic programming called quasi-Borel spaces is used to model the \( \nu \)-calculus. This takes the idea that each name produced in the \( \nu_{PS} \)-calculus can be thought of as a random number from the reals (\( \mathbb{R} \)), and hence to all intents and purposes will always be distinct. These semantics are sound and also fully abstract up to first order-types meaning any two \( \nu_{PS} \)-calculus programs are observationally equivalent if and only if their interpretations are observationally equivalent in the quasi-Borel spaces.

3.5 The \( \lambda\nu \)-Calculus

In 1993 Martin Odersky introduced a call-by-name variation of the \( \nu_{PS} \)-calculus, called the \( \lambda\nu \)-calculus [46] (later [47]). The \( \lambda\nu \)-calculus does not contain state (i.e. the namesets in the \( \nu_{PS} \)-calculus and \( \nu_{GS} \)-calculus), however does allow \( \lambda \) and \( \nu \) to commute unlike in the \( \nu_{PS} \)-calculus.

**Definition 35** (Syntax (\( \lambda\nu \)-calculus)). The \( \lambda\nu \)-calculus types are identical to the \( \nu_{PS} \)-calculus extending the STLC types with that of \( Nm \). The typing context maps variables to types and names to type \( Nm \) which simplifies the typing judgment for the language somewhat.

The \( \lambda\nu \)-calculus syntax of terms is identical to that of the \( \nu_{PS} \)-calculus with the same \( \nu \)-binder, an infinite set of names, and the same equating operator \( = \). The values however are different, the \( \lambda\nu \)-calculus does not allow \( \nu.n.n \) or \( n \) (a name) as values but instead requires all programs to be of Boolean type. This ensures all names are always compared within the scope of a \( \nu \)-binder, meaning the programs \( \nu.n.n \) and \( (\nu.n.n) = (\nu'.n') \) (which are both common in \( \nu_{PS} \)-calculus) are terms which get “stuck” in the original \( \lambda\nu \)-calculus. This
reflects that the identity of the name is known only within its scope. A reduced version of the syntax is introduced in Fig. 3.8.

\[
\begin{align*}
\alpha & ::= \text{Bool} \mid \text{Nm} \mid \alpha \to \alpha \\
\Gamma & ::= \emptyset \mid \Gamma, x : \alpha \mid \Gamma, n : \text{Nm} \\
M & ::= c \mid n \mid x \mid \lambda x.M \mid MM \mid \nu n.M \mid M = M \\
V & ::= c \mid n \mid x \mid \lambda x.M
\end{align*}
\]

Figure 3.8: Syntax of the \(\lambda\nu\)-calculus.

Although pairs, and various primitive operations on pairs are included in the original paper [46], they are not included here for brevity. The operator \texttt{name?} which checks if a term is a name is also not included here but performs a check on a term to see if it is a name.

**Definition 36 (Typing rules (\(\lambda\nu\)-calculus)).** \(\lambda\nu\)-calculus terms are typed using the STLC typing judgment \(\Gamma \vdash M : \alpha\), not including the nameset in the typing judgement as in the \(\nuPS\)-calculus. The typing context maps variables to types and names to type \(\text{Nm}\). The typing rules are introduced in Fig. 3.9.

\[
\begin{align*}
\Gamma, x : \alpha & \vdash x : \alpha & \text{VAR} \\
\Gamma & \vdash \lambda x.M : \alpha \to \alpha & \text{LAM} \\
\Gamma & \vdash M : \alpha' \to \alpha & \Gamma \vdash \nu n.M : \alpha & \text{NU} \\
\Gamma & \vdash M = N : \text{Bool} & \text{EQ}
\end{align*}
\]

Figure 3.9: Typing rules of the \(\lambda\nu\)-calculus.

The reduction relation for the \(\lambda\nu\)-calculus is based on the CBN STLC reduction relation, relating two terms \(M\) and \(M'\) as \(M \rightarrow_{\lambda\nu} M'\). A nameset is not required because the name binder is never deconstructed to create names as in the \(\nuPS\)-calculus.

**Definition 37 (Evaluation contexts (\(\lambda\nu\)-calculus)).** Evaluation contexts (of the Felleisen-Heib style [18]) are defined below in Fig. 3.10.
\[ \mathcal{E}[\ ] ::= [\ ] \mid \mathcal{E}[\ ] M \mid \nu n. \mathcal{E}[\ ] \]

Figure 3.10: Evaluation contexts of the \( \nu \)-calculus.

The first three cases above are as expected for evaluation contexts for the CBN \( \lambda \)-calculus and the final case \( \nu n.\mathcal{E}[\ ] \), ensures evaluations occur inside \( \nu \)-binders which does not occur in the \( \nu_{PS} \)-calculus.

**Definition 38** (Reduction rules (\( \lambda \nu \)-calculus)). *The reduction rules are introduced in Fig. 3.11.*

\[
\begin{align*}
(\lambda x.M)N & \rightarrow_{\lambda \nu} [N/x]M \\
n = n & \rightarrow_{\lambda \nu} \text{true} \\
n = n' & \rightarrow_{\lambda \nu} \text{false} \quad (n \neq n') \\
\nu n.\lambda x.M & \rightarrow_{\lambda \nu} \lambda x.\nu n.M \\
\nu n.n' & \rightarrow_{\lambda \nu} n' \\
\nu n.n & \not\rightarrow_{\lambda \nu} \\
M & \rightarrow_{\lambda \nu} N \quad \Rightarrow \quad \mathcal{E}[M] \rightarrow_{\lambda \nu} \mathcal{E}[N]
\end{align*}
\]

Figure 3.11: Reduction rules of the \( \lambda \nu \)-calculus.

The first three rules are standard Call-By-Name lambda calculus rules with equality (adapted to include names). The \( \lambda \)-binder and \( \nu \)-binder commute in only one direction via the fourth rule, which is not permitted in the \( \nu_{PS} \)-calculus. The fifth rule shows the absorption of the \( \nu \)-binder by a distinct name. The penultimate rule states that \( \nu n.n \) cannot be reduced further, hence \( \lambda \nu \)-calculus with this rule “fails to satisfy the progress part type soundness” [36]. Similar to \( \alpha \)-convertibility for bound variables \( \alpha \)-convertibility for names ensures bound names can be swapped and specific names are not important. The final rule states the reduction via evaluation contexts.

The \( \lambda \nu \)-calculus can be extended to model local state with mutable local variables via an extension of the type \( \text{Nm} \) to \( \text{Nm}(\alpha) \), for some type \( \alpha \), allowing the name to map to a term of type \( \alpha \).

Contextual equivalence in the \( \lambda \nu \)-calculus is defined as for the \( \nu_{PS} \)-calculus. The
primary difference when compared to $\nu_{PS}$-calculus is that in this case because $\nu n. n = \nu n'. n'$ gets “stuck” then the definition clearly falters in some aspects.

**Definition 39 (Contextual equivalence ($\lambda \nu$-calculus)).** Contextual equivalence of two terms $M$ and $N$ is defined if for all contexts $C[\cdot]$ such that $C[M]$ and $C[N]$ are both closed, then $C[M] \rightarrow^*_{\lambda \nu} true$ iff $C[N] \rightarrow^*_{\lambda \nu} true$.

The $\lambda \nu$-calculus is proven to be a conservative observational extension of the $\lambda$-calculus. There is a syntactic embedding of the $\lambda \nu$-calculus in the $\lambda$-calculus, which uses a de Bruijn indices style translation to maintain the number of “levels” between the name and $\nu$-binder. This assumes some form of integers in the $\lambda$-calculus and the embedding. Although simple, this translation requires a lengthy proof to show the semantics are preserved [47].

### 3.6 Relating $\nu_{PS}$-Calculus and $\lambda \nu$-Calculus

The two languages $\nu_{PS}$-calculus and $\lambda \nu$-calculus are compared in [36], with the $\nu_{PS}$-calculus being translated using a Continuation Passing Style (CPS) translation into the $\lambda \nu$-calculus.

To make the formalities easier, both calculi are rewritten in an equivalent big-step operational semantics and various syntactic alterations are made.

The only alteration to the language in Lösch’s $\lambda \nu$-calculus [36] compared to Odersky’s $\lambda \nu$-calculus [47] is that the former now defines $\nu n. n$ to be a canonical value and similarly $(\nu n. n) = (\nu n. n)$ is chosen to evaluate to true, ensuring type soundness and totality of this variant of $\lambda \nu$-calculus. The later choice of $(\nu n. n) = (\nu n. n) \rightarrow_{\lambda \nu} true$, must presumably be matched with a similar choice of $(\nu n. (n = (\nu n'. n'))) \rightarrow_{\lambda \nu} false$, however this is not clarified.

A translation from the $\nu_{PS}$-calculus to the $\lambda \nu$-calculus is introduced using CPS, a common extension to the standard CBV to CBN translation [53]. This translation is proven *computationally adequate*, defined as:

(i) All Boolean typed terms in $\nu_{PS}$-calculus and their translation to the $\lambda \nu$-calculus evaluate to the same Boolean constant.

(ii) Two terms of any type that are observationally equivalent (in the $\nu_{PS}$-calculus) must translate to two terms in the $\lambda \nu$-calculus that are observationally equivalent (in the $\lambda \nu$-calculus).

The opposite direction translation from the $\lambda \nu$-calculus to the $\nu_{PS}$-calculus is sketched (in a similar CPS-form) but not covered in detail in the paper.
The translations used between $\nu_{PS}$-calculus and $\lambda\nu$-calculus fails to satisfy full abstraction, that is: “the target language must not be able to observe more about a translated term than is possible in the source language”. The two contextually congruent $\nu_{PS}$-calculus programs $\lambda f.(\lambda x.\text{true})(f\text{true})$ and $\lambda f.\text{true}$ do not translate to contextually congruent terms in the $\lambda\nu$-calculus as the translation can be distinguished by a context, “this failure of full abstraction has more to do with the nature of continuation-passing transformations than with locally scoped names” [36].

3.7 Summary

The rest of the thesis will be work based on the $\nu_{GS}$-calculus, which has been introduced here. The original $\nu_{PS}$-calculus is introduced as the primary language discussed in the literature, however the two languages $\nu_{GS}$-calculus and $\nu_{PS}$-calculus are proven equivalent. Numerous proof techniques for proving contextual equivalence in the $\nu_{PS}$-calculus are summarised, showing the difficulty that the simple language with names presents. The syntax, typing, reduction relation, and contextual equivalence are introduced for both of these languages. Numerous example programs in the $\nu_{GS}$-calculus are introduced and reduced to show the intricacies of the language. Many of these programs will be reasoned about using the $\nu$-logic.

A summary of the $\lambda\nu$-calculus is provided which extends the CBN version fo the STLC with fresh name generation. The relation between the $\lambda\nu$-calculus and the $\nu_{PS}$-calculus, as summarised in the literature, is also introduced.
Chapter 4

Logical Language

The $\nu_{GS}$-calculus extends the STLC, hence the program logic for the $\nu_{GS}$-calculus (or the $\nu$-logic), is inspired by the $\lambda$-logic, with the relevant changes to reason about names.

In this chapter the logical language is introduced. The logical syntax is introduced in Sec. 4.1, with typing of the logical constructs introduced in Sec. 4.2. Two versions of substitution in the $\nu$-logic are introduced in Sec. 4.3, these are inspired by logical substitution in the $\lambda$-logic. Two properties of logical formulae are (syntactically) introduced in Sec. 4.4 those are: extension independence and thinness with respect to variables.

The axioms for the logic (also referred to as the the logic of axioms) are introduced in Sec. 4.5. The axioms are split into their primary logical constructors i.e. equality, restricted quantification, freshness, quantification over LTCs and evaluation formulae, in that order.

The rules for the logic allow for the reasoning of programs and are introduced in Sec. 4.6. This logic of rules introduces classes of rules: core language rules based on the programming language constructors, structural rules and derived rules.

Finally, in Sec. 4.7, a summary of the alternative options regarding the design of this logic is provided.

4.1 Logical Syntax

The logical syntax for the $\nu_{GS}$-calculus builds on the $\lambda$-logic, with an adaptation of universal quantification and a new logical operator to quantify over future states with the added benefit of naming the future state. Expressions, ranged over by $e, e', ..., $ formulae, ranged over by $A, B, C, ...$ and Logical Type Contexts (LTCs), ranged over by $\Gamma, \Gamma', \Gamma_1, ..., $ are defined in Fig. 4.1. The extensions over the $\lambda$-logic are those of LTCs and the final two logical operators.
Expressions, $e$, are standard as in Sec. 2.2.2, where constants, $c$, range over Boolean constants true and false and unit constant (). Names are not included directly in the expressions and can only be referenced via use of variables. For reasons explained in Sec. 2.2.2 there is no expression $e = e'$; however, it is sometimes treated as an expression for brevity (see [Eq]$_\nu$). The new logical constructs are now explained in detail.

4.1.1 Logical Type Contexts (LTCs)

LTCs extend standard type contexts (STCs) which map variables to types in two ways: LTCs are ordered, and LTCs also map type context variables (TCVs) to the type TC (meaning Type Context). TCVs range over $\delta, \delta', \delta_i, \ldots$ and are always mapped to the new type TC. This type TC is normally dropped as it only applies to TCVs.

A key concept is derivable expressions from an LTC. Syntactically, an expression is derivable from an LTC if it is typed by the LTC. Derivations ensure names are not revealed when previously hidden.

Consider the function $\lambda x.\langle x, n \rangle$, the name $n$ is derivable from this function. Now consider the function $\lambda x.x = n$, the name $n$ can never be derived from this function as it is deconstructed under a $\lambda$-binder. Hence, if an LTC contains a variable which represents one of these functions (and no other occurrence of $n$), then the values derived from that function must use $n$ in the form the function provides it as. This means $n$ may occur freely in the former case, but only in the form $\lambda x.x = n$ in the latter. In the next chapter, a semantic definition of a value derivable from an LTC (and a model) will be introduced, which has a more concrete meaning.

The shorthand notation $\Gamma + \Gamma'$ represents the LTC $\Gamma'$ added to the LTC $\Gamma$ such that the order is maintained if $\Gamma$ and $\Gamma'$ have disjoint domains, formally defined as follows.

$$
\begin{align*}
\Gamma + \emptyset & \quad \overset{\text{def}}{=} \quad \Gamma \\
\Gamma + (x : \alpha + \Gamma') & \quad \overset{\text{def}}{=} \quad (\Gamma + x : \alpha) + \Gamma' \\
\Gamma + (\delta + \Gamma') & \quad \overset{\text{def}}{=} \quad (\Gamma + \delta) + \Gamma'
\end{align*}
$$
**Definition 40** (Syntactic LTC extensions). Define the LTC \( \Gamma' \) as an extension of \( \Gamma \) if there exists some \( \Gamma'' \) such that \( \Gamma' \equiv \Gamma + \Gamma'' \). The LTC \( \Gamma \) is then a contraction of \( \Gamma'' \).

LTCs are the basis for typing expressions, formulae, triples and LTCs themselves. The ordering in LTCs is essential because of the new TCVs. The LTC \( \Gamma + x : \alpha \), means that \( x \) is a value of type \( \alpha \), derived from the LTC to its left i.e. \( \Gamma \). Hence the “+” for LTCs is not commutative. In a similar fashion, the LTC \( \Gamma + \delta \), implies that the \( \delta \) represents some extension of the LTC to its left i.e. \( \Gamma \), hence again the “+” for LTCs is not commutative. This will become more apparent when the model is introduced in Chapt. 5.

**Definition 41** (Actions on LTCs). The following actions on LTCs are defined as expected.

- Mapping variable \( x \) to its type in \( \Gamma \) written \( \Gamma(x) \). The same applies to TCVs, \( \Gamma(\delta) \) which always return TC.

- Obtaining the domain of an LTC \( \Gamma \) written \( \text{dom}(\Gamma) \), defined as all variables and TCVs mapped by the LTC. The codomain is defined similarly and written \( \text{cod}(\Gamma) \).

- Removal of a variable \( x \) from an LTC \( \Gamma \) written \( \Gamma \setminus x \) maintains the order of the original LTC. Similarly \( \Gamma \setminus \delta \) removes the TCV \( \delta \) from the mapping \( \Gamma \).

- It is common to require the removal of all TCV from an LTC \( \Gamma \) written \( \Gamma \setminus \text{TCV} \), which maintains the order element of the LTC.

- The removal of TCVs to produce an STC is written \( \Gamma \downarrow_{\text{TC}} \) and formally defined as follows.

\[
\begin{align*}
\emptyset \downarrow_{\text{TC}} & \overset{\text{def}}{=} \emptyset \\
(\Gamma + x : \alpha) \downarrow_{\text{TC}} & \overset{\text{def}}{=} \Gamma \downarrow_{\text{TC}}, x : \alpha \\
(\Gamma + \delta : \text{TC}) \downarrow_{\text{TC}} & \overset{\text{def}}{=} \Gamma \downarrow_{\text{TC}}
\end{align*}
\]

### 4.1.2 Standard Formulae

Formulae are constructed similarly to those of Sec. 2.2.2 with the standard equality \( e = e' \), negation \( \neg A \), conjunction \( A \wedge B \) and evaluation formulae \( e \bullet e' = m\{A\} \). Evaluation formulae internalise triples and express that if the program denoted by \( e \) is executed with an argument denoted by \( e' \), then the result, denoted by \( m \), satisfies \( A \). Since the \( \nu \)-calculus is strongly normalizing, partial and total correctness are not distinguished. The shorthand notation from the \( \lambda \)-logic in Sec. 2.2.2, also applies here.
4.1.3 Restricted Universal Quantification

The meaning of $\forall x^\alpha \in (\Gamma).A$ is intuitively simple: $A$ must be true for all $x$ that range only over values of type $\alpha$, derived from $\Gamma$. Deriving the values from $\Gamma$ ensures hidden names in $\Gamma$ are not revealed in $x$. This is achieved logically by ensuring that the restricting LTC types each expression quantified over. Logical instantiation of a restricted universal quantification must be an expression which is typed by the restricting LTC (or constructed out of the variables in the LTC), and hence unlike standard universal quantification which would quantify over all names (including those which are hidden), the restricted quantification cannot quantify over hidden names. The name restricted quantification comes from the fact that the quantification restricts the possible names and terms that the variable may obtain to those only derivable from the LTC.

Consider the example $(x: \text{Nm} + y: \text{Nm} \times \text{Bool} + z: \text{Nm}) \models \forall p^{\text{Nm}} \in (x+y).A$. Then it is required that $p$ can be instantiated as $x$ or as $\pi_1(y)$ but not as $z$ or $\pi_2(y)$ due to the restricting LTC: $(x: \text{Nm} + y: \text{Nm} \times \text{Bool})$ typing the former two expressions and not the latter.

As will be shown later, if the variables in an LTC $\Gamma$, map to values and the name $n$ only occurs in the mapping to $\lambda y.y = n$ then $n$ is hidden from these mappings and hence $\forall x^{\text{Nm}} \in (\Gamma).A$ cannot quantify over the name $n$ at $x$. Formalising this requirement is subtle.

The quantification $\forall x^{\text{Nm}} \in (\emptyset).A$ ensures that $x$ is a fresh name, however this is the only way of expressing the introduction of a fresh name and thus this cannot be instantiated. Hence any formula of the form $\forall x^{\text{Nm}} \in (\Gamma).A$ quantifies over $x$ being a fresh name and any value derivable from $\Gamma$. The formula $\forall x^{\text{Nm}} \in (\emptyset).A$ draws comparison to the nominal logic constructor “$\mathcal{U}x.A$”, as both ensure that $x$ is a fresh name in $A$.

4.1.4 Quantification Over LTCs

The gensym function needs to be reasoned about such that each application of gensym in any state will produce a name which is fresh with respect to that future state, hence the requirement to name the state. The modal operator $\Box A$, is often used to expresses “for all future extensions”, but fails to allow for the naming of the future state. The purpose of $\forall \delta.A$ is to name the future (or current) state using the TCV $\delta$. This TCV can then be used in LTCs in $A$. The use of these TCVs must be in the LTCs in restricted quantifiers, which allows expressions to be derived from the future state.

Quantification over LTCs is similar to modal logic in the sense that it quantifies over
all future possible states which are now represented by the LTCS (through typing of the state), but differs from modal logic by assigning the future state to a variable TCV. The quantifier \( \forall \delta. A \) is similar in essence to the hybrid logic formula \( \Box \downarrow \delta A \) which quantifies over all future states (in time) using the \( \Box \) modality and assigns that state to a variable \( \delta \) using \( \downarrow \delta \) \cite{9, 55}. The LTCS introduced here contain more information than the states used in hybrid logic, as they can be used to restrict quantification.

### 4.1.5 Notes On the Logical Syntax

In this logical language, names can never be referred to directly. Names can only be reasoned about through variables which represent those names. This is similar to how the \( \nu_{GS} \)-calculus does not allow the programmer to state specific names, only specific variables that names are assigned to i.e. in \( \text{let } x = \text{gensym}() \text{ in } M \) the fresh name cannot be referred to directly, instead the variable \( x \) is used to refer to the name.

As a motivation for LTCS, consider the example program \( \text{let } y = \text{gensym}() \text{ in } \lambda x \text{Nm}.x = y \). The name assigned to the variable \( y \) will be fresh and can only ever be used in the returned function in the comparison to \( x \). For example, every future possible application of the resulting function from \( (\emptyset, \text{let } y = \text{gensym}() \text{ in } \lambda x \text{Nm}.x = y) \downarrow (\{n\}, \lambda x \text{Nm}.x = n) \) will never be applied to \( n \) itself as it is in a sense “lost” or “hidden” under the equality and \( \lambda \)-binder. Hence the unrestricted universal quantification, if used naively, cannot suffice to reason about the \( \nu_{GS} \)-calculus as the [Lam\( \lambda \)] rule from Fig. 2.20 (seen below) fails to hold. This is because the post-condition \( \{\forall x^\alpha.(B \rightarrow u \cdot x = m\{C\})\} \) would include quantification over all names including hidden names, such as \( n \).

\[
\begin{array}{c}
\{A x^\alpha \land B\}M : m\{C\} \\
\{A\}\lambda x^\alpha.M : u\{\forall x^\alpha.(B \rightarrow u \cdot x = m\{C\})\}
\end{array}
\]

\[\text{[Lam}\lambda\text{]}\]

Hence the restriction placed on quantifiers in this logic to allow us to reason about which values can be quantified over by introducing LTCS as a list of variables which can be used to derive a value.

It may be possible that a more abstract or complex notion of LTCS could be used with a more mathematically based set of operations to manipulate them, however this was not required in this case.

### 4.1.6 Shorthand Notations

The restricted existential quantification is defined using the standard definition as follows.

\[\exists x^\alpha \in (\Pi).A \overset{def}{=} \neg\forall x^\alpha \in (\Pi).\neg A\]
This reads as: there exists a value \( x \) derived from the LTC \( \Gamma \), such that \( A \) holds. This behaves similarly to the unrestricted existential quantification.

Fresh names are produced by \texttt{gensym} but freshness is not an absolute notion, instead a name is fresh with respect to something. In the case of programs a fresh name produced by \texttt{gensym()} is fresh from the nameset in the configuration (see Fig. 3.4). However, in the logic, freshness is with respect to an LTC (or the names derivable from an LTC). Thus freshness of the name \( x \) relative to the LTC \( \Gamma \) is written \( e \# \Gamma \) and defined below. Freshness is used pervasively, hence this shorthand notation.

\[
e \# \Gamma \overset{\text{def}}{=} \forall z. Nm \in (\Gamma). e \neq z.
\]

Intuitively, \( e \# \Gamma \) states that the name denoted by \( e \) is not derivable, directly or indirectly, from the LTC \( \Gamma \). Freshness is a variant of a similar predicate in [72] seen in Sec. 2.2.3, which only states freshness from another expression i.e. \( e \# e' \).

The typing in LTCs is often dropped for brevity such that where \( \alpha \) is obvious, \( \Gamma + y : \alpha \) becomes \( \Gamma + y \). A further reduction in notation writes \( \Gamma + \delta + \Gamma' \) as just \( \delta + \Gamma' \) because \( \delta \) represents an LTC which is an extension of \( \Gamma \) and thus will contain all mappings in \( \Gamma \), but \( \delta \) does not include any mapping in \( \Gamma' \) as \( \Gamma' \) is an extension of \( \delta \). If types are obvious in formulae they will often be dropped i.e. \( e \cdot e' = m^\alpha \{ A \} \overset{\text{def}}{=} e \cdot e' = m \{ A \} \) and \( \forall x^\alpha \in (\Gamma). A \overset{\text{def}}{=} \forall x \in (\Gamma). A \).

4.1.7 Triples

Triples are introduced for the \( \nu \)-logic as they are for the \( \lambda \)-logic and Local-logic. The triple \( \{ A \} M : u \{ B \} \) has the standard meaning: if the pre-condition \( A \) holds and the value derived from program \( M \) is denoted by the anchor \( u \), then the post-condition \( B \) holds. In this case the program \( M \) must now be static syntax, meaning the program contains no names \( (\delta(M) = \emptyset) \), and hence can only reference names via \texttt{gensym}. If names are included in the programs then they would also be required in the logic, which requires a more complicated logic.

4.2 Typing of Expressions, Formulae and Triples

New type judgments are introduced to type expressions, LTCs, formulae and triples using the LTCs as a basis and written \( \Gamma \models e : \alpha \), \( \Gamma \models \Gamma' \), \( \Gamma \models A \) and \( \Gamma \models \{ A \} M : u \{ B \} \) respectively. The LTC doing the typing (i.e. \( \Gamma \) in \( \Gamma \models \)) is referred to as the global LTC.
LTCs are required to be typed by a global LTC, to ensure all LTCs used in formulae (i.e. \( \forall x \in (\Gamma).A \) and \( x \# \Gamma \)), are ordered subsets of the global LTC.

**Definition 42** (Typing of LTCs, expressions, formulae). *The rules for typing expressions, LTC and formulae can be seen in Fig. 4.2. In all cases the LTC doing the typing (in these cases \( \Gamma \)) is referred to as the global LTC.*

### Expressions:

\[
\begin{align*}
\Pi \vdash b : \text{Bool} & \quad \Pi, x : \alpha \vdash e : \alpha_1 \quad \Pi \vdash (e, e') : \alpha_1 \times \alpha_2 \\
\Pi \vdash (e) : \text{Unit} & \quad \Pi \vdash \pi_i(e) : \alpha_i
\end{align*}
\]

### LTCs:

\[
\begin{align*}
\Pi \vdash \emptyset & \quad \Pi + x : \alpha \vdash \Pi + x : \alpha \\
\Pi \vdash \Pi & \quad \Pi + \delta \vdash \Pi + \delta & \quad \Pi + \Pi' \vdash \Pi + \Pi'
\end{align*}
\]

### Formulae:

\[
\begin{align*}
\Pi, e_1 : \alpha, e_2 : \alpha \vdash e_1 = e_2 & \quad \Pi \vdash A_1, \Pi \vdash A_2 \vdash A & \quad \Pi \vdash \neg A \\
\Pi \vdash e : \alpha_1 \rightarrow \alpha_2, \Pi \vdash e' : \alpha_1 \vdash \Pi + x : \alpha_2 \vdash A & \quad \Pi, \Pi' \vdash A & \quad \Pi + x : \alpha \vdash A
\end{align*}
\]

\[
\begin{align*}
\Pi \vdash \Pi' & \quad \Pi + x : \alpha \vdash A & \quad \Pi \vdash e : \text{Nm} & \quad \Pi \vdash e' : \Pi' & \quad \Pi + \delta : \text{TC} \vdash A \\
\Pi \vdash \forall x^\alpha \in (\Pi').A & \quad \Pi \vdash e \# \Pi' & \quad \Pi \vdash \forall \delta.A
\end{align*}
\]

### Triples:

\[
\begin{align*}
\Pi \vdash A, M, \Pi \downarrow_{\text{TC}} \vdash M : \alpha & \quad \Pi + m : \alpha \vdash B \\
\Pi \vdash \{A\} & \quad M : \{B\}
\end{align*}
\]

Figure 4.2: Typing rules for expressions, LTCs, formulae and triples in the \( \nu \)-logic. In the last rule for triples, \( M \) is static syntax.

The primary novelties are the typing rules for restricted quantification and quantification over LTCs. Each addition to the global LTC \( \Gamma \) must add the variable or TCV as an extension to the global LTC \( \Gamma' \), ensuring the order is maintained. This extended LTC then types the sub-formula which may now use the variables or TCV in LTCs with the
assurance they occur in the correct order. For example the following type check fails if \( \Gamma_0 \equiv \Gamma + x + \delta \), as this implies \( \delta \) is an extension of \( \Gamma + x \), which is not the case as \( x \) is derived from \( \delta \). Hence the type check holds if \( \Gamma_0 \equiv \Gamma + \delta + x \) or any LTC typed by this LTC (referred to as sub-LTCs).

\[
\Gamma \vdash \forall \delta. \forall x \in (\delta). \forall y \in (\Gamma_0). A
\]

**Definition 43** (Typing of triples). Typing rules for expressions, and LTC are used in the typing rules for formulae which in turn are used in the typing rules for triples written \( \Gamma \vdash \{ A \} \ M :_u \{ B \} \). Programs are typed as in Fig. 3.2 which require an STC to type the programs, hence the use of \( \Gamma \downarrow_{-TC} \), which removes TCV and converts the LTC to an STC, in the typing rule for triples in Fig. 4.2.

From now on it is assumed all LTCs, expressions, formulae and triples are well-typed, and typing will mostly be omitted unless explicitly required.

### 4.3 Advanced Substitutions

Reasoning with quantifiers requires quantifier instantiation. This is subtle with the two new logical quantifiers. Substitution of an expression \( e \) for a variable \( x \) in a formula \( A \) requires a global LTC \( \Gamma \) to ensure that substitutions of formulae with LTCs (which contain \( x \)) are well typed by the global LTC, this substitution is written \( A[e/x]_\Gamma \). Quantification over LTCs requires the substitution of an LTC \( \Gamma_0 \) for TCV \( \delta \) in a formula \( A \) written \( A[\Gamma_0/\delta]_\Gamma \) where \( \Gamma \) is the global LTC required to maintain the order of any substitution. If the global LTC is obvious or not required then it is often dropped i.e. \( [e/x]_\Gamma \equiv [e/x] \).

The free variables and TCV of expressions, LTCs and formulae are first defined as follows.

**Definition 44** (Free variables of expressions). The free variables of expression \( e \), written \( \text{fv}(e) \), are simply the variables occurring in the expression.

\[
\begin{align*}
\text{fv}(()) & \overset{\text{def}}{=} \emptyset \\
\text{fv}(x) & \overset{\text{def}}{=} \{ x \} \\
\text{fv}(\text{true}) & \overset{\text{def}}{=} \emptyset \\
\text{fv}(\text{false}) & \overset{\text{def}}{=} \emptyset \\
\text{fv}(\langle e, e' \rangle) & \overset{\text{def}}{=} \text{fv}(e) \cup \text{fv}(e') \\
\text{fv}(\pi_i(e)) & \overset{\text{def}}{=} \text{fv}(e)
\end{align*}
\]

**Definition 45** (Free variables of LTCs). Free variables of an LTC \( \Gamma \) written \( \text{fv}(\Gamma) \), are defined as all the variables of the domain i.e. \( \text{fv}(\Gamma) \overset{\text{def}}{=} \text{dom}(\Gamma \downarrow_{-TC}) \overset{\text{def}}{=} \text{dom}(\Gamma \backslash_{-TCV}) \).

For brevity, if \( x \notin \text{fv}(\Gamma) \) then write \( \Gamma^{\sim x} \).
Definition 46 (Free variables of Formulae). The free variables of formulae are defined as those occurring unbound by the anchors in evaluation formulae or quantifiers, with the formal definition as follows.

\[
\begin{align*}
  \text{fv}(e = e') & \overset{\text{def}}{=} \text{fv}(e) \cup \text{fv}(e') \\
  \text{fv}(\neg A) & \overset{\text{def}}{=} \text{fv}(A) \\
  \text{fv}(A \land B) & \overset{\text{def}}{=} \text{fv}(A) \cup \text{fv}(B) \\
  \text{fv}(\exists \delta.A) & \overset{\text{def}}{=} \text{fv}(A) \setminus \{ \delta \} \\
  \text{fv}(\forall x \in (\Pi). A) & \overset{\text{def}}{=} \text{fv}(A) \setminus \{ x \} \\
  \text{fv}(e \cdot e' = m\{A\}) & \overset{\text{def}}{=} \text{fv}(e) \cup \text{fv}(e') \cup (\text{fv}(A) \setminus \{ m \}) \\
  \text{fv}(\forall x \in (\Pi). A) & \overset{\text{def}}{=} (\text{fv}(A) \setminus \{ x \}) \cup \text{fv}(\Pi)
\end{align*}
\]

Similar to free variables, a function on LTCs and formulae are defined on the free TCVs as follows.

Definition 47 (Free TCVs of LTCs). The free TCVs of an LTC \( \Pi \) written \( \text{ftcv}(\Pi) \), are simply the TCVs occurring in the LTC as follows.

\[
\begin{align*}
  \text{ftcv}(\emptyset) & \overset{\text{def}}{=} \emptyset \\
  \text{ftcv}(\Pi + x : \alpha) & \overset{\text{def}}{=} \text{ftcv}(\Pi) \\
  \text{ftcv}(\Pi + \delta : \tau C) & \overset{\text{def}}{=} \text{ftcv}(\Pi) \cup \{ \delta \} \\
  \text{ftcv}(\Pi + \Pi') & \overset{\text{def}}{=} \text{ftcv}(\Pi) \cup \text{ftcv}(\Pi')
\end{align*}
\]

An LTC \( \Pi \) is closed or TCV-free if \( \text{ftcv}(\Pi) = \emptyset \).

The same function is used to define free TCV of formulae.

Definition 48 (Free TCVs of formulae). The free TCVs of formulae are those occurring unbound by a quantifier over LTCs with the formal definition as follows.

\[
\begin{align*}
  \text{ftcv}(e = e') & \overset{\text{def}}{=} \emptyset \\
  \text{ftcv}(\neg A) & \overset{\text{def}}{=} \text{ftcv}(A) \\
  \text{ftcv}(A \land B) & \overset{\text{def}}{=} \text{ftcv}(A) \cup \text{ftcv}(B) \\
  \text{ftcv}(\forall x \in (\Pi). A) & \overset{\text{def}}{=} \text{ftcv}(A) \cup \text{ftcv}(\Pi) \\
  \text{ftcv}(\forall x \in (\Pi). A) & \overset{\text{def}}{=} \text{ftcv}(A) \setminus \{ \delta \}
\end{align*}
\]

A formula \( A \) is TCV-free if \( \text{ftcv}(A) = \emptyset \).

Before substitutions are defined, it is necessary to define when substitutions can occur safely. This extends the check in [38], which check that no variable being introduced is bound by a binder (assuming the typing holds) as follows.

Definition 49 (Expressions free for variables in formulae).

Define an expression \( e \)-free for \( x^\circ \) in \( A \) in some LTC \( \Pi \) if the following hold.
- $e$ is of type $\alpha$ ($\Gamma \vdash e : \alpha$)

- For all occurrences of $x$ in $A$ all variables in $\text{fv}(e)$ do not become bound in $A$.

- If $e$ contains destructors i.e. $\pi_i(\ )$ or $=$, then all free occurrences of $x$ occurring in any LTC (say $\Gamma_0$) itself occurring in the formula $A$ must imply $\Gamma_0 \vdash e : \alpha$.

The extension to [38] is the final case above, which is introduced to ensure no complications arise from substituting the expressions containing $\pi_i(\ )$ or $=$ into terms with LTCs in restricted quantification.

Consider the substitution of the expression $\pi_1(y)$ for some variable $x$ in a formula, such that the $x$ occurs in an LTC $\Gamma_0$ which occurs in the formula. If $y$ occurs in $\Gamma_0$ then no new variables are introduced by this substitution. However, if $y$ does not occur in $\Gamma_0$ then via the construction of the logic, substituting in the expression $\pi_1(y)$ is not permitted as it is not a variable, but substituting in the variable $y$ may introduce the other side of $y$ i.e. $\pi_2(y)$ to the LTC, which extends the LTC beyond its intended reach and has the potential to introduce previously inaccessible names. Hence the introduction of the definition above to restrict these forms of substitutions.

Similarly, consider the substitution of the expression $y = z$ for some variable $x$ in the formula $\forall p \in (\Gamma_0).A$, such that the $x$ occurs in an LTC $\Gamma_0$. Then two options for the substitution exist. Either $y$ and $z$ both already occur in $\Gamma_0$ or not. In the former case then the substitution results in the same formula. In the latter case this cannot be a valid substitution as the expression $y = z$ cannot be introduced into the LTC $\Gamma_0$ due to the construction of LTCs. However, adding both $y$ and $z$ to $\Gamma_0$ then allows for names derivable from these variables to be quantified over for $p$ but these same names are not accessible from the expression $y = z$. This substitution however is not permitted as $y = z$ is not free for $x$ in $\forall p \in (\Gamma_0).A$ as $\Gamma_0 \not\vdash y = z$ hence the justification for the new case is introduced in Def. 49.

The expressions of the form $\pi_i(e)$ and $e = e'$ are defined as destructors, as they take larger typed expressions $e$ and $e'$ and produce a smaller typed expression either $\alpha_i$ or $\text{Bool}$ which means information (primarily about names) is lost. If further extensions to the programming language are considered the list of destructors may need to be altered.

**Definition 50** (Logical substitution of expressions in expressions). *The logical substitution $e[e'/x]$, of expression $e'$ for variable $x$ in expression $e$, is inductively defined on $e$ as*
follows which has no restrictions, and no global LTC to type the substitution.

\[

def \frac{()}{()}[e/x] = () \quad \frac{x}{e}[e/x] = e \\
true[e/x] = true \quad y[e/x] = y \\
false[e/x] = false \quad \langle e_1, e_2 \rangle[e/x] = \langle e_1[e/x], e_2[e/x] \rangle \\
\pi_i(e'[e/x]) = \pi_i(e'[e/x])
\]

**Definition 51** (Logical substitution of expressions in formulae). Logical substitution of \( e \) for \( x \) in \( A \) in the context of \( \Pi' \), written \( \overline{A[e/x]} \), assumes \( e \)-free for \( x \) in \( A \), and is defined as follows. The first line introduces logical substitution of \( e \) for \( x \) in \( \Pi' \) in context of \( \Pi' \).

\[
\Pi'[e/x]_{\Pi} \begin{cases} 
\Pi'_{x} \text{ s.t. } \text{dom}(\Pi'_x) = \text{fv}(e) \cup \text{dom}(\Pi' \setminus x), \Pi' \vdash x \in \text{fv}(\Pi') \\
\Pi' \quad x \notin \text{fv}(\Pi') 
\end{cases}
\]

\[
\begin{align*}
T[e/x]_{\Pi} & \overset{\text{def}}{=} T \\
F[e/x]_{\Pi} & \overset{\text{def}}{=} F \\
e_1 = e_2[e/x]_{\Pi} & \overset{\text{def}}{=} e_1[e/x] = e_2[e/x] \\
(\neg A)[e/x]_{\Pi} & \overset{\text{def}}{=} \neg(A[e/x]_{\Pi}) \\
(A \land B)[e/x]_{\Pi} & \overset{\text{def}}{=} (A[e/x]_{\Pi}) \land (B[e/x]_{\Pi}) \\
(e_1 \bullet e_2 = m\{A\})[e/x]_{\Pi} & \overset{\text{def}}{=} e_1[e/x] \bullet e_2[e/x] = m\{A[e/x]_{\Pi+m}\} \quad (x \neq m, m \notin \text{fv}(\Pi)) \\
(e'[\Pi']^\bot)[e/x]_{\Pi} & \overset{\text{def}}{=} e'[e/x]^{\bot}(\Pi'[e/x]_{\Pi}) \\
(\forall m \in (\Pi').A)[e/x]_{\Pi} & \overset{\text{def}}{=} \forall m \in (\Pi'[e/x]_{\Pi}).(A[e/x]_{\Pi+m}) \quad (x \neq m, m \notin \text{fv}(\Pi)) \\
(\forall \delta.A)[e/x]_{\Pi} & \overset{\text{def}}{=} \forall \delta(A[e/x]_{\Pi+\delta})
\end{align*}
\]

For \( \Pi'[e/x]_{\Pi} \), Def. 49 guarantees that if \( x \) is in \( \Pi \) and \( e \) contains a destructor such as \( \pi_i(\cdot) \) or \( = \) then every free variable in \( e \) must occur in LTC \( \Pi' \). So this substitution returns \( \Pi'[e/x] \) as \( \text{fv}(e) \subseteq \text{fv}(\Pi'[e/x]) \) is implied by the assumption. However, if \( e \) is destructor-free and \( x \) occurs in \( \Pi' \) then a new LTC is returned, consisting of the original LTC \( \Pi' \) with \( x \) removed and the addition of all free variables in \( e \) mapped to their respective types defined and ordered by \( \Pi' \). Clearly if \( x \) does not occur in \( \Pi' \) then no substitution is required.

Cases which use LTCS i.e. freshness and restricted quantification both require substitution of expressions in LTCS as described above, whilst all other substitutions are standard.

The definition of type context substitution of LTCS for TCVs in both LTCS and formulae are introduced in Def. 53, but first requires first defining when an LTC is free for an LTC in a formula similar to Def. 49.
Definition 52 (LTCs free for TCVs in formula). The LTC $\Pi_0$ is free for $\delta$ in $A$ in a global LTC $\Pi$ if no free occurrence of any TCV in $\Pi_0$ becomes a bound occurrence of the TCV if $\Pi_0$ is substituted for $\delta$ in $A$. This requires $\Pi_0$ to be a sub-LTC of $\Pi$.

Definition 53 (Type context substitutions). The substitution of $\Pi_0$ for $\delta$ in $\Pi'$ in the global LTC $\Pi$ requires that $\Pi_0$ is free for $\delta$ in $\Pi'$. This requires $\Pi_0$ and $\Pi'$ to be sub-LTCs of $\Pi$. The LTC substitutions are as expected where TCVs can only appear in freshness and restricted quantification formulae, and are defined inductively for the other logical constructors as expected. The first line defines the substitution on LTCs.

$$
\Pi'[\Pi_0/\delta] \defeq \begin{cases} 
\Pi' & \text{if } \delta \notin \text{ftcv}(\Pi') \\
\Pi_0 & \text{otherwise}
\end{cases}
$$

$$
T[\Pi_0/\delta] \defeq T \\
F[\Pi_0/\delta] \defeq F \\
e = e'[\Pi_0/\delta] \defeq e = e' \\
(\neg A)[\Pi_0/\delta] \defeq \neg(A[\Pi_0/\delta]) \\
(A \land B)[\Pi_0/\delta] \defeq A[\Pi_0/\delta] \land B[\Pi_0/\delta] \\
(e_1 \cdot e_2 = m\{A\})[\Pi_0/\delta] \defeq e_1 \cdot e_2 = m\{A[\Pi_0/\delta]\}_{\Pi^{-m}} \\
(e^#)[\Pi_0/\delta] \defeq e^#(\Pi'[\Pi_0/\delta]) \\
(\forall m \in \Pi')[A][\Pi_0/\delta] \defeq \forall m \in (\Pi'[\Pi_0/\delta]).(A[\Pi_0/\delta])_{\Pi^{-m}} \\
(\forall \delta'.A)[\Pi_0/\delta] \defeq \begin{cases} 
(\forall \delta'.A[\Pi_0/\delta])_{\Pi_{\Pi^{-\delta'}}} & \delta \neq \delta' \\
\forall \delta. A & \text{otherwise}
\end{cases}
$$

In $\Pi'[\Pi_0/\delta]$ if $\delta$ occurs in $\Pi'$ then the result is the union of $\Pi'/\delta$ and $\Pi_0$ with the order defined by $\Pi$. If $\delta$ does not occur in $\Pi'$ then that LTC is unaffected by the change in $\delta$ and hence the same LTC is returned. The $\forall \delta. A$ case requires the cases to guarantee capture avoiding substitution for LTCs. If $\delta = \delta'$, then $\delta$ will never occur free in $A$, hence can never be substituted for. Otherwise, the substitution occurs as expected with the condition that $\delta'$ does not occur in $\Pi_0$, meaning this is a capture avoiding substitution for type contexts.

In both substitutions, the evaluation formulae and the two new quantifiers (i.e. freshness and restricted quantification) require the addition of a binding variable/TVC to the LTC $\Pi$ to ensure the correct order is maintained in subsequent substitutions i.e. $A[e/x]_{\Pi^{-m}}$ and $A[e/x]_{\Pi^{\delta}}$. These additions to the LTC unsurprisingly match the addi-
tions in the typing rules seen in Fig. 3.2. The global LTC is often dropped for brevity i.e. $A[e/x]_{\Gamma} \stackrel{def}{=} A[e/x]$ and $[\Gamma_{0}/\delta]_{\Gamma} \stackrel{def}{=} [\Gamma_{0}/\delta]$, as the LTC $\Gamma$ is only used for ordering and types, which can be obtained from the global LTC that types the triple/formula.

### 4.4 Properties of Logical Formulae

In first-order logic, if a formula is satisfied by a model, then it is also satisfied by extensions of that model, and vice-versa (assuming all free variables of the formula remain in the model). This can no longer be taken for granted in this logic.

Consider the formula $\forall \delta. \exists z \in (\delta). (z \# \Gamma \land \neg z \# \delta)$ typed by $\Pi_{0} \equiv \Pi + \Pi'$. This states that there exists a name $z$ which is fresh from $\Pi$ but not fresh from any extension i.e. $\delta$, essentially meaning there is a reachable name in the $\Pi'_{0}$ part which is not in $\Pi$. The quantification over LTCs requires this must hold for $\delta$ representing the current state $\Pi_{0}$ (and all its extensions). Hence if $\Pi'_{0}$ has a new variable mapped to a fresh name then this holds, however $\Pi'_{0} \equiv \emptyset$ is a clear contradiction as no name exists in $\Pi'_{0}$. Hence the formula may hold for $\Pi'_{0} \neq \emptyset$, but fail if $\Pi'_{0} \equiv \emptyset$. The negation of the formula fails for LTC extensions and this shows how some formulae may become invalid under contracting or extension of the LTC in which it is typed.

Fortunately, such formulae are rarely needed when reasoning about programs. However, in order to satisfy the soundness proofs, a restriction on formulae referred to as *extension independence* is introduced, ensuring the formulae are stable under LTC extension and contractions. This is first introduced as a syntactic definition however the formal definition is introduced later using models.

Sometimes a weaker property is required to ensure formulae preserve their validity when a specific variable is removed from the general typing LTC. The example $\Pi + x : Nm + \Pi_{0} \models \forall \delta. \exists z \in (\delta). (z \# \Pi \land \neg z \# \delta)$ is an example where the $x$ is required if $\Pi_{0}$ is all Nm-free for the same reason as above. This property is referred to as *thinness* with respect to a variable.

Syntactic definitions of sets of formulae which obtain these respective properties are introduced as follows.

**Definition 54** (Syntactic classification of extension independent formulae). Define a set $\text{ExtInd}_{\text{Syn}}$, of formulae that are syntactically extension independent, using the following set of inductive rules. A formula $A$ is defined as $\text{ExtInd}_{\text{Syn}}$, written $A \in \text{ExtInd}_{\text{Syn}}$, if it is in $\text{ExtInd}_{\text{Syn}}$. 


1. \( T, F, e = e' \) are all \( \text{ExtInd}_{\text{Syn}} \).

2. If \( A_1 - \text{ExtInd}_{\text{Syn}} \) and \( A_2 - \text{ExtInd}_{\text{Syn}} \)
   then \( \neg A_1, A_1 \land A_2, A_1 \lor A_2, A_1 \rightarrow A_2, u \cdot e = m^\alpha \{ A_1 \}, \exists x \in (I') . A_1, \forall x \in (I') . A_1 \)
   are all in \( \text{ExtInd}_{\text{Syn}} \).

3. If \( A_1 - \text{ExtInd}_{\text{Syn}} \) and \( \delta / \notin \text{ftcv}(A_1) \)
   then \( \forall \delta . A_1 - \text{ExtInd}_{\text{Syn}} \)
   and \( x / \notin \text{fv}(A_1) \) implies \( \forall \delta . \forall x \in (\delta) . A_1 - \text{ExtInd}_{\text{Syn}} \)

4. Two extra specific cases are:
   \( \forall \delta . f(\cdot) = b(b\#\delta) - \text{ExtInd}_{\text{Syn}} \)
   and \( \forall \delta . \forall x \in (\delta) . f \cdot x = b(b\#\delta + x) - \text{ExtInd}_{\text{Syn}} \)

This can be used to show \( e\#I' \) (def \( \forall z \in (I'). \neg z = e \)) - \( \text{ExtInd}_{\text{Syn}} \) as follows:
(1.) implies \( z = e' - \text{ExtInd}_{\text{Syn}} \)
(2.) and the above implies \( \neg z = e' - \text{ExtInd}_{\text{Syn}} \)
(3.) and the above line implies \( \forall z \in (I'). \neg z = e' - \text{ExtInd}_{\text{Syn}} \)

This is an incomplete characterisation of all extension independent formulae, but provides a simple method for checking whether a formula is \( \text{ExtInd}_{\text{Syn}} \) and hence this will later be shown to prove it is also \( \text{ExtInd}_{\text{Sem}} \). Given the incomplete characterisation, this cannot be used to prove non-extension independence. Case 3. could be generalised further but was not required in any of the reasoning examples.

The \( \text{ExtInd}_{\text{Syn}} \) definition is similar to the syntactic definition for monotonicity in the Local-logic in [72], however the meaning is more similar to statelessness from the same paper. Statelessness implies \( A \equiv \Box A \) which only ever looks forward however \( \text{ExtInd}_{\text{Syn}} \) requires a more complex version of \( A \equiv \Box A \) to look at previous states.

In Sec. 5.3 extension independent formulae are given a semantic formalisation, and a proof that \( \text{ExtInd}_{\text{Syn}} \) formulae are indeed extension independent is given.

**Definition 55** (Syntactic classification of thin formulae). Define a set \( \text{Thin}_{\text{Syn}}(x) \), of formulae that are syntactically thin with respect to the variable \( x \), using the following set of inductive rules. A formula \( A \) is defined as \( \text{Thin}_{\text{Syn}}(x) \), written \( A - \text{Thin}_{\text{Syn}}(x) \), if it is in \( \text{Thin}_{\text{Syn}}(x) \).

1. If \( \Pi \models A \) and \( \Pi' \models x : \alpha - (\text{Nm}, \rightarrow) \) then \( A - \text{Thin}_{\text{Syn}}(x) \)

2. If \( A \equiv T, F, e = e', e \neq e' \) and \( x \notin \text{fv}(A) \) then \( A - \text{Thin}_{\text{Syn}}(x) \)
Lemma 56 (\(THIN_{Syn}(y)\) implies \(THIN_{Syn}(y)\) under certain type conditions).

\[\forall \Gamma, x^{\alpha_1 \rightarrow \alpha_2}, y^{\alpha_1}, A, \Gamma \setminus x, y \vdash A \rightarrow A \cdot THIN_{Syn}(x) \rightarrow A \cdot THIN_{Syn}(y)\]

Proof. If \(\alpha_1 \in \alpha_{-(Nm, \rightarrow)}\) then this clearly holds as \(A \cdot THIN_{Syn}(y)\) clearly holds by Def. 55. Otherwise, \(\alpha_1 \rightarrow \alpha_2 \notin \alpha_{-(Nm, \rightarrow)}\) implies the first case in Def. 55 cannot be used and thus the definitions are identical if \(x^{\alpha_1 \rightarrow \alpha_2}\) or \(y^{\alpha_1}\) are used as \(\Gamma \setminus x, y \vdash A\) meaning clearly \(A \cdot THIN_{Syn}(x) \rightarrow A \cdot THIN_{Syn}(y)\) holds.

This fails to hold in the opposite direction as \(\alpha_1 \in \alpha_{-(Nm, \rightarrow)}\) causes issues in the first case of Def. 55 in proving \(A \cdot THIN_{Syn}(x)\), but does hold if \(\alpha_1 \notin \alpha_{-(Nm, \rightarrow)}\).

4.5 Logic of Axioms

Axioms and axiom schemas are similar in intention to those of the \(\lambda\)-logic seen in Sec. 2.2.2, but expressed within the constraints of the new logic. Axiom schemas are indexed by the LTC that types them and the explicit types where noted. The axioms and axiom schemas are referred to simply as axioms and are introduced here. This is neither a maximal nor
minimal list, but contains the axioms which are interesting and useful, i.e. those used in
the reasoning examples seen in Chapt. 7.

Some axioms only hold for the types in the STLC, i.e. $\text{Nm}$-free types, written $\alpha_{\text{Nm}}$.
Other axioms use the type $\alpha_{\text{Nm,} \rightarrow}$ which are the function free types of the STLC. These
two types are defined as follows.

**Definition 57** ($\text{Nm}$ free types and $\text{Nm}$ and function free types). Define two subsets of
types as follows.

\[
\begin{align*}
\alpha_{\text{Nm,} \rightarrow} & := \text{Unit} | \text{Bool} | \alpha_{\text{Nm,} \rightarrow} \times \alpha_{\text{Nm,} \rightarrow} \\
\alpha_{\text{Nm}} & := \text{Unit} | \text{Bool} | \alpha_{\text{Nm}} \times \alpha_{\text{Nm}} | \alpha_{\text{Nm}} \rightarrow \alpha_{\text{Nm}}
\end{align*}
\]

A term which is of type $\alpha_{\text{Nm}}$ may contain names for instance $\lambda x^{\text{Bool}}. n = n'$, however
it will be shown that all $\alpha_{\text{Nm}}$ typed terms are equivalent to a nameless term.

**4.5.1 Axioms for Equality**

Axioms for equality are standard and found in Fig. 4.3, the three axioms $(eq1)$, $(eq2)$
and $(eq3)$ are reflexivity, symmetry and transitivity respectively. Axiom $(eq4)$ allows for
substitution, however there are constraints that $e$-free for $x$ in $A$ must hold.

\[
\begin{align*}
(eq1) & \quad \Gamma \vdash e = e \\
(eq2) & \quad \Gamma \vdash e = e' \leftrightarrow e' = e \\
(eq3) & \quad \Gamma \vdash e = e' \land e' = e'' \leftrightarrow e = e'' \\
(eq4) & \quad \Gamma \vdash A \land x = e \leftrightarrow A[e/x] \Gamma
\end{align*}
\]

Figure 4.3: Axioms for equality of the $\nu$-logic.

**4.5.2 Axioms for Restricted Quantification**

The axioms for universal restricted quantification alongside the axioms for existential re-
stricted quantification are found in Fig. 4.4.

The axioms $(u1)$, $(u2)$ and $(u3)$ are instantiation, vacuous generalisation (and instantiation), and distribution respectively. These are inspired by $(u1)_\lambda$, $(u2)_\lambda$, $(u3)_\lambda$ which are
axioms of first order logic.

Axiom $(u4)$ uses $\Gamma_0 \models \Gamma_1$ which ensures that $\Gamma_1$ is a subset of $\Gamma_0$. Hence, if $y$
quantifies over all expressions derived from $\Gamma_0$, then clearly this implies quantification over
all expression derived from $\Pi_1$ given $\Pi_1$ is a subset of $\Pi_0$. This allows for the reduction of LTCs in the restricted quantifier. Critically, (u4) is not $\Leftrightarrow$ as $\Pi_0$ may quantify over more expressions than $\Pi_1$, hence the $\Leftarrow$ direction fails.

Axiom (u5) shows how $\alpha_{Nn}$ types can be derived from any LTC as the values of $\alpha_{Nn}$ type are always equivalent to an STLC value.

Axioms (u6) and (u7) state that if $x$ and $y$ are fresh from $\Pi$ and each other, then any function derived from $\Pi$ cannot contain $x$ or $y$ and hence the right hand side holds, given these restrictions on $f$. The axiom (u8) states that the $x$ in $\forall xNn \in (\emptyset).A$ is indeed always fresh from any global LTC which types the formula.

Axioms (u9) and (u10) are both used in specific cases where the quantifying LTC needs to be expanded. The axioms hold in specific circumstances. Axiom (u9) requires that every output of $a$ is some name $e$ allowing the quantifying LTC to be extended with $a$. Axiom (u10) requires $a$ to be of type $\alpha \rightarrow \text{Bool}$ meaning it can never be used to output a name, at best $a$ can be used to compare names, however because the output is always the Boolean constant $c$, $a$ can be added to the quantifying LTC.
Axioms for existential restricted quantification contain two standard axioms \((ex1)\) (the dual of \((u1)\)) and \((ex2)\) which are inspired by \((ex1)_\lambda\) and \((ex2)_\lambda\) respectively with the additional requirement that \(A\text{-}\text{EXT}\text{IND}_{S\text{yn}}\) in \((ex2)\) to ensure it holds when \(x\) is added/removed from the model satisfying \(A\).

The new axiom \((ex3)\) allows for the introduction of the existential quantifier restricted to \(\Pi_0\) given the evaluation of \(ab\) evaluates to some constant \(x\), then if \(a\) and \(b\) are in \(\Pi_0\) an existential quantifier can be introduced. It makes sense, that if a substitution of \(e\) for \(x\) in \(A\) holds and \(\Pi_0\) types \(e\) then there exists an expression derived from the LTC \(\Pi_0\) such that \(A\) holds. Axiom \((ex3)\) is a specific axiom, introducing the existential quantification from evaluation formulae of two variables in \(\Pi_0\) which evaluate to a fixed result \(x\) which cannot be a fresh name.

Reducing \(\Pi\) in \(\exists x \in (\Pi).A\) is possible via \((ex4)\) for a specific structure where \(y\) is any expression derived from an empty LTC which equates to either a constant or a fresh name, however knowing that \(z = x\) and \(x\) is a previously generated name means even if \(y\) is a fresh name then it is not required in the existential quantifier for \(z\).

### 4.5.3 Axioms for Freshness

Axioms for the derived freshness constructor are found in Fig. 4.5. The \((f1)\) axiom states when freshness implies equality, whereas \((f2)\) show instances LTCs can be reduced. The axioms \((f3)\) and \((f4)\) show instances LTCs can be extended under specific circumstances.

\[
\begin{align*}
(f1) & \quad e \# \Pi_0 \rightarrow e \neq e' & \Pi_0 \vdash e' : \text{Nm} \\
(f2) & \quad e \# \Pi_0 \rightarrow e \# \Pi_1 & \Pi_0 \vdash \Pi_1 \\
(f3) & \quad \Pi + x + f : \alpha \rightarrow \alpha - (\text{Nm}, \rightarrow) \vdash x \# \Pi \rightarrow x \# \Pi + f : \alpha \rightarrow \alpha - (\text{Nm}, \rightarrow) \\
(f4) & \quad \Pi \vdash e \# \Pi_0 \land \forall y^\alpha \in (\Pi_0).A \leftrightarrow \forall y^\alpha \in (\Pi_0). (e \# (\Pi_0 + y) \land A) & y \notin \text{fv}(e)
\end{align*}
\]

Figure 4.5: Axioms for freshness of the \(\nu\)-logic.

To deconstruct freshness, axiom \((f1)\) states that any expression \(e'\), which can be typed by the LTC \(\Pi_0\) to be of type \(\text{Nm}\), is guaranteed not to be equivalent to the name at \(e\). This can be derived from the syntactic definition of \(e \# \Pi_0 \overset{def}{=} \forall z^{\text{Nm}} \in (\Pi_0). z \neq e\) and the axiom \((u1)\) instantiating \(z\) with \(e'\).

Axiom \((u4)\) and the syntactic definition of freshness gives rise to the Axiom \((f2)\) i.e. if \(e\) cannot be derived from \(\Pi_0\), then clearly any sub-LTC \(\Pi_1\) of \(\Pi_0\) cannot derive \(e\) either.
Clearly \((f2)\) fails to be \(\leftrightarrow\) as \(\Pi_0\) is larger than \(\Pi_1\) and hence may reveal the name \(e\).

Axiom \((f3)\) holds due to \(f\) being derived from \(\Pi+x\), meaning no name can be derived using \(f\) and hence neither can the name \(x\). Interactions between freshness and universal restricted quantification in axiom \((f4)\) states for an LTC \(\Pi_0\) which the name \(x\) is fresh from, then any \(y\) derived from \(\Pi_0\) by definition cannot reveal the name at \(e\), hence the right hand side of \((f4)\) is obtained. The \(\leftarrow\) direction of \((f4)\) is derivable from the axioms \((u3)\) and \((u2)\).

### 4.5.4 Axioms for Quantification Over LTCs

Axioms for universal quantification over logical type contexts are also similar to those for the classical universal quantifier except \((utc4)\) and \((utc5)\) which extends the restricted quantifier to any future LTC in two specific cases.

\begin{align*}
(utc1) & \quad I \Gamma \models \forall \delta.A \rightarrow A[I\Gamma/\delta]I \\
(utc2) & \quad \forall \delta.A^{-\delta} \leftrightarrow \forall \delta.A^{-\delta} \quad A-\text{ExtInd}_{\text{Syn}} \\
(utc3) & \quad \forall \delta.(A \land B) \leftrightarrow (\forall \delta.A) \land (\forall \delta.B) \\
(utc4) & \quad I \Gamma \models \forall x^\text{Nm} \in (I)\cdot A^{-\delta} \leftrightarrow \forall \delta.\forall x^\text{Nm} \in (I+\delta)\cdot A \quad A-\text{ExtInd}_{\text{Syn}} \\
(utc5) & \quad I \Gamma \models \forall f^\alpha \in (I)\cdot a \cdot f = c \rightarrow \forall \delta.\forall f^\alpha \in (\delta)\cdot a \cdot f = c \quad c \in \{\text{true, false}\}
\end{align*}

Figure 4.6: Axioms for universal quantification over LTCs of the \(\nu\)-logic.

Axioms \((utc1)\), \((utc2)\) and \((utc3)\) are instantiation, vacuous generalisation (and instantiation), and distribution, respectively, inspired by \((u1)_\lambda\), \((u2)_\lambda\), \((u3)_\lambda\) which are those of first order logic.

Instantiation is given by \((utc1)\) taking the global LTC \(I\), which types the formula, as the LTC to replace the TCV \(\delta\) in \(A\). Axiom \((utc2)\) mimics \((u2)\) where \(\delta\) does not occur in \(\text{ftcv}(A)\) (written \(A^{-\delta}\)) hence the quantifier can be introduced/removed assuming \(A \leftrightarrow A-\text{ExtInd}_{\text{Syn}}\). The axiom \((utc3)\) allows the quantifier over LTCs to be merged and split over conjunction \(\land\), similar to \((u3)\) but for quantification over LTC.

In the special case where a name \(x\) is derived from the global LTC \(I\) then this is equivalent to introducing a “\(\forall \delta\)” and deriving a name from \(\delta\) as can be seen in axiom \((utc4)\). The reasoning behind \((utc4)\), is that on the left hand side, the name \(x\) can either be derivable from \(I\) or be completely fresh and hence on the right hand side, \(x\) will be derivable from \(\delta\) which includes \(I\) and any new name which will be fresh from the extension
to $\Pi$ i.e. $\delta$.

The axiom $(utc5)$ is similar to $(utc4)$. It states that if all terms $f$, derived from the global LTC, satisfy $a \cdot f = c$ for some Boolean $c$, then any $f$ derived from a future state also satisfies $a \cdot f = c$. This axiom is not dependent on the actual Boolean result $c$, only the fact that $af$ always returns the same Boolean constant. The axiom $(utc5)$ allows for the LTC in a universal quantification to be extended to all future LTCs, if the formula is of this specific form.

### 4.5.5 Axioms for Evaluation Formulae

The axioms for the evaluation formulae are similar to those of the $\lambda$-logic and are introduced in Fig. 4.7. The axiom $(ext)$ maintains extensionality in this logic for the $\alpha_{Nm}$ typed expressions and requires the following definition for $\text{Ext}(e_1, e_2)$.

$$\text{Ext}(e_1, e_2) \overset{\text{def}}{=} \forall x \in (\emptyset). e_1 \cdot x = m_1 \{ e_2 \cdot x = m_2 \{ m_1 = m_2 \} \}$$

The $(ext)$ axiom fails on non-$\alpha_{Nm}$ types. The simple counter example with $e_1$ and $e_2$ being the gensym function, then clearly gensym $=$ gensym, however $e_1 \cdot () = m_1 \{ e_2 \cdot () = m_2 \{ m_1 \neq m_2 \} \}$ holds by definition as $m_1$ and $m_2$ are fresh from each other.

\[
\begin{align*}
(ext) & \quad \text{Ext}(e_1, e_2) \iff e_1 =^{\alpha_1 \rightarrow \alpha_2} e_2 \quad (\alpha_1 \rightarrow \alpha_2) \in \alpha_{Nm} \\
(e_\alpha) & \quad e \cdot e' = m\{ e \cdot e' = a \{ a = m \wedge A \} \} \iff e \cdot e' = m^\alpha\{ A \} \quad \alpha \in \alpha_{Nm}, \ a \notin \text{fv}(e, e', A) \\
(e_1) & \quad e_1 \cdot e_2 = m^\alpha\{ A \} \wedge e_1 \cdot e_2 = m^\alpha\{ B \} \iff e_1 \cdot e_2 = m^\alpha\{ A \wedge B \} \\
(e_2) & \quad e_1 \cdot e_2 = m^\alpha\{ \neg A \} \quad \iff \neg e_1 \cdot e_2 = m^\alpha\{ A \} \\
(e_3) & \quad e_1 \cdot e_2 = m\{ A \wedge B \} \quad \iff A \wedge e_1 \cdot e_2 = m\{ B \} \quad A\text{-EXTIND}_S, m \notin \text{fv}(A) \\
(e_4) & \quad e_1 \cdot e_2 = m\{ \forall x \in (\Pi). A \} \quad \iff \forall x \in (\Pi). e_1 \cdot e_2 = m\{ A \} \quad m \notin \text{fv}(\Pi), x \notin \text{fv}(e_1, e_2, m) \\
(e_5) & \quad e_1 \cdot e_2 = m^\alpha\{ (\Pi). A \} \quad \iff \forall \delta. e_1 \cdot e_2 = m^\alpha\{ (\Pi). A \} \quad A\text{-EXTIND}_S
\end{align*}
\]

Figure 4.7: Axioms for evaluation formulae of the $\nu$-logic.

All STLC values are included in the variables of $\alpha_{Nm}$ type as stated previously. The axioms $(ext)$ and $(e_\alpha)$ require $\alpha_{Nm}$ types as these are direct copies of $\lambda$-logic axioms, thus ensuring the logic is a conservative extension of the $\lambda$-logic(See Sec. 6.5). These axioms may hold for other types but are not required in the reasoning examples.

Axioms $(e_1), (e_2)$ and $(e_3)$ are standard axioms from the $\lambda$-logic with the constraint that $A\text{-EXTIND}_S$ in $(e_3)$ to ensure the formula holds if $m$ is added or removed from the global LTC (or model).
The interaction between evaluation formulae and restricted quantification, and quantification over LTCs, are shown in (e4) and (e5) respectively. These behave as the $\lambda$-logic axiom $(e4)_{\lambda}$, but with more constraints due to the LTC. A clear comparison of (e5) and $(e4)_{\lambda}$ is apparent, with a swap in variable/TCV. In (e4) the restrictions on $\Pi$ not containing $m$ ensures the LTC is not interfering with the anchor in the evaluation formula, similarly $x$ not occurring in $e_1$, $e_2$ or $m$ ensures no interference with the quantifying variable with the evaluation formula.

The additional constraints of $\text{ExtInd}_{\text{Syn}}$ in (e3) and (e5) ensures $A$ holds when variables/TCVs are added and removed from the global LTC (or model) which is a book keeping requirement in the soundness proof.

4.6 Logic of Rules

The logic of rules is now introduced for the $\nu$-logic. This allows for the reasoning about static-syntx $\nu_{GS}$-calculus programs using the triples introduced in Sec. 4.1.7. This requires the logic of axioms introduced in the previous section.

The use of $\vdash_{\nu} \{ A \} M :_m \{ B \}$ indicates that $\{ A \} M :_m \{ B \}$ can be derived from these rules and the previously introduced axioms, however this notation is dropped where obvious (i.e. in the rules themselves). These rules are similar to those of the $\lambda$-logic and the Local-logic, but suitably adapted to the effectful nature of the $\nu$-logic.

All rules are typed following the corresponding typing of the programs occurring in the triples, but with additions to account for auxiliary variables. These types can be included or dropped where needed.

4.6.1 Core Rules

The core rules of inference can be found in Fig. 4.8.

One primary difference with these $\nu$-logic rules is the logical substitution introduced in Sec. 4.3 which has no effect on the rules $[\text{VAR}]_{\nu}$, $[\text{CONST}]_{\nu}$, $[\text{IF}]_{\nu}$ and $[\text{PAIR}]_{\nu}$ and a minor effect on $[\text{Eq}]_{\nu}$ and $[\text{Proj}(i)]_{\nu}$. The latter two rules substitute for a variable $u$, the expressions $m = n$ and $\pi_i(m)$, both of which cannot add their constituent variables $(m, n)$ to an LTC without potentially introducing hidden names. Hence, $e$-free for $u$ in $A$ ensures all LTCs containing $u$ must also type $m = n$ or $\pi_i(u)$ respectively.

The other difference from the $\lambda$-logic is the need for thinness to replace the standard “free from” in the $\lambda$-logic often denoted $A^{\nu}$ $\pi$. Thinness is introduced in the Local-logic and is also required here for the soundness proof. For example $[\text{APP}]_{\nu}$, which produces $u$ from
Figure 4.8: Inference rules of the $\nu$-logic. The rule $[\text{Proj}(i)]_\nu$ requires $C$-$\text{THIN}_\text{Syn}(m)$ and $[\text{Eq}]_\nu$, $[\text{App}]_\nu$, $[\text{Pair}]_\nu$ require $C$-$\text{THIN}_\text{Syn}(m,n)$. The non-essential LTCs are omitted in typing and substitutions.

$m$ and $n$, hence $\Gamma + m + n + u \models C$ implies that $\text{EXTIND}_\text{Syn}$ is insufficient, given $u$ is still required and $\Gamma + u$ is not a contraction of $\Gamma + m + n + u$ as $u$ introduced after $m$ and $n$. This will be discussed more when the model has been introduced in Sec. 5.3.2 and the soundness proofs in Sec. 6.3.

The rules $[\text{Var}]_\nu$, $[\text{Const}]_\nu$, $[\text{Eq}]_\nu$, $[\text{App}]_\nu$, $[\text{Neg}]_\nu$, $[\text{If}]_\nu$, $[\text{Pair}]_\nu$ and $[\text{Proj}(i)]_\nu$ are those of the Local-logic with the changes discussed above regarding logical substitution and syntactic-thinness and are not discussed further.

In the post-condition of the $[\text{Gensym}]_\nu$ rule, $u \cdot () = m\{m\#\delta\}$ indicates that the name produced by $u()$ and stored at $m$ is not derivable from the LTC $\delta$. If there were no quantifications over LTCs prior to the evaluation, $m$ could at most, only be fresh from the global LTC which types the formula. However, the freshness of the name produced by $u()$ must hold in every future typing context in which the evaluation occurs. To ensure freshness in future LTCs (or states) quantification over LTCs, "\forall \delta.\cdot", is introduced, thus quantifying over all future names derivable from the future state. Placing he quantification over LTCs prior to the evaluation of $u()$ ensures that instantiating the $\delta$ cannot include
the anchor of \( u() \) which ensures \( m \# m \) cannot be derived. Elsewhere in reasoning it is key that the post-condition of \([\text{GENSYM}]_\nu\) is \( \mathsf{EXTIND}_{\mathsf{Syn}} \) and hence holds in all future and past LTCs assuming the anchor for \( \text{gensym} \) is present. This ensures application of \( \text{gensym} \) in any context produces a fresh name each time it is applied.

Rules for \( \lambda \)-abstraction \([\mathsf{LAM}]_\lambda \) in the \( \lambda \)-logic universally quantifies over all possible arguments. This needs to be restricted in this logic as hidden names should not be quantified over. The corresponding \( \nu \)-logic rule \([\mathsf{LAM}]_\nu \), refines this and quantifies only over current or future values that do not reveal hidden names. A key example for this is the term \( \text{let } x = \text{gensym}() \text{ in } \lambda y.x = y \), which contains the name stored at \( x \), but can never use the name as it is hidden under an equality. Hence reasoning about this program (See Ex. 29), initially quantifies over all future LTCs which includes \( x \). However, in removing the quantification over \( x \), this allows for the derivation that the function always outputs false.

Comparing the two LTCs typing the assumption and conclusion of the \([\mathsf{LAM}]_\lambda \) rule, implies \( \delta \) is an extension of \( \Gamma \) and \( x \) is derived from \( \Gamma + \delta \). Hence the typing implies precisely what is conveyed in the post-condition of the conclusion: “\( \forall \delta. \forall x \in (\delta) \).” The introduction of the formula \( B \) allows for the introduction of constraints on \( \delta \) and \( x \). Requiring \( A-\mathsf{EXTIND}_{\mathsf{Syn}} \) implies \( A \) still holds in all extensions of \( \Gamma \) including \( \Gamma + \delta + x \). The evaluation formula part is trivial when \( ((\lambda x.M)x) \succeq_\alpha M \) is considered.

### 4.6.2 Structural Rules

The structural rules are found in Fig. 4.9.
The \([\text{Conseq}_\nu]\) rule introduces the logic of axioms to the logic of rules. This rule is identical to \([\text{Invar}_\lambda]\).

The \([\text{Invar}_\nu]\) rule extends the \([\text{Invar}_\lambda]\) rule with the constraint that \(C-\text{ExtInd}_\text{Syn}\) to ensure \(C\) holds in the extension where \(m\) has been assigned. The \([\land \rightarrow]_\nu\), \([\rightarrow \land]_\nu\), \([\lor-\text{Pre}]_\nu\)
and \([\land-\text{Post}]_\nu\) rules are lifted directly from the \(\lambda\)-logic, with the addition of \(B-\text{ExtInd}_\text{Syn}\) required in the first two. These are standard rules and allow for the manipulation of standard predicate logic constructors via rules.

The \([\text{Weak}(x)]_\nu\) and \([\text{Weak}(\delta)]_\nu\) rules are only used in the soundness proof of the derived \([\text{Let}_\nu]\) rule and hence also the \([\text{LetFresh}_\nu]\) rule introduced in the next section. The \([\text{Weak}(x)]_\nu\) rule allows for the addition (or removal depending on perspective) of variables as an extension to the LTC that types the triple assuming both pre- and post-conditions are \(\text{ExtInd}_\text{Syn}\) and do not contain the variable being added. The \([\text{Weak}(\delta)]_\nu\) rule allows for the addition (or removal) of a TCV to the LTC that types the triple in any location, assuming the pre- and post-conditions are \(\text{ExtInd}_\text{Syn}\) and do not contain the TCV in an unbound state. Both rules are introduced specifically for the derived rules in the following section and no applications in any reasoning examples have been found yet.
4.6.3 Derived Rules

Two rules are introduced that are useful in reasoning about examples but are derived from the previous rules, these are introduced in Fig. 4.10.

\[
\begin{array}{c}
\{A\} M \vdash_m \{B\} \quad \{B\} N \vdash_u \{C\} \\
\{A\} \text{let } m = M \text{ in } N \vdash_u \{C\} \\
\{A\} \text{let } m = \text{gensym()} \text{ in } M \vdash_u \{C\}
\end{array}
\]

Figure 4.10: Derived inference rules of the $\nu$-logic. In both $[\text{Let}]_\nu$ and $[\text{LetFresh}]_\nu$ the requirement that $C-\text{Thin}_{\text{Syn}}(m)$ is required.

The STLC’s $[\text{Let}]_\lambda$ rule can be written to introduce $x$ in the post-condition by means of an “$\exists x.C$”. This fails here as $x$ may be unreachable, hence not derivable from any extending or contracting LTC. The requirement that $C-\text{Thin}_{\text{Syn}}(x)$ ensures $x$ is not critical to $C$ so can either be derived from the current LTC or is hidden. Thinness ensures no reference to the variable $m$ is somehow hidden under quantification over LTCs.

The $[\text{LetFresh}]_\nu$ rule is commonly used and hence included for convenience, but it is entirely derivable from the other rules ($[\text{Let}]_\nu$, $[\text{Gensym}]_\nu$, $[\text{Const}]_\nu$, and $[\text{App}]_\nu$) given the triple $\Pi \vdash \{T\} \text{ gensym()} \vdash_m \{m#\Pi\}$ proven in Ex. 24 in Chapt. 7.

Given the translation in Sec. 3.3, $\langle \langle \nu n.M \rangle \rangle_{\text{Pitts}\rightarrow GS} \overset{\text{def}}{=} \text{let } n = \text{gensym()} \text{ in } \langle \langle M \rangle \rangle_{\text{Pitts}\rightarrow GS}$, then $[\text{LetFresh}]_\nu$ is essentially the inference rule for $\nu n.M$.

4.7 Alternative Design Choices

Some alternative design choices for the construction of the program logic are introduced here and discussed briefly.

4.7.1 gensym as a Constant in the Logic

When designing a program logic there is a balance between what is placed in the logic of axioms and what is placed in the logic of rules. For instance the expressions $\pi_i(e)$ and $\langle e, e' \rangle$ could be placed into the formulae in a form of pair constructors and pair destructors which would require axioms and rules which allow for manipulation of these formulae.
Similarly the evaluation formulae could be expressed as an expression with a different, more complicated, yet equally powerful, set of axioms.

When considering the construction of this logic, various alternatives were considered. The primary alternative involved including gensym as a constant in the expressions and then letting the derivation of freshness stem from the axioms. Primarily the axiom of the form “\( \forall \delta. \text{gensym} \bullet () = m\{m\#\delta\} \)” would allow for the derivation of \([\text{GENSYM}]_\nu\), harnessing the power of the \([\text{APP}]_\nu\) rule. However, this made the other definitions more complex such as substitution and requirements on some of the other axioms to be more restricted to account for the expression gensym. Using gensym as a constant is not expected to strengthen or weaken the logic, but it is expected to make the applications and proofs less intuitive.

4.7.2 The Use of LTCs

The reason for the introduction of LTCs is not obvious. A list of names in place of LTCs is insufficient, as it fails to quantify over hidden names. A list of expressions in place of LTCs contains no structure, hence reasoning is difficult, in particular substitution and instantiation. In both these cases, the concept of extensions also becomes less apparent, as extensions cannot be referenced within them so clearly. The need to quantify over future states, means the LTC must be able to refer to the future states by name (or TCV). This ensures LTCs must include TCVs and the ordering of the LTC ensures this happens in a formulaic manner. This accumulates to a single form of LTC with a dual purpose, both typing the logic and used within the logical formulae.

4.7.3 Separating “Derived” and “Quantification”

The common use of the mathematical symbol “\( \in \)” is used to mean an element of a set. Universal quantification often uses this by default as “\( \forall x \in S. A \)” to mean for all elements \( x \) in the set \( S \) then \( A \) holds. This can be separated to mean “\( \forall x. x \in S \rightarrow A \)” where “\( x \in S \)” checks whether \( x \) is in the set \( S \). A similar separation could be introduced in the \( \nu \)-logic such that \( \forall x \in (\Pi). A \) becomes “\( \forall x. x \in \Pi \rightarrow A \)” where “\( x \in \Pi \)” does not represent “element of” but instead “derived from”. It is not known if the logic for splitting the “derived from” can be generalised in a succinct form. However, the full power of this generalisation was not required for reasoning about names in this logic.
4.7.4 Syntactic Characterisations of Properties of Formulae

The definition of $\text{Thin}_{\text{syn}}(x)$ is not a complete list of all thin formulae however it covers all cases required in the examples reasoned about. A more complete definition would be useful such that the syntactically thin and semantically thin formulae, introduced in the next chapter in Def. 78, match precisely. However, this seemed to be a complicated task as the non-thin formulae are not common and no pattern was found when constructing these non-thin formulae.

4.8 Summary

This chapter introduced $\nu$-logic. The logical syntax is introduced with the primary novelty being the introduction of the ordered LTC, with a new mapping of TCVs representing extensions of type contexts. LTCs are used in the logical syntax to restrict the expressions (and thus names) which can be quantified over in the new restricted quantification constructor. This new constructor builds on the inability for the language to reintroduce hidden names, which do not have a reference, out of thin air. The quantification needs to derive values from a set of other values, i.e. the LTCs. A new quantifier over all future type contexts is introduced, with the ability to name the future state using TCVs.

Relevant changes are made to substitution to satisfy the new constructors. Syntactic properties of formulae are introduced to ensure the certain requirements are held in the soundness proofs in later sections. The logic of axioms and rules are introduced to allow for the reasoning about $\nu_{GS}$-calculus programs.

Certain choices made throughout the construction of the logic are introduced and discussed to show the motivation behind certain aspects of the logic.
Chapter 5

Model

The soundness proof for the $\lambda$-logic requires a model which maps variables from the typing context to closed values, as seen in Sec. 2.2.2. This approach is built upon here for the program logic for the $\nu_{GS}$-calculus, introduced in Chapt. 4, which will be used for the proof of soundness in Chapt. 6.

The model is defined in Sec. 5.1 with the interpretation of expressions introduced in Sec. 5.2 and the semantics of formulae and triples introduced in Sec. 5.2. The definitions of syntactic extension independence and syntactic thinness of formulae introduced in Sec. 4.4 are given semantic definitions in Sec. 5.3. These are specifically required to ensure that the soundness proofs hold.

Using these definitions, core lemmas are introduced in Sec. 5.4 which are used throughout the soundness proof in the next chapter.

5.1 Defining the Model

The model required to prove the $\lambda$-logic sound is typed by the standard type contexts (STC), which are unordered maps from variables to closed values, of the type given by the STC. Whereas any closed value in the STLC can be written by the programmer, the $\nu_{GS}$-calculus does not have this luxury. Consider the simple example of a particular fresh name $n$, the programmer cannot mention this name directly as the only tool to reference names is the gensym operator which by definition will not produce the desired fresh name $n$ if it is in the nameset. If the name $n$ appears in the model then using the relevant variable could allow this name to be accessed. However the name may appear in the model in an unreachable form, for instance if the name only appears in the term $\lambda x.x = n$, then without any other access to the name $n$, the name $n$ cannot be reproduced. This means
this function will never be applied to \( n \), meaning the function is equivalent to \( \lambda x. \text{false} \), this is not the case if \( n \) is accessible as \( (\lambda x. x = n)n \) returns true.

In the \( \nu \)-logic, future states are mentioned using \( \forall \delta. A \) which could be modelled naively as the addition of any mappings to the model. However, consider the example above: \( (\lambda x. x = n) \). Where \( n \) does not appear elsewhere in the model, this means the function is equivalent to \( \lambda x. \text{false} \). If the name \( n \) is added to the model in some extension, then this equivalence no longer holds. For this reason the model is now based on the Logical Type Contexts which now contain Type Context Variables (TCVs) and an inherent order. This now places a restriction on the possible model extensions, by stating that for any value added to a model, it must have been derived from the model it is being added to. By definition, this restricts the example above where \( n \) cannot be added to a model if it only appears hidden in the model, for example in \( \lambda x. x = n \). This is formally defined as follows.

Models now map variables to closed values, and TCVs to closed LTCs, i.e. TCV-free LTCs. If TCV were to map to an open LTC, then a secondary (or more) call to the model would be required to close the LTC. This is similar to the requirement of models mapping to closed values

**Definition 58** (Model). A model is a map from variables to closed values and TCVs to closed LTCs.

\[
\xi ::= \emptyset \mid \xi \cdot x : V \mid \xi \cdot \delta : \Gamma
\]

where \( V \) and \( \Gamma \) are closed

Key functions on models are as expected and defined as follows. The domain of the model \( \xi \) written \( \text{dom}(\xi) \) contains all variables and TCVs that are mapped by the model.

**Definition 59** (Model assignment). Use \( \xi \cdot x : V \) as the assigning of a value \( V \) to variable \( x \) in the model \( \xi \), where \( x \notin \text{dom}(\xi) \). Similarly \( \xi \cdot \delta : \Gamma_0 \) means the assignment of LTC \( \Gamma_0 \) to TCV \( \delta \) in the model \( \xi \) assuming \( \delta \) doesn’t occur in \( \xi \).

**Definition 60** (Model mapping). Define the value obtained by variable \( x \) in a model, \( \xi \), as \( \xi(x) \) or by a TCV, \( \delta \), in model \( \xi \) as \( \xi(\delta) \). The result is either a closed value (i.e. contains no free variables), or a closed LTC, \( \Gamma \) (i.e. contains no TCVs).

Whereas in most formalisations, the removal of a variable, \( x \), from a model, \( \xi \), is simply “the removal of that variable”, this needs clarification in this logic due to the TCVs.

**Definition 61** (Model variable removal). Removing the variable \( x \) from the model \( \xi \) written \( \xi \setminus x \): removes \( x \) from the mapping of variables, and from any LTC \( \Gamma \), mapped to by a TCV
in the model, written $\Pi \setminus x$. Both $\xi \setminus x$ and $\Pi \setminus x$ are formally defined as follows.

\[
\emptyset \setminus x \overset{\text{def}}{=} \emptyset \\
(\xi \cdot x : V_x) \setminus x \overset{\text{def}}{=} \xi \setminus x \\
(\Pi_1 + x : \alpha) \setminus x \overset{\text{def}}{=} \Pi_1 \\
(\xi \cdot y : V_y) \setminus x \overset{\text{def}}{=} (\xi \setminus x) \cdot y : V_y \\
(\Pi_1 + y : \alpha_y) \setminus x \overset{\text{def}}{=} (\Pi_1 \setminus x) + y : \alpha_y \\
(\xi \cdot \delta : \Pi_1) \setminus x \overset{\text{def}}{=} (\xi \setminus x) \cdot \delta : (\Pi_1 \setminus x) \\
(\Pi_1 + \delta : \text{TC}) \setminus x \overset{\text{def}}{=} (\Pi_1 \setminus x) + \delta : \text{TC}
\]

The final case above, $(\Pi_1 + \delta : \text{TC}) \setminus x$ should never be used as $\xi \cdot \delta : \Pi_1$ requires $\Pi_1$ to be closed and thus TCV-free, however it is included here for completeness.

The standard $\Gamma \setminus x$ holds as the standard removal of the variable $x$ from the STC $\Gamma$.

**Definition 62** (Term closure).

The closure of a term $M$, by a model $\xi$, written $M \xi$, assuming $\text{fv}(M) \subseteq \text{dom}(\xi)$ is defined as standard with the additions, $\text{gensym} \overset{\text{def}}{=} \text{gensym}$ and $n \overset{\text{def}}{=} n$. This is defined in full as follows.

\[
x \xi \overset{\text{def}}{=} \xi(x) \\
c \xi \overset{\text{def}}{=} c \quad \quad \quad c \in \{ (), \text{true}, \text{false} \} \\
(\lambda x. M) \xi \overset{\text{def}}{=} \lambda x. (M(\xi \setminus x)) \\
(MN) \xi \overset{\text{def}}{=} (M \xi)(N \xi) \\
(\text{let } x = M \text{ in } N) \xi \overset{\text{def}}{=} \text{let } x = M \xi \text{ in } N \xi \setminus x \\
(M = N) \xi \overset{\text{def}}{=} M \xi = N \xi \\
(\pi_i(M)) \xi \overset{\text{def}}{=} \pi_i(M \xi) \\
((M, N)) \xi \overset{\text{def}}{=} (M \xi, N \xi) \\
(\text{if } M \text{ then } N_1 \text{ else } N_2) \xi \overset{\text{def}}{=} \text{if } M \xi \text{ then } N_1 \xi \text{ else } N_2 \xi \\
(\text{gensym}) \xi \overset{\text{def}}{=} \text{gensym} \\
n \xi \overset{\text{def}}{=} n \\
\]

Where $n$ is a name.

Clearly TCV are not required for term closure hence: $M \xi \setminus_{\text{TCV}} \equiv M \xi \equiv M(\xi \cdot \delta : \Pi')$ holds for all $\delta$ and $\Pi'$.

Term closure can be thought of as the environment in which terms are run. Term closure replaces the free variables by values that have previously been produced and stored in the model, hence the following lemma holds trivially.

**Lemma 63** (Closure equivalent to substitution). Closure can be interchanged with substitution: $M(\xi \cdot x : V) \equiv (M[V/x]) \xi$

Proof by induction on the structure of $M$.

Similar to the operation on LTCs to remove all TCVs $\setminus_{\text{TCV}}$ a similar operation on models is defined.
Definition 64 (Removing TCVs from a model). The removal of all TCVs from a model \( \xi \), written \( \xi \setminus_{\text{TCV}} \) is defined as follows.

\[
\begin{align*}
\emptyset \setminus_{\text{TCV}} & \overset{\text{def}}{=} \emptyset \\
(\xi \cdot x : V) \setminus_{\text{TCV}} & \overset{\text{def}}{=} (\xi \setminus_{\text{TCV}}) \cdot x : V \\
(\xi \cdot \delta : \Pi') \setminus_{\text{TCV}} & \overset{\text{def}}{=} \xi \setminus_{\text{TCV}}
\end{align*}
\]

The \( \delta(\cdot) \) function for terms in Def. 20, is extended to models.

Definition 65 (All names in an environment). All names that appear in a model \( \xi \) written \( \delta(\xi) \), is a function defined as the union of all names in the codomain of the model as follows. Here \( X \) ranges over variables and TCVs.

\[
\delta(\xi) \overset{\text{def}}{=} \bigcup_{X \in \text{dom}(X)} \delta(\xi(X))
\]

For all LTCS, \( \delta(\Pi) = \emptyset \) ensures \( \delta(\xi \setminus_{\text{TCV}}) \overset{\text{def}}{=} \delta(\xi) \).

In the \( \lambda \)-logic in Sec. 2.2.2 a model was typed by a type context. This required every variable in the type context to be mapped by the model to a closed value of the type given by the type context for that variable, i.e. \( \xi \Gamma \overset{\text{def}}{=} \text{dom}(\Gamma) \land \forall x \in \text{dom}(\Gamma), \xi(x) : \Gamma(x) \).

This new model for the \( \nu \text{GS} \)-calculus extends this idea to use LTCS as a basis. Conceptually a model is typed by an LTC if the model values match the LTC types for each variable and for any TCV in the LTC which appears as \( \Pi_0 + \delta \), then the model maps \( \delta \) to an LTC, which is a subset of \( \Pi_0 \). This if formally defined as follows.

Definition 66 (Typed model). A model \( \xi \) is typed by an LTC \( \Pi \), written \( \Pi \vdash \xi \) if it can be typed using the following rules. If \( \Pi \vdash \xi \) then for brevity this is written as \( \xi \Pi \).

\[
\begin{align*}
\emptyset \vdash \emptyset & \quad \Pi \vdash \xi \quad \emptyset \vdash V : \alpha \\
\Pi \vdash \xi \cdot x : V & \quad \Pi \vdash \xi \cdot \Pi_0 \\
\Pi \vdash \xi \cdot \delta & \quad \Pi \vdash \Pi_0 + \delta \vdash \xi \cdot \delta : \Pi_{d}
\end{align*}
\]

It is important to note, in a model \( \xi \Pi \), that all variables in \( \text{dom}(\Pi) \) are mapped in the model. This definition of typing ensures that for any model \( \xi \Pi_0 + \delta \vdash \alpha \) then \( x \notin \text{dom}(\xi(\delta)) \) which guarantees that the order of the LTC is “maintained” in the model.

In a similar fashion to the interpretation of expressions by a model in the \( \lambda \)-logic (Def. 13), the LTCS in the \( \nu \)-logic are interpreted by a model.

Definition 67 (Interpretation of LTCS). The interpretation of an LTC, \( \Pi_0 \) in a model \( \xi \Pi \), written \( [\Pi_0]_{\xi} \), outputs an (unordered) STC which is used to type programs. This is defined as follows, assuming \( \Pi \vdash \Pi_0 \).
\[ [0]_\xi \overset{\text{def}}{=} \emptyset \]
\[ [x: \alpha]_\xi \overset{\text{def}}{=} x : \alpha \]
\[ [\Pi_0 + x : \alpha]_\xi \overset{\text{def}}{=} [\Pi_0]_\xi, x : \alpha \]
\[ [\Pi_0 + \delta : \text{TC}]_\xi \overset{\text{def}}{=} [\Pi_0]_\xi \cup [\xi(\delta)]_\xi \]

Interpretations of LTCs produce STCs which can be used to type terms, hence the typing judgment \([\Pi]_\xi \vdash M : \alpha\) is often used.

Given a particular LTC and a model, it is desirable to consider which values can be derived from these without the external introduction of names, in particular which names are present and from those which are reachable or hidden. Consider the model \(\xi_1 \equiv x : \lambda z. z = n\), and the values which can be derived from \(\xi_1\). Clearly the derived values from \(\xi_1\) cannot contain the value \(n\) directly, as any use of \(x\) will never return \(n\). However, it is possible that a value \(\lambda f.(fn' = (\lambda z. z = n)n')\) is derived from \(\xi_1\). This value uses \(n\) but only under the \(\lambda z. z = \cdot\), i.e. the manner in which it occurs in \(\xi_1\). It is precisely for this reason the concept of derivation is introduced. A more complicated example is the model \(\xi_2 \equiv x : \lambda z. \text{if } z = n \text{ then } n_1 \text{ else } n_2 \cdot y : V\text{Nm}_y\), which has two possibilities when it comes to the use of name \(n_1\). If \(V_y = n\) then clearly the term \(xy\) evaluates to \(n_1\), however if \(V_y \neq n\) then clearly no combination of \(x\) and \(y\) can possibly return \(n_1\) and hence \(n_1\) is hidden. Hence it is the combination of the LTC and the model which allows us to define derivation of a term as follows.

**Definition 68** (Value derived from an LTC and model). Deriving a value \(V\) from a term \(M\) typed by an LTC \(\Pi\) and model \(\xi\) is written \(M \overset{\Pi, \xi}{\Rightarrow} V\)

\[
M \overset{\Pi, \xi}{\Rightarrow} V \quad \overset{\text{def}}{=} \quad \delta(M) = \emptyset \land \quad [\Pi]_\xi \vdash M : \alpha \land \quad (\delta(\xi), M\xi) \downarrow (\delta(\xi), G', V)
\]

The values which an LTC can derive are called the reach of the LTC in a given model.

Derivations of values from LTCs take inspiration from programs which cannot access names without prior generation and using only the variables and names which are accessible to them and not those which are hidden. For example, \(\langle M_0, \text{let } x = M_x \text{ in let } y = M_y \text{ in } M \rangle\) can use the \(M_x\) and \(M_y\) using \(x\) and \(y\) in \(M\), but cannot use the \(M_0\) in \(M\), as there is no connection between the two elements of the pair. This idea is extended to models in the next definition. Consider the program let \(x = M_x\) in let \(y = M_y\) in \(M\), where let \(y = M_y\) in \(M\) may use \(x\) in the term, then consider that \(M\) may now use both \(x\) and \(y\), where now it is clear that \(M_y\) is derived from \(x\).
Definition 69 (Singleton model extension). The model $\xi'$ is a single point extension to the model $\xi^\Pi$, written $\xi \leq \xi'$, if it is an addition to $\xi$ at a single variable mapped to a value derived from $\xi$, or TCV mapped to an LTC, which is a subset or equal to $\Pi$. Formally $\xi^\Pi \leq \xi'$ is defined as follows.

\[
\xi^\Pi \leq \xi' \overset{\text{def}}{=} \exists y, M_y^\Pi. M_y^{[\Pi, \xi]} V_y \land \xi^\Pi + y : \alpha \equiv \xi \cdot y : V_y \\
\lor \exists \delta, \Pi_0. \Pi \vdash \Pi_0 \land \Pi_0 \equiv \Pi_0 \setminus \text{TCV} \land \xi' \equiv \xi \cdot \delta : \Pi_0
\]

In the definition above, the first case ensures that values are derived from the previous model, ensuring that no names which appear hidden in $\xi$ appear accessible in $\xi'$. The latter case ensures the LTC added is an ordered subset of the initial type context meaning no new mappings are introduced and ensures the LTC is closed so cannot contain TCVs. By definition $\delta \not\in \text{dom}(\Pi)$ is guaranteed.

Definition 70 (Model extension). The transitive reflexive closure of the singleton model extension $\leq$ is written $\leq^*$ such that the model $\xi_0^\Pi_0$ is extended to the model $\xi_k^\Pi_k$ is written $\xi_0 \leq^* \xi_k$ and is defined as follows.

\[
\xi_0 \leq^* \xi_k \overset{\text{def}}{=} \xi_0 \equiv \xi_k \lor \xi_0 \leq \xi_k \lor \exists \xi_{k-1}. \xi_0 \leq^* \xi_{k-1} \leq \xi_k
\]

The model $\xi$ is defined as a contraction of $\xi'$ if $\xi \leq^* \xi'$. Contractions are the dual of extensions.

Although a typed model $\xi^\Pi$ means the domain of both the model and the LTC are identical, the LTCs used in the logic of the form $\Pi_0 + \delta$ are intended to express that $\delta$ is any future extension of $\Pi_0$. This motivates the next definition which is introduced to construct a model from the LTCs used in the logic.

Definition 71 (Well constructed model). A model $\xi$ is constructed by an LTC $\Pi$, written $\Pi \triangleright \xi$, if any TCV represents a model extension, formally defined by the rules that follow.

\[
\frac{}{\emptyset \triangleright \emptyset} \quad \frac{\Pi \triangleright \xi \quad \exists M^\alpha. M \ [\Pi, \xi] V}{\Pi + x : \alpha \triangleright x : V} \quad \frac{\exists \xi_0. \Pi \triangleright \xi_0 \land \xi_0 \leq^* \xi_2 \land \Pi_1 \equiv \Pi_2 \setminus \text{TCV}}{\Pi + \delta \triangleright \xi \cdot \delta : \Pi_1}
\]

A model $\xi^\Pi$ is defined as well constructed if there exists an LTC $\Pi'$ such that $\Pi' \triangleright \xi$. Well constructed models relate the LTCs used in the logic to a model and ensure that all TCVs in the LTC (from the logic) map to type contexts which represent a future LTC.

Well constructed models ensure all names in values are either fresh, or occur in the form in which they were accessible in the previous model. This restricts the reintroduction of a previously hidden name, yet allows them to be used in their hidden form. Consider
the example above in the context of models: let \( \xi_1 \equiv x : \lambda z. \text{if } z = n \text{ then } n_1 \text{ else } n_2 \) then \( n_1 \) would become reachable if \( y : n \) were a valid extension to \( \xi_1 \) however the requirement of well constructed models ensures that \( \xi_1 \not\approx \xi_1 \cdot x : n \) in this case. It is worth noting that even though \( \xi_1 \not\approx \xi_1 \cdot x : n \), it is the case that \( y : n \preceq y : n \cdot x : \lambda z. \text{if } z = n \text{ then } n_1 \text{ else } n_2 \).

For any model \( \xi \), constructed by an LTC \( \Gamma \), the type of the model always types the LTC which constructed it, hence the following lemma is introduced.

**Lemma 72 (LTC model construction implies sub-LTC).**

\[ \forall \Gamma, \xi \in \Gamma d. \quad \Gamma \vdash \xi \rightarrow \Gamma d \vdash \Gamma \]

**Proof.** Trivial given the manner in which models are constructed in Def. 71

All future models in this thesis are assumed to be well constructed unless otherwise stated.

### 5.2 Semantics

To interpret the triples in the model it is first necessary to interpret the formulae in the model which in turn requires the interpretation of LTCs defined in Def. 67 and expressions. These are all defined in the following definitions.

The expressions in the \( \nu \)-logic are a subset of the terms of the \( \nu \)-calculus in Fig. 3.1. As such, expressions could be interpreted by the model simply by the closure of the expression by the model as in Def. 62 (i.e. \([c]_\xi \equiv e_\xi\)). However, to maintain the style presented in the literature, interpretation of expressions is formally defined below.

**Definition 73 (Interpretation of expressions).** The interpretation of expression \( e \) in a model \( \xi \), written \([e]_\xi\), is given by the following clauses, assuming \( \Gamma \vdash e : \alpha \).

\[
\begin{align*}
[c]_\xi & \equiv c & c & \in \{(), \text{true}, \text{false}\} \\
[x]_\xi & \equiv \xi(x) \\
[\langle e, e' \rangle]_\xi & \equiv [\langle e \rangle]_\xi [\langle e' \rangle]_\xi \\
[\pi_i(e)]_\xi & \equiv \pi_i([e]_\xi)
\end{align*}
\]

Formulae are given semantics using the well constructed models based on the semantics of the \( \lambda \)-logic and the new concept of models.

**Definition 74 (Semantics of formulae).**

The semantics of a formula \( A \) in a well constructed model \( \xi \), written \( \xi \models A \), is defined inductively on the structure of \( A \) as follows. The derived formulae are also defined for convenience.
\[\xi \models e = e' \overset{\text{def}}{=} [e]_{\xi} \cong_{a(\xi)} [e']_{\xi}\]

\[- \xi \models \neg A \overset{\text{def}}{=} \xi \not\models A.\]

\[- \xi \models A \land B \overset{\text{def}}{=} \xi \models A \land \xi \models B.\]

\[- \xi \models e \bullet e' = m\{A\} \overset{\text{def}}{=} \exists V. \ ee'[\Pi, \xi] V \land \xi \cdot m : V \models A\]

\[- \xi \models \forall x^\alpha \in (\Pi').A \overset{\text{def}}{=} \forall M^\alpha, V^\alpha. \ M[\Pi', \xi] V \rightarrow \xi \cdot x : V \models A\]

\[- \xi \models \forall \delta. A \overset{\text{def}}{=} \forall \xi \times \xi'. \xi \leq_{\star} \xi' \rightarrow \xi' \cdot \delta : (\Pi' \setminus \text{TCV}) \models A\]

**Derived semantics:**

\[- \xi \models x^\#_{\Pi_0} \overset{\text{def}}{=} \neg \exists M_x. \ M_x[\Pi, \xi] [x]_{\xi}\]

\[- \xi \models \exists x^\alpha \in (\Pi').A \overset{\text{def}}{=} \exists M^\alpha, V^\alpha. \ M[\Pi', \xi] V \land \xi \cdot x : V \models A\]

\[- \xi \models A^x(x)[e/x]_{\Pi} \overset{\text{def}}{=} x \notin \text{dom}(\xi) \land \exists V. \ e[\Pi, \xi] V \land \xi \cdot x : V \models A(x)\]

\[- \xi \models A^{-x}(x)[e/x]_{\Pi} \overset{\text{def}}{=} x \in \text{dom}(\xi) \land \forall x'. x' \notin \text{dom}(\xi) \rightarrow \xi \models A(x')[e/x']_{\Pi}\]

By definition, all models on the right hand side of Def. 74 are well constructed models, as all additions are closed values or closed LTCs derived from the initial model, and extensions of the model \(\xi\), as defined in Def. 70.

The semantics of the previous definition are discussed in more detail here.

\(e = e'\) Uses the contextual congruence from Def. 29, to equate the interpreted expressions using any names in the model, including the hidden names.

\(\neg A\) and \(A \land B\) These are both standard definitions.

\(e \bullet e' = m\{A\}\) Given \(\alpha(\Pi) = \emptyset\) (see Def. 20) and \(\Pi \vdash ee' : \alpha\) by the typing rules in Fig. 2.16 then \(ee'[\Pi, \xi] V \leftrightarrow (\alpha(\xi), [e]_{\xi} [e']_{\xi}) \downarrow (G', V)\) hence this is the standard semantics for evaluation formulae. Termination is guaranteed, hence the existence of such a \(V\) is guaranteed, meaning this condition is often dropped.

\(\forall x^\alpha \in (\Pi').A\) This quantifies over all values of type \(\alpha\) which are derived from the LTC \(\Pi'\) and the model used to satisfy the formula. This definition ensures \(\xi \cdot x : V\) is a well constructed model of \(\xi\) by definition.

\(\forall \delta. A\) This quantifies over all possible extensions of the initial model. The LTC which types the extension is then assigned to the TCV. Models must map TCVs to closed LTCs hence the TCV-mappings are removed prior to assigning the LTC in the model.
The derived semantics:

\[ x \# \Pi_0 \] The freshness formula is syntactic sugar for \( \forall z^{Nm} \in (\Pi_0), z \neq x \), and the semantics of the two formulae are equivalent.

\[ \exists x^\alpha \in (\Pi').A \] This is dual to \( \forall x^\alpha \in (\Pi').A \) i.e. equivalent to \( \neg \forall x^\alpha \in (\Pi'). \neg A \) and this can be proven using the semantics using the F.O.L. axioms in the meta-logic.

\[ A^-x(e/x)I \] This case splits into two, dependant on whether \( x \) occurs in \( \text{dom}(\xi) \) or not.

If \( x \notin \text{dom}(\xi) \), then evaluating \( e \) and assigning the value to the substituting variable must satisfy \( A \).

If \( x \in \text{dom}(\xi) \), then the \( x \) variable is \( \alpha \)-converted to an unused variable then proceed as above.

Finally the semantics of triples can be defined.

**Definition 75** (Semantics of triples). A triple is modelled by a well constructed model \( \xi^\Pi \) as follows.

\[ \xi^\Pi \models \{A\} M \vdash_m \{B\} \overset{\text{def}}{=} \xi \models A \rightarrow \exists V. (M^\Pi, \xi, V \land \xi \cdot m : V \models B) \]

Programs in Hoare triples must be static syntax, meaning for any triple \( \{A\} M \vdash_m \{B\} \) then \( \delta(M) = \emptyset \) and the typing requirements ensure \( [\Pi]\xi \vdash M : \alpha \) hence by Def. 68 then \( M^\Pi, \xi \models V \leftrightarrow (\delta(\xi), M\xi) \Downarrow (\delta(\xi), G, V) \). All well typed terms are terminating in the \( \nu GS \)-calculus so the existence of such a value \( V \) is guaranteed and is often dropped in the soundness proofs for brevity.

Triples must be well typed by an LTC which can be used to construct a model via Def. 71 and if the triple is satisfied under all such models then this is defined as being a valid triple.

**Definition 76** (Valid triple). Let \( \Pi \vdash \{A\} M \vdash_m \{B\} \), then the triple \( \{A\} M \vdash_m \{B\} \) is valid, written \( \models \{A\} M \vdash_m \{B\} \) if the following holds.

\[ (\Pi \vdash \{A\} M \vdash_m \{B\} \rightarrow ) \]

\[ \models \{A\} M \vdash_m \{B\} \overset{\text{def}}{=} \forall \Pi_0, \xi_0^\Pi. \Pi \triangleright \xi_0 \rightarrow \xi_0 \models \{A\} M \vdash_m \{B\} \]

In the definition above, variables occurring in \( \text{dom}(\xi_0) - \text{dom}(\Pi) \) cannot occur directly in the triple, but they may still be used in the semantics of the formula via the \( \forall \delta \)-constructor.
5.3 Semantics of Extension Independence and Thinness

The definitions of syntactic extension independence \((\text{ExtInd}_{\text{Syn}})\), and syntactic thinness with respect to a variable \((\text{Thin}_{\text{Syn}}(x))\), are introduced in Sec. 4.4. Semantic versions of these definitions are now introduced with the intention of representing these properties within the semantics. It will later be required to prove that the syntactic definition implies the semantic definition for each. These properties are clearer when defined using the model as they originate specifically from the requirements of the soundness proofs. The semantics and idea of extension independence and thinness are similar respectively to statelessness and thinness found in the Local-logic in Def. 18 with slight differences to be discussed.

5.3.1 Semantic Extension Independence

To prove the \(\nu\)-logic sound it is often required that certain formulae that are satisfied by one model are satisfied under any extension or contraction to that model, defined below as the semantic extension independence.

**Definition 77** (Semantic extension-independent formulae). Formulae that are semantically independent of extensions, written \(\text{ExtInd}_{\text{Sem}}\), are defined as follows.

\[
A \cdot \text{ExtInd}_{\text{Sem}} \overset{\text{def}}{=} \forall \Pi. \Pi \vdash A \\
\rightarrow \forall \xi, \xi'. \Pi \triangleright \xi \land \xi \approx^* \xi' \\
\rightarrow (\xi \vdash A \leftrightarrow \xi' \vdash A)
\]

The dual of \(\text{ExtInd}_{\text{Sem}}\) is that the semantics of the formulae do depend on the extensions.

The requirement that \(\xi\) and \(\xi'\) are well constructed models by virtue of being extensions of one another, ensures that if a formula holds for a model, it also holds for all extensions and contractions, assuming the typing holds. This differs from the statelessness property in Def. 18 for the Local-logic which only proves the formula must hold in future states. The contraction part of the definition is required in the soundness of rules such as \([\text{Weak}(x)]_\nu\) and \([\text{Weak}(\delta)]_\nu\).

Although all formulae used in the reasoning proof are \(\text{ExtInd}_{\text{Sem}}\), there are formulae which are not. An example of a formula that does not maintain its validity under model extensions/contractions is one which depends on how many names exist in the current model, e.g. \(\forall \delta. \exists \text{Nm} \in (\Pi + \delta). (x\#\Pi \land \neg x\#\Pi + \delta)\) for some \(\Pi\). This example intends to capture the existence of a name at \(x\) which is derived from the extension \(\delta\) but fresh from \(\Pi\) but not fresh from \(\delta\) itself. Consider the simple model \(\xi' \equiv z : n\) then the following
holds as \( x \) can always be instantiated as \( z : n \).

\[
\xi' = \forall \delta. \exists x^{Nm} \in (\delta). (x \# \emptyset \wedge \neg x \# \delta)
\]

However, \( \emptyset \preceq^* \xi' \) holds, as do the type checks, but the model fails to satisfy the formula.

\[
\emptyset \not| \forall \delta. \exists x^{Nm} \in (\delta). (x \# \emptyset \wedge \neg x \# \emptyset)
\]

This is because the instantiation of \( \forall \delta. \) via \( (utc1) \), with the empty LTC \( \emptyset \), results in the formula \( \exists x^{Nm} \in (\emptyset). (x \# \emptyset \wedge \neg x \# \emptyset) \) which is clearly a contradiction.

More complicated examples of non-\( \text{ExtInd}_{Sem} \) formulae exist, however it is not clear if these formulae can be constructed from the axioms and rules hence the requirement that all formulae are indeed \( \text{ExtInd}_{Sem} \) in the soundness proof. To prove \( \text{ExtInd}_{Sem} \) of formulae, a subset of all possible \( \text{ExtInd}_{Sem} \) formulae are defined in Def. 55, and in Lem. 112 it is proven that these \( \text{ExtInd}_{Syn} \) formulae are indeed \( \text{ExtInd}_{Sem} \).

5.3.2 Semantic Thinness with Respect to a Variable

Certain proofs in Chapt. 6 require the ability to remove a variable from the model and still satisfy a formula. In this case it is assumed that the model is well constructed both before and after the variable is removed. The syntactically thin formulae defined in Def. 55 are a subset of all thin formulae if thinness is considered with respect to a specific variable defined as follows.

**Definition 78** (Thin formulae with respect to a variable).

Define a formula \( A \), as thin with respect to the variable \( x \), written \( A - \text{Thin}_{Sem}(x) \), as the potential to remove the variable \( x \) from the model and still satisfy \( A \). Formally defined as follows.

\[
\forall \Gamma. \Gamma \setminus x \models A \wedge x^\alpha \in \text{dom}(\Gamma)
\]

\[
A - \text{Thin}_{Sem}(x^\alpha) \iff \forall \xi. \Gamma \triangleright \xi \rightarrow \xi \models A \rightarrow \xi \setminus x \models A
\]

(Assuming \( \xi \setminus x \) is a well constructed model)

Lem. 113 proves syntactic thinness implies thinness from Def. 55 and Def. 78 respectively with respect to the same variable.

5.4 General Lemmas Used in Soundness Proofs

General lemmas are introduced here to simplify the later proofs in Chapt. 6. For brevity, sometime \( M \downarrow V \) is used in place of \( (\a(M), \ M) \downarrow (G', \ V) \).
5.4.1 Lemmas Regarding Function and \( Nm \)-Free Types

The following lemmas are regarding \( \alpha_{-(Nm,\to)} \) (name and function free) types introduced in Def. 57.

The following lemma confirms \( \alpha_{-(Nm,\to)} \) typed values contain no names.

**Lemma 79** (Function and name free typed values are name free).

\[
\forall V \text{-value. } \emptyset \vdash V : \alpha_{-(Nm,\to)} \implies \mathfrak{a}(V) = \emptyset
\]

*Proof.* Assume some value \( V \) such that \( \emptyset \vdash V : \alpha_{-(Nm,\to)} \) and prove that \( \mathfrak{a}(V) = \emptyset \) by induction on the structure of values of type \( \alpha_{-(Nm,\to)} \), as follows.

- \( \alpha = \text{Unit} \) implies \( V = \text{Unit} \) so this clearly holds.
- \( \alpha = \text{Bool} \) implies \( V = \text{true} \) or \( V = \text{false} \) so this clearly holds.
- \( \alpha = \alpha_{-(Nm,\to)} \times \alpha_{-(Nm,\to)} \) then \( V = \langle V_1, V_2 \rangle \) and by I.H. assuming
  \[
  \forall V_1 \text{-value. } \emptyset \vdash V_1 : \alpha_{-(Nm,\to)} \implies \mathfrak{a}(V_1) = \emptyset
  \]
  \[
  \forall V_2 \text{-value. } \emptyset \vdash V_2 : \alpha_{-(Nm,\to)} \implies \mathfrak{a}(V_2) = \emptyset
  \]
  then clearly \( \mathfrak{a}(\langle V_1, V_2 \rangle) = \mathfrak{a}(V_1) \cup \mathfrak{a}(V_2) = \emptyset \)

The previous lemma implies that the closed function and name free type values are also terms which can be typed by any type context, hence the following lemma. Let \( \equiv_{sy} \) mean syntactically equivalent (which by definition implies contextual congruence).

**Lemma 80** (Function and name free typed values can be derived equally from any LTC).

\[
\forall \Pi, \xi, \Pi_1, V \alpha_{-(Nm,\to)}, \Pi \models \Pi_1 \implies (\exists M_0^{\alpha_{-(Nm,\to)}}. M_0^{[0,\Rightarrow]} \models V \iff \exists M_1^{\alpha_{-(Nm,\to)}}. M_1^{[\Pi_1,\xi]} \models V)
\]

*Proof.* Holds as \( V \) is always a suitable name free closed term i.e. \( M_0 \equiv_{sy} V \equiv_{sy} M_1 \) always holds as \( \mathfrak{a}(V) = \emptyset \land \emptyset \vdash V : \alpha_{-(Nm,\to)} \).

From the previous lemma it is clear that when deriving a value from an LTC, that function and name free typed values can be included or excluded from an LTC as the variable in the term can be replaced by the function and name free typed value mapped by the model to produce the same value.

**Lemma 81** (Function and name free typed values don’t extend reach of an LTC).

\[
\forall \Pi_0, \xi_0, n, \Pi_0 \models \Pi_0 + y : \alpha_{-(Nm,\to)} \implies (\exists M^{Nm}. M^{[\Pi_0, \xi]} \models n \iff \exists M^{Nm}. M^{[\Pi_0 + y, \alpha_{-(Nm,\to)}, \xi]} \models n)
\]
Proof. Clearly holds from Lem. 79 and Lem. 80 so no names are added to the LTC.

Lemma 82 (Function and name free typed values can be added and removed from the TCV mappings and model equivalent formulae).

\[ \forall \Pi, \xi, A. \Pi(x) = \alpha_{(Nm, \rightarrow)} \Rightarrow (\xi \cdot \delta : \Pi' \models A \iff \xi \cdot \delta : (\Pi'\backslash x) \models A) \]

Proof. Assume some \( \Pi, \xi, A \) such that \( x \in \text{dom}(\Pi) \) and \( \Pi(x) = \alpha_{(Nm, \rightarrow)} \) and prove \( (\xi \cdot \delta : \Pi' \models A \iff \xi \cdot \delta : (\Pi'\backslash x) \models A) \) by induction on the structure of \( A \) considering the possible occurrences of TCVs in formulae as follows.

The only two occurrences of \( \delta \) possible in assertions are in \( \Pi_0 \) in the constructors \( \forall x \in (\Pi_0) \), and \( x \# \Pi_0 \).

If \( A \) contains \( \forall x \in (\Pi_0).A' \) and \( \Pi_0 \) contains \( \delta \) then it is unaffected by the addition (or removal) of \( x : \alpha_{(Nm, \rightarrow)} \) as \( M^{[\Pi_0, \xi]} V \leftrightarrow M^{[\Pi_0 \uplus \alpha_{(Nm, \rightarrow)}, \xi]} V \) from Lem. 81.

If \( A \) contains \( x \# \Pi_0 \) and \( \Pi_0 \) contains \( \delta \) then it is unaffected by the addition (or removal) of \( x : \alpha_{(Nm, \rightarrow)} \) as \( M^{[\Pi_0, \xi]} V \leftrightarrow M^{[\Pi_0 \uplus \alpha_{(Nm, \rightarrow)}, \xi]} V \) from Lem. 81.

Any occurrence of \( \forall \delta', A' \) in \( A \) extends some model equivalently if \( x \) is present in \( \delta' \) or not, and all other cases are trivial, hence the Lemma holds.

Lemma 83 (Function and name free typed values can be added or removed and maintain extensions).

\[ \forall \Pi, \xi, V_m^{\alpha_{(Nm, \rightarrow)}}, \Pi', \xi \equiv^* \xi' \iff \xi \cdot m : V_m \equiv^* \xi' \cdot m : V_m \]

Proof. Assume some \( \Pi, \xi, V_m^{\alpha_{(Nm, \rightarrow)}}, \Pi', \xi \equiv^* \xi' \) and prove that \( \xi \equiv^* \xi' \iff \xi \cdot m : V_m \equiv^* \xi' \cdot m : V_m \) by proving the two directions individually as follows.

\[ \Rightarrow \]: Clearly holds given Lem. 80 and Lem. 82 ensure \( V_m \) is name free and does not affect the derivation of terms in the extension.

\[ \Leftarrow \]: The proof by induction on the structure of \( \equiv^* \) is satisfied by the following cases.

If \( \xi \equiv \xi' \) then this clearly holds.

Lem. 80 ensures any value derived from \( \Pi_x, \xi_x \) can equally be derived from \( \Pi_x \backslash m, \xi_x \backslash m \) for any LTC \( \Pi_x \) and model \( \xi_x \).

Lem. 82 ensures all TCV mapping extensions can add/remove function and name free typed values with equivalent results.

The next lemma is used to prove axiom \((f3)\) which is restricted to only functions of type \( \alpha \rightarrow \alpha_{(Nm, \rightarrow)} \) where \( \alpha \) can be any type. A more general axiom than \((f3)\) may exist,
but a use hasn’t been required yet. The lemma ensures that any function of this type can never reveal any names in the function in any context which does not contain the name itself.

**Lemma 84** (Functions that map to function and name free types cannot reveal names in that function).

\[
\forall M^\text{Nm}, V^{(\alpha \to \alpha - (\text{Nm} \to \to))}, n_x^\text{Nm}, (G \equiv \delta(M) \cup \delta(V))
\]

\[
\begin{aligned}
&n_x \not\in \delta(M) \\
&W : \alpha \to \alpha - (\text{Nm} \to \to) \vdash M : \text{Nm} \\
&n_x \in \delta(V) \\
&\emptyset \vdash V : (\alpha \to \alpha - (\text{Nm} \to \to))
\end{aligned}
\]

\[\rightarrow (G, M[V/f]) \Downarrow (G, G', n_x)
\]

**Proof.** Assuming some \(M^\text{Nm}, V^{(\alpha \to \alpha - (\text{Nm} \to \to))}\), and some \(n_x^\text{Nm}\) such that \(n_x \not\in \delta(M)\) and \(f : \alpha \to \alpha - (\text{Nm} \to \to) \vdash M : \text{Nm}\) and \(n_x \in \delta(V)\) and \(\emptyset \vdash V : (\alpha \to \alpha - (\text{Nm} \to \to))\). Then prove that \(\neg (G, M[V/f]) \Downarrow (G, G', n_x)\) by contradiction by first assuming a smallest such term \(M\) for which this holds, then showing a smaller case must exist as follows.

Given \(n_x \not\in \delta(M)\) then it is clear \(M \neq n_x\) and given \(\emptyset \vdash V : (\alpha \to \alpha - (\text{Nm} \to \to))\) then it is clear \(V \neq n_x\), hence \(n_x\) must be derived from terms \(M\) and \(V\). Assume there exists at least one such \(M\) for which this holds, then take the smallest one \(M\), then by definition there exists an \(M_k\) such that

\[(G, M[V/f]) \Downarrow (G, G', n_x) \iff (G, M[V/f]) \rightarrow^* (G, G', M_k) \rightarrow (G, G', n_x)
\]

Then each possible case of \(M_k\) is accounted for as follows:

- \(M_k \equiv \pi_1((n_x, V'))\): hence \(M[V/f] \equiv E[\pi_1((M_1, M_2))][V/f]\) where \(E[M_2][V/f] \Downarrow n_x\) so this \(E[M_2]\) is smaller than \(M\) hence contradiction.

- \(M_k \equiv \pi_2((V', n_x))\): hence \(M[V/f] \equiv E[\pi_2((M_1, M_2))][V/f]\) where \(E[M_2][V/f] \Downarrow n_x\) so this \(E[M_2]\) is smaller than \(M\) hence contradiction.

- \(M_k \equiv \text{if true then } n_x \text{ else } V'\): hence \(M[V/f] \equiv E[\text{if } M_b \text{ then } M_1 \text{ else } M_2][V/f]\) where \(E[M_1][V/f] \Downarrow n_x\) so this \(E[M_1]\) is smaller than \(M\) hence contradiction.

- \(M_k \equiv \text{if false then } V' \text{ else } n_x\): hence \(M[V/f] \equiv E[\text{if } M_b \text{ then } M_1 \text{ else } M_2][V/f]\) where \(E[M_2][V/f] \Downarrow n_x\) so this \(E[M_2]\) is smaller than \(M\) hence contradiction.

- \(M_k \equiv (\lambda a.n_x)V'\): hence \(M[V/f] \equiv E[(\lambda a.M_1)M_2][V/f]\) where \(E[M_1][V/f] \Downarrow n_x\) so this \(E[M_1]\) is smaller than \(M\) hence contradiction.

- \(M_k \equiv (\lambda a.n_x)\): hence \(M[V/f] \equiv E[(\lambda a.M_1)M_2][V/f]\) where \(E[M_2][V/f] \Downarrow n_x\) so this \(E[M_2]\) is smaller than \(M\) hence contradiction.
- $M_k \equiv \text{let } x = V' \text{ in } M$: Similar for let $x = V'$ in $M$

- There are no other possible terms that reduce to $n_x$.

- $M_k \equiv \text{gensym}()$: fails to produce $n_x$ as $n_x \in G$

i.e. Assuming a smallest $M$ such that $M \Downarrow n_x$ (which is assumed to exist), for each term $M_k$ which is just one $\rightarrow$-step away from $n_x$ then it can be proven that a smaller $M$ can be found which produces $n_x$ hence a contradiction exists. \hfill \Box

### 5.4.2 Lemmas Regarding $Nm$-Free Types

The following lemmas will be defined for types which are $\alpha_{Nm}$. These represent the STLC types although there are $\nu_{GS}$-calculus programs that are of this $\alpha_{Nm}$ type which do contain names e.g. $\lambda x. (n = n)$. It is shown that $\alpha_{Nm}$ typed terms can be equated to a name-free term i.e. a STLC term. One of the key assumptions to make the proof simple is that the initial STLC is simple enough to not contain infinite values of a single type i.e. there are no integers and no recursion, however proving these harder extensions would be harder.

To prove a finite number of values of any particular $\alpha_{Nm}$ type (up to equivalence), it is first proven that it is possible to define when two functions of $\alpha_{Nm}$ type are equal, this is essentially through comparing each of the finite values of the input type.

**Definition 85** (The equating formula). For $\alpha \in \alpha_{Nm}$, inductively define $\text{EQ}^\alpha(M, N)$ on the type $\alpha$ as the program that equates two functions of type $\alpha$ as follows.

\[
\begin{align*}
\text{EQ}^{\text{Unit}}(M, N) & \overset{\text{def}}{=} \text{true} \\
\text{EQ}^{\text{Bool}}(M, N) & \overset{\text{def}}{=} M = N \\
\text{EQ}^{\alpha \rightarrow \text{Unit}}(M, N) & \overset{\text{def}}{=} \text{true} \\
\text{EQ}^{\alpha_1 \times \alpha_2}(M, N) & \overset{\text{def}}{=} \begin{cases} 
\text{false} & \text{if } \neg \text{EQ}^{\alpha_1}(\pi_1(M), \pi_1(N)) \\
\text{true} & \text{else}
\end{cases} \\
\text{EQ}^{\alpha_1 \rightarrow \alpha_2}(M, N) & \overset{\text{def}}{=} \begin{cases} 
\text{false} & \text{if } \neg \text{EQ}^{\alpha_2}(M \tilde{V}_0, N \tilde{V}_0) \\
\text{true} & \text{else}
\end{cases} \\
& \quad \text{if } \neg \text{EQ}^{\alpha_2}(M \tilde{V}_1, N \tilde{V}_1) \\
& \quad \text{false} \\
& \quad \text{else} \\
& \quad \text{...} \\
& \quad \text{if } \neg \text{EQ}^{\alpha_2}(M \tilde{V}_k, N \tilde{V}_k) \\
& \quad \text{false} \\
& \quad \text{else} \\
& \quad \text{true} \\
\text{s.t. } \tilde{V}_k \text{ are all finite-}k \text{ number of values of type } \alpha_1 \text{ (Lem. 86)}
\end{align*}
\]

Note the program $\neg M \overset{\text{def}}{=} \text{if } M \text{ then false else true}$ is used for brevity.
In the following lemmas $M_\nu$ represents standard $\nu_{GS}$-calculus terms and $M_\lambda$ represents a $\nu_{GS}$-calculus term constructed only from STLC terms (i.e. no names and no gensym). The let $x = M$ in $N$ term constructor is ignored for simplicity.

**Lemma 86** (Finite STLC values for each $\alpha$-Nm type). Write a list of STLC values of type $\alpha$ as $\bar{W}_\alpha^{\text{finite}}$.

$$\forall \alpha \in \alpha\text{-Nm}. \exists \bar{W}_\alpha^{\text{finite}}, \forall M_\alpha. \exists V_\alpha \in \bar{W}_\alpha, M_\alpha \cong V_\alpha$$

**Proof.** Assume some $\alpha \in \alpha\text{-Nm}$, then it must be shown that there exists a finite list of STLC values of that type, written $\bar{W}_\alpha^{\text{finite}}$. Then prove for any $\nu$-term there exists an equivalent value in $\bar{W}_\alpha^{\text{finite}}$. This is proven by induction on the structure of $\alpha$ and by creating a complete list of values of type $\alpha$ written $\bar{W}_\alpha \equiv V[\alpha]$ as follows.

- $\alpha \equiv \text{Unit}$ then this clearly holds as $(G, M) \Downarrow (G', \langle \rangle)$ must always hold and so $V[\text{Unit}] \equiv \langle \rangle$ holds.

- $\alpha \equiv \text{Bool}$ then this clearly holds as $(G, M) \Downarrow (G', \text{true})$ must always hold or $(G, M) \Downarrow (G', \text{false})$ must always hold and so $V[\text{Bool}] \equiv \text{true} \mid \text{false}$ holds.

- $\alpha \equiv \alpha_1 \times \alpha_2$ then clearly $V[\alpha_1 \times \alpha_1] \equiv (V[\alpha_1], V[\alpha_2])$ where the right hand side $V[\alpha_1]$ represents every possible value of type $\alpha_1$, hence the right hand side is the list of every possible combination between $V[\alpha_1]$ and $V[\alpha_2]$.

- $\alpha \equiv \alpha_1 \rightarrow \alpha_2$ then by induction on $\alpha_1$ it can be assumed there are finite values of this type i.e. let $\bar{W} \equiv V[\alpha_1]$, this is used to state the values of type $\alpha_1 \rightarrow \alpha_2$ as

$$V[\alpha_1 \rightarrow \alpha_2] \equiv \lambda x^{\alpha_1}. \text{if } EQ^{\alpha_1}(x, \bar{W}_0) \text{ then } V[\alpha_2] \text{ else if } EQ^{\alpha_1}(x, \bar{W}_1) \text{ then } V[\alpha_2] \text{ else } \ldots$$

$$\text{if } EQ^{\alpha_1}(x, \bar{W}_k) \text{ then } V[\alpha_2] \text{ else } V[\alpha_2]$$

hence the right hand side is the list of every possible combination between $\bar{W}$, and $V[\alpha_2]$ in each instance.

The number of values grow exponentially with the size of the type but there are always finite number of values for each type. These values cover all possible cases by definition as no other possible inputs or outputs exist to a function of the given type.

The next lemma proves that for any term of type $\alpha\text{-Nm}$, there is an equivalent term which contains no names and is a subset of the STLC syntax. The proof relies on the
language containing a finite number of values of any particular \( \alpha_{Nm} \) type as seen in the previous lemma.

**Lemma 87** (\( \alpha_{Nm} \) typed terms are equivalent to a name free STLC term). Let \( \alpha \in \alpha_{Nm} \)
\[
\forall M_\nu. \exists N_\lambda. M_\nu \equiv_\alpha^{(M_\nu)} N_\lambda
\]
I.e. for each term in the \( \nu_{GS} \)-calculus of a type which in \( \alpha_{Nm} \) then there exists a contextually congruent term constructed only of core STLC constructors.

**Proof.** This is proven by induction on the type \( \alpha \in \alpha_{Nm} \) as follows. All \( \nu \)-terms that are of type Unit and Bool are equivalent to a constant of that type.
The case for \( \alpha \equiv \alpha_1 \times \alpha_2 \) holds trivially by induction on \( \pi_1(M_\nu)_{\alpha_1} \) and \( \pi_2(M_\nu)_{\alpha_2} \).
The case for \( \alpha \equiv \alpha_1 \rightarrow \alpha_2 \) holds as follows:

1. I.H.(\( \alpha \)) \( \overset{def}{=} \forall M^\alpha. \exists N^\alpha_\lambda. M \equiv_\alpha^{(M)} N \)

2. Assume I.H.(\( \alpha_1 \)) \( \land \) I.H.(\( \alpha_2 \)) for \( \alpha_1, \alpha_2 \) in \( \alpha_{Nm} \)

3. Prove: I.H.(\( \alpha_1 \rightarrow \alpha_2 \)) for \( \alpha_1 \rightarrow \alpha_2 \) in \( \alpha_{Nm} \)

4. \( \forall \alpha. \exists \tilde{W}_{fin}^\alpha. \forall \ M^\alpha_\lambda. \exists V^\alpha \in \tilde{W}. M \equiv V \) for \( \alpha \in \alpha_{Nm} \) Lem. 86

5. I.H.(\( \alpha_1 \)) implies for each \( \nu \)-term of type \( \alpha_1 \) there exists an equivalent \( \lambda \)-term (which must mean there are finite ones of these). Let \( \tilde{W} \) be this term

6. \( \forall M^\alpha_{\nu_1}. \exists N^\alpha_1_{\lambda_1}. M_{\nu_1} \equiv_{\alpha_1}^{(M_{\nu_1})} N_{\lambda_1} \) I.H.(\( \alpha_1 \))

7. For each value in \( \tilde{W} \), then \( M\tilde{W}_i \) is a term of type \( \alpha_2 \) which by I.H.(\( \alpha_2 \)) implies there is an equivalent \( \lambda \)-term. Let \( \tilde{U}_i \) be this term i.e. \( M\tilde{W}_i \equiv \tilde{U}_i \)

8. \( \forall \tilde{W}^\alpha_1 \in \tilde{W}^\alpha_1, \forall \ M^\alpha_{\nu_1 \rightarrow \alpha_2}. \exists N^\alpha_2_{\lambda_2}. M\tilde{W}_i \equiv_{\alpha_2}^{(M)} N \) I.H.(\( \alpha_2 \))

9. Using lines 5-8 an equivalent formula to \( M \) can be constructed by brute force such that for each input case there is an equivalent output case i.e.
\( N_\lambda \equiv \lambda x^\alpha_1. \) if \( EQ^\alpha_1(x, \tilde{V}_0) \) then \( \tilde{U}_0 \) else
... if \( EQ^\alpha_1(x, \tilde{V}_{k-1}) \) then \( \tilde{U}_{k-1} \) else \( \tilde{U}_k \)

10. By definition \( M_\nu \equiv_{\alpha_1 \rightarrow \alpha_2}^{(M_\nu)} N_\lambda \) as any use of \( N_\lambda \) behaves identically to \( M_\nu \) in any application it is used in.
5.4.3 Lemmas Regarding Expressions

As discussed in Sec. 5.2, the following lemmas treat expressions as terms in the language. Each expression constructor, $c$, $x$, $\pi_i(e)$, and $\langle e, e \rangle$ is also a syntactic constructor in the language, hence $\llbracket e \rrbracket_\xi \equiv e \xi$ (closure) implies the expression $e$ is treated as a term.

The next lemma guarantees that no new names are ever generated by evaluation of expressions (represented by the lack of new names in the final configuration). Expressions contain no gensym and no application of functions, hence the subset of the language is guaranteed to produce no fresh names.

**Lemma 88** (Expressions cannot create new names).

$$\forall \Gamma, \xi \mathcal{R}, e. \ \Gamma \vdash e : \alpha \rightarrow \exists V. (\delta(\xi), \llbracket e \rrbracket_\xi) \downarrow (\delta(\xi), V)$$

Clearly guaranteed termination implies $\exists V'. (\delta(\xi), \llbracket e \rrbracket_\xi) \downarrow (\delta(\xi), \Gamma', V')$, however this lemma proves that no new names are produced in such an evaluation.

**Proof.** Trivial by induction on the structure of $e$ noting that gensym cannot occur naturally, and can only occur under a $\lambda$-binder which cannot be applied. 

The next two lemmas prove that expressions are name free when considered as terms and when evaluating expressions closed by a model then all names in the value produced are contained within the model.

**Lemma 89** (Expressions are name free).

$$\forall \Gamma, e. \ \Gamma \vdash e : \alpha \rightarrow \delta(e) = \emptyset$$

**Proof.** Assuming some $\Gamma$ and some $e$ such that $\Gamma \vdash e : \alpha$, then $\delta(e) = \emptyset$ is proven by induction on the structure of $e$, knowing that $e \in \{c, x, \pi_i(e), \langle e_1, e_2 \rangle\}$, i.e. no built-in names. Hence names in $e$ only come from closing with a model via the semantics of $\llbracket e \rrbracket_\xi$. 

**Lemma 90** (Expressions are fresh name free).

$$\forall \Gamma, \xi \mathcal{R}, e, V_e. \ \Gamma \vdash e : \alpha \land e \xrightarrow{\llbracket \cdot \rrbracket_\xi} V_e \rightarrow \delta(V_e) \subseteq \delta(\xi)$$

**Proof.** Assuming some $\Gamma$, $\xi \mathcal{R}$, $e$ and some $V_e$ such that $\Gamma \vdash e : \alpha$ and $e \xrightarrow{\llbracket \cdot \rrbracket_\xi} V_e$ then $\delta(V_e) \subseteq \delta(\xi)$ is proven by induction on the structure of $e$. Given $e \in \{c, x, \pi_i(e), \langle e_1, e_2 \rangle\}$ contains no built in names, names only come from closing with a model via the semantics of closure $e \xi$, and hence no evaluation of gensym() can occur, and only old names occur in the value produced.
The previous lemma ensures that any evaluation of an expression closed by a model will be contextually congruent to the value it evaluated to, due to no fresh names being introduced. This is formalized in the next lemma.

**Lemma 91** (Expressions are congruent to their evaluation).

\[ \forall \Gamma, \xi \neg, e, V_e. \Gamma \vdash e : \alpha \land e \xrightarrow{\Gamma, \xi} V_e \Rightarrow e \xi \cong^\alpha V_e \]

**Proof.** Lem. 90 implies all values \( V_e \) only contain names in the model. Assuming some \( \Gamma, \xi \neg, e \) and some \( V_e \) such that \( \Gamma \vdash e : \alpha \) and \( e \xrightarrow{\Gamma, \xi} V_e \) then \( e \xi \cong^\alpha V_e \) can be proven by induction on the structure of \( e \) as follows.

- \( e \equiv c \): clearly holds for \( c \in \{(), \text{true}, \text{false}\} \).
- \( e \equiv x \): clearly holds as \( x \xi \equiv \xi(x) \equiv V_e \)
- \( e \equiv \pi_i(e') \): holds as by induction \( e' \), i.e. \( \Gamma \vdash e' : \alpha_1 \times \alpha_2 \land e' \xrightarrow{\Gamma, \xi} \langle V_1, V_2 \rangle \Rightarrow e' \xi \cong^\alpha \langle V_1, V_2 \rangle \)
  hence \( \pi_i(e') \xi \cong^\alpha \langle V_1 \rangle \)
- \( e \equiv \langle e_1, e_2 \rangle \): holds by I.H. on \( e_1 \) and \( e_2 \), i.e. \( \Gamma \vdash e_1 : \alpha_1 \land e_1 \xrightarrow{\Gamma, \xi} V_1 \Rightarrow e_1 \xi \cong^\alpha \langle V_1 \rangle \)
  and \( \Gamma \vdash e_2 : \alpha_2 \land e_2 \xrightarrow{\Gamma, \xi} V_2 \Rightarrow e_2 \xi \cong^\alpha \langle V_2 \rangle \)
  implies \( \langle e_1, e_2 \rangle \xi \cong^\alpha \langle V_1, V_2 \rangle \)

\[ \square \]

### 5.4.4 Lemmas Regarding Derivations

LTCs typing other LTCs can be seen as an ordered subset, as the order is ensured by the typing and the subset is seen when the LTC is interpreted into an STC by a model, as follows.

**Lemma 92** (Typed LTC’s implies sub-type-contexts).

\[ \forall \Gamma, \pi, \xi \neg, \pi_0. \pi \vdash \pi_0 \Rightarrow \pi \xi \subseteq \pi_0 \xi \]

**Proof:** Clearly holds through induction on structure of \( \pi \) and \( \pi_0 \) and using the typing rules for LTCs in Fig. 3.2.

An LTC derived value can always be derived from any extension to the LTC as it will always contain the original LTC, as seen in the following lemma.
**Lemma 93** (Values derivable from one LTC are also derivable from an extension of the LTC).

\[\forall \Pi, \xi, \Pi_0 + \Pi_1, M, V. \Pi \vdash \Pi_0 \land \Pi_0 \vdash \Pi_1 \land M[\Pi_1, \xi] V \rightarrow M[\Pi_0, \xi] V\]

**Proof.** Assuming some \(\Pi, \xi, \Pi_0, \Pi_1, M, V\) such that \(\Pi \vdash \Pi_0\) and \(\Pi_0 \vdash \Pi_1\) and \(M[\Pi_1, \xi] V \Rightarrow M[\Pi_0, \xi] V\) then prove \(M[\Pi_0, \xi] V\) using Lem. 92 i.e. \([\Pi_1]_\xi \subseteq [\Pi_1]_\xi\). This then holds trivially as all requirements of LTC derived values are satisfied trivially. \(\square\)

### 5.4.5 Lemmas Regarding the Revealing of Names

If a name can be derived from a model but when added to the model it cannot be derived, then this name must be fresh, which is proven in the following lemma.

**Lemma 94** (Adding a name to the model but not to the context means it is fresh).

\[\forall \Pi, \xi, \Pi_0, n_x. \exists M_x M_x[\Pi, \xi] n_x \land \neg \exists N_x.N_x[\Pi, \xi; n]\ n_x \rightarrow n_x \notin \delta(\xi)\]

**Proof.** Assuming some \(\Pi, \xi, \Pi_0\) and some \(n_x\) such that \(\exists M_x M_x[\Pi, \xi] n_x\) and \(\neg \exists N_x N_x[\Pi, \xi; n]\ n_x\) then \(n_x \notin \delta(\xi)\) is proven by contradiction. Assume \(n_x \in \delta(\xi)\) then clearly there would be a direct contradiction in the assumption as \(\exists N_x N_x[\Pi, \xi; n]\ n_x\) as \(\delta(\xi \cdot n; n_x) \equiv \delta(\xi)\). Hence \(n_x \notin \delta(\xi)\). \(\square\)

Any value derived from an LTC and model cannot reveal previously accessible names from that same LTC and model when added. Hence any name occurring in a model derived from an LTC and the model can also be derived from the LTC and model with the addition of a value derived from said model. This is formally defined by the following lemma.

**Lemma 95** (LTC derived terms cannot reveal old names).

\[\forall \Pi, \xi, \Pi_0, M^{\Pi_0}_y, n^{\Pi_0}. \left(\Pi \vdash \Pi_0 \land M_y[\Pi_0, \xi] V_y \land n \in \delta(\xi)\right) \rightarrow \left(\exists M_1 M_1[\Pi_0 \cdot y, \xi; \xi; V_y] n\right)\]

Essentially \(V_y\) cannot reveal any names in \(\xi\) that are not already available to \(\Pi_0\).
Proof.

1. Proof by contradiction:

2. Assume some $\Pi', \xi', \Pi_0, M_y^{\Pi_0}, n^{\Pi_0}$ with $\Pi \models \Pi_0 \land M_y^{\Pi_0, \xi} V_y \land n \in \delta(\xi)$

3. Clearly a contradiction $\neg \exists M_1.M_1^{\Pi_0, \xi} V_y \land \exists M_0.M_0^{\Pi_0, \xi} n$ Def. 68

4. Letting $\Pi_0 y \equiv \Pi_0 + y$ and $\xi_y \equiv \xi \cdot y : V_y$ then:

5. Prove the following is a contradiction as follows:

6. $\exists n. \exists M_1.M_1^{\Pi_0, \xi} V_y \land \neg \exists M_0.M_0^{\Pi_0, \xi} n$

7. $\leftrightarrow \exists n. \exists M_1(y).M_1(y)^{\Pi_0, \xi} V_y \land \neg \exists M_0.M_0^{\Pi_0, \xi} n$

8. $\leftrightarrow \exists n. \exists M_1(y).M_1(y)^{\Pi_0, \xi} V_y \land \neg \exists M_0 \equiv \text{let } y = M_y \text{ in } M_1(y).M_0^{\Pi_0, \xi} n$

9. Contradiction given the name derived by $(M_1(y))\xi_y$ can also be derived by

   (let $y = M_y$ in $M_1(y))\xi$ given the semantics of the evaluation of

   (let $y = M_y$ in $M_1(y))\xi \rightarrow (\text{let } y = V_y \text{ in } M_1(y))\xi \rightarrow M_1(y)(\xi \cdot y : V_y)$.

   As $M_y^{\Pi_0, \xi} V_y$ then this holds given any fresh names in $V_y$ has no affect on the name produced by $M_0$ and $M_1$ as $n \in \delta(\xi)$.

10. This works because $n \in \delta(\xi)$ hence the name cannot be fresh (derived from $V_y$ and any fresh names in $V_y$ can be replicated by a new generation via $M_y$ and will be treated equally.

\[ \Box \]

Similar to the previous lemma, any name that occurs in a model can be derived from said model if and only if it can be derived from any extension of said model. This is defined in the next lemma and uses the previous lemma for one of the extension cases.

**Lemma 96** (Extensions cannot reveal old names).

\[ \forall \Pi, \xi^{\Pi}, \Pi', \xi^{\Pi'}, n^{\Pi_0}. (\xi \triangleright^* \xi') \land n \in \delta(\xi) \rightarrow \exists M'.M'^{\Pi', \xi} n \]

Essentially $\xi'$ cannot reveal any names in $\xi$ that are not already available to $\xi$.

**Proof.** Assuming some $\Pi, \xi^{\Pi}, \Pi', \xi'$ and some $n^{\Pi_0}$ such that $\xi \triangleright^* \xi'$ and $n \in \delta(\xi)$ then $\exists M'.M'^{\Pi', \xi} n \leftrightarrow \exists M.M^{\Pi', \xi} n$ holds by proving both directions of the $\leftrightarrow$ individually as follows.
\[ \exists \ M. \ M \xrightarrow{\Pi, \xi} n \rightarrow^{\Pi, \xi'} n \]

→: Proof by induction on the structure of \( \xi' \):

- \( \xi' \equiv \xi \): This clearly holds.
- \( \xi' \equiv \xi_0' \cdot \delta : \Pi_0 \rightarrow \text{LCV} \): then this holds as no new names are reachable by the introduction of \( \delta \) as \( \Pi' \xi' = \Pi' + \delta \xi' \cdot \text{LCV} \) and I.H. on \( \xi'_0 \).
- \( \xi' \equiv \xi_0' \cdot y : V_y \): then \( \exists \ M_y. \ M_y \xrightarrow{\Pi_0, \xi'_0} V_y \) and using Lem. 95 and I.H. on \( \xi'_0 \) this clearly holds.

In a reduction evaluation, if a name occurs in the initial nameset but not in the term then it can never occur in the produced value, as proven in the following lemma.

**Lemma 97** (Names fresh in term imply name fresh in value).

\[ \forall \Pi, \xi, \ M, n, V. \ n \not\in \delta(M) \land (\delta(M), n, G_0, M) \downarrow (\delta(\xi), n, G_0, G', V) \rightarrow n \not\in \delta(V) \]

*Proof.* Assume some \( \Pi, \xi, M, \ n, V \) such that \( n \notin \delta(M) \) and \( (\delta(M), n, G_0, M) \downarrow (\delta(\xi), n, G_0, G', V) \) and prove \( n \notin \delta(V) \) by induction on the structure of \( M \). Most cases are trivial, the only non-trivial case is as follows.

\( \overline{M = M_1M_2} \):

By I.H. \( (G, M_1) \downarrow (G, G_1, V_1) \) and \( (G, G_1, M_2) \downarrow (G, G_1, G_2, V_2) \) with \( n \notin V_1V_2 \) hence 2 cases occur:

- \( V_1 \equiv \lambda x. M'_1 \) then this evaluates to \( M'_1[V_2/x] \) which by assumptions and the operational semantics implies \( n \notin M'_1[V_2/x] \), hence by induction \( n \notin \delta(V) \).
- \( V_1 \equiv \text{gensym} \) and \( V_2 \equiv () \) then by the operational semantics this generates a fresh name \( (\neq n) \) hence \( n \notin \delta(V) \).  

The previous lemma extends to LTC derived values as the impossibility of deriving a fresh name from a model with the fresh name but the LTC without the name as follows.

**Lemma 98** (Fresh names are not derivable from an LTC of a model where the name is added to the model).

\[ \forall \Pi, \xi, n. \ n \not\in \delta(\xi) \rightarrow \not\exists \ M^{Nm}, M \xrightarrow{\Pi, \xi} n \]
Proof. This holds as \( n \) must be a freshly generated name not appearing in \( \xi \). Hence, no term can be derived from the model \( \xi \) to generate such a name.

1. Assume \( \Pi', \xi^{\Pi'} \) then prove by contradiction:

\[
\leftrightarrow (n \notin \tilde{\alpha}(\xi) \land \exists M^{Nm}.M^{[\Pi', \xi^{m:n}]} n)
\]

2. i.e. assume \( \neg \neg (n \notin \tilde{\alpha}(\xi) \rightarrow \exists M^{Nm}.M^{[\Pi', \xi^{m:n}]} n) \)

3. \( \leftrightarrow (n \notin \tilde{\alpha}(\xi) \land \exists M^{Nm}.M^{[\Pi', \xi^{m:n}]} n) \) \( F.O.L. \)

4. \( \leftrightarrow n \notin \tilde{\alpha}(\xi) \land \exists M^{Nm}.\tilde{\alpha}(M) = \emptyset \land \Pi' \vdash M : \alpha \land (\tilde{\alpha}(\xi), n, M(\xi \cdot m : n)) \downarrow (\tilde{\alpha}(\xi), n, G', \emptyset) \)

5. \( \leftrightarrow n \notin \tilde{\alpha}(\xi) \land \exists M^{Nm}.\tilde{\alpha}(M) = \emptyset \land \Pi' \vdash M : \alpha \land m \notin \text{dom}(\Pi') \land (\tilde{\alpha}(\xi), n, M\xi) \downarrow (\tilde{\alpha}(\xi), n, G', \emptyset) \land \Pi' \vdash M : \alpha \)

6. \( \rightarrow n \notin \tilde{\alpha}(\xi) \land \exists M^{Nm}.\tilde{\alpha}(M) = \emptyset \land \Pi' \vdash M : \alpha \land n \notin \tilde{\alpha}(M\xi) \) and \( n \notin \tilde{\alpha}(\xi) \land \exists M^{Nm}.\tilde{\alpha}(M) = \emptyset \land \Pi' \vdash M : \alpha \land n \notin \tilde{\alpha}(M\xi) \land n \notin \tilde{\alpha}(\xi) \land \Pi' \vdash M : \alpha \)

7. \( \rightarrow n \notin \tilde{\alpha}(\xi) \rightarrow \exists M^{Nm}.M^{[\Pi', \xi^{m:n}]} n \) \( \) by contradiction

\( \square \)

5.4.6 Lemmas Regarding Model Extensions

The following two lemmas prove interpretations of LTCs and closure of terms are equivalent under model extensions/contractions.

**Lemma 99** (Semantics of LTC is equal in model extensions).

\[
\forall \Pi_1, \Pi_2, \xi_1^{\Pi_1}, \xi_2^{\Pi_2}. (\xi_1 \preceq^* \xi_2 \land \Pi_1 \vdash \Pi_0) \rightarrow [\Pi_0]_{\xi_1} = [\Pi_0]_{\xi_2}
\]

**Proof.** Assume some \( \Pi_1, \xi_1^{\Pi_1}, \Pi_2, \xi_2^{\Pi_2} \) such that \( \xi_1 \preceq^* \xi_2 \) and \( \Pi_1 \vdash \Pi_0 \) and prove \([\Pi_0]_{\xi_1} = [\Pi_0]_{\xi_2}\) by induction on the structure of \( \Pi_0 \) as follows.

\[\Pi_0 \equiv \emptyset: \text{Clearly } [\emptyset]_{\xi_1} = [\emptyset]_{\xi_2}.
\]

\[\Pi_0 \equiv \Pi_0^\prime + x : \alpha: \text{By I.H. } [\Pi_0^\prime]_{\xi_1} = [\Pi_0^\prime]_{\xi_2} \text{ and also by Def. } \preceq^*, \Pi_1(x) = \alpha = \Pi_2(x).
\]

\[\Pi_0 \equiv \Pi_0^\prime + \delta : \text{TC: By I.H. } [\Pi_0^\prime]_{\xi_1} = [\Pi_0^\prime]_{\xi_2} \text{ and also by Def. } \preceq^*, \Pi_1(\delta) = \text{TC} = \Pi_2(\delta) \text{ and } \xi_1(\delta) = \xi_2(\delta) \text{ this case holds.}
\]

\[\Pi_0 \equiv \Pi_0^\prime + \Pi_0^\prime_0: \text{by I.H. on both } \Pi_0' \text{ and } \Pi_0^{\prime_0} \text{ this clearly holds.}
\]

\( \square \)
A model extension adds variable and TCV mappings to the base model and hence interpretations of expressions are equivalent under both base and extension models.

**Lemma 100** (Extensions give equal semantics of expressions).

\[ \forall \Gamma_1, \xi_1^\Gamma_1, \Gamma_2, \xi_2^\Gamma_2, e. \xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash e : \alpha \rightarrow [e]_{\xi_1} \equiv_{sy} [e]_{\xi_2} \]

*Proof.* Trivial given \( \Gamma_1 \vdash e : \alpha \) and \( \forall x \in \text{dom}(\Gamma_1), \xi_1(x) \equiv_{sy} \xi_2(x) \). \( \square \)

**Lemma 101** (Model extensions close terms equally).

\[ \forall \Gamma_1, \xi_1^\Gamma_1, \Gamma_2, \xi_2^\Gamma_2, (\xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash M : \alpha) \rightarrow M_{\xi_1} \equiv M_{\xi_2} \]

*Proof.* Trivial given \( \Gamma_1 \vdash M : \alpha \) and \( \forall x \in \text{dom}(\Gamma_1), \xi_1(x) \equiv_{sy} \xi_2(x) \). \( \square \)

Derivations are shown to be equivalent under model extensions assuming the same typing LTC as follows.

**Lemma 102** (Evaluation under model extensions are equivalent).

\[ \forall \Gamma_1, \xi_1^\Gamma_1, \Gamma_2, \xi_2^\Gamma_2, \Gamma_0, M, V. \]
\[ (\xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash \Gamma_0 \land \Gamma_2 \land M_{\Gamma_0, \xi_1} \vdash \Gamma) \land \Gamma_{\xi_2} \subseteq \Gamma_{\xi_1}) \]
\[ \rightarrow (M_{\Gamma_0, \xi_1} \vdash M_{\Gamma_0, \xi_2} \vdash \Gamma) \]

*Proof.* Lem. 101 \((M_{\xi_1} \equiv M_{\xi_2})\) and Sem. \( \rightarrow \) prove this in both directions of the \( \leftrightarrow \) assuming \((\xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash \Gamma_0 \land M_{\Gamma_0, \xi_1} \vdash \Gamma) \land \Gamma_{\xi_2} \subseteq \Gamma_{\xi_1})\).

1. Assume \( \Gamma_1, \Gamma_2, \xi_1^\Gamma_1, \xi_2^\Gamma_2, \Gamma_0 \) s.t.

2. \( \xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash \Gamma_0 \land M_{\Gamma_0, \xi_1} \vdash \Gamma \land \Gamma_{\xi_2} \subseteq \Gamma_{\xi_1} \) \( \text{Assume} \)

3. \( \xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash \Gamma_0 \)
\[ \land \Delta(M) = \emptyset \land [\Gamma_0]_{\xi_1} \vdash M : \alpha \]
\[ \land (\Delta(\xi_1), M_{\xi_1}) \vdash (\Delta(\xi_1), G', V) \leftrightarrow (\Delta(\xi_1), M_{\xi_2}) \vdash (\Delta(\xi_1), G', V) \]

4. \( \xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash \Gamma_0 \)
\[ \land \Delta(M) = \emptyset \land [\Gamma_0]_{\xi_1} \vdash M : \alpha \]
\[ \land (\Delta(\xi_1), M_{\xi_2}) \vdash (\Delta(\xi_1), G', V) \leftrightarrow (\Delta(\xi_2), M_{\xi_2}) \vdash (\Delta(\xi_2), G', V) \]

5. hence: \( \forall \Gamma_1, \xi_1^\Gamma_1, \Gamma_2, \xi_2^\Gamma_2, \Gamma_0, M. \)
\[ (\xi_1 \leq^* \xi_2 \land \Gamma_1 \vdash \Gamma_0) \]
\[ \rightarrow (M_{\Gamma_0, \xi_1} \vdash M_{\Gamma_0, \xi_2} \vdash \Gamma) \]

*Proof.* Lem. 99, \[[\Gamma_0]_{\xi_1} \equiv [\Gamma_0]_{\xi_2} \]

*Sem. \( \rightarrow \)

\( \square \)
This includes the case where \( \xi \preceq^* \xi \cdot \delta : \Gamma_0 \) for any \( \Gamma_0 \).

Extensions are often needed to maintain the extensional property when an LTC derived value is added to both models. This is proven by first proving this for the single step extension in the following lemma, then the reflexive, transitive closure extension in the following lemma after that.

**Lemma 103** (Values derived from \( \Gamma \) maintain extension (single) when added to models which are extensions).

\[
\forall \Gamma, \xi \Gamma, \Gamma', \xi \Gamma', M^0, V. \xi \preceq \xi' \land M [\Gamma, \xi] V \land \delta(V) \cap \delta(\xi') \subseteq \delta(\xi) \rightarrow \xi \cdot x : V \preceq \xi' \cdot x : V
\]

**Proof.** This is proven by proving the two cases of single step extension individually as follows.

1. Assume \( \Gamma, \xi \Gamma, \Gamma', \xi \Gamma', M^0, V \) s.t. \( \xi \preceq \xi' \land M [\Gamma, \xi] V \)

2. The case for \( \xi' \equiv \xi \cdot \delta : \Gamma_0 \setminus_{TCV} \) is proven below:

   3. Assume some \( \Gamma_0 \) s.t. \( \Gamma \vdash \Gamma_0 \) with \( \xi \preceq \xi \cdot \delta : \Gamma_0 \setminus_{TCV} \)

   4. Then \( \Gamma + x \vdash \Gamma_0 \) and hence \( \xi \cdot x : V \preceq \xi \cdot \delta : \Gamma_0 \setminus_{TCV} \cdot x : V \)

   5. as adding \( \delta \) doesn’t extend the number of values that can be derived.

6. The case for \( \xi' \equiv \xi \cdot y : V' \) is proven below:

   7. Assume \( (\xi \preceq \xi' \land M [\Gamma, \xi] V) \) (Sem. \( \preceq \) implies \( \xi \preceq \xi \cdot x : V \))

   8. \( \exists M', M' [\Gamma, \xi] V' \land \xi' \equiv \xi \cdot y' : V' \land M [\Gamma, \xi] V \) Sem.\( \preceq \)

9. \( \exists M', M' [\Gamma, \xi] V' \land \xi' \cdot x : V \equiv \xi \cdot x : V \cdot y' : V' \) Lem. 102

10. \( \exists M', M' [\Gamma + x \alpha, \xi] V' \land \xi' \cdot x : V \equiv \xi \cdot x : V \cdot y' : V' \) Lem. 93

11. \( \xi \cdot x : V \preceq \xi' \cdot x : V \) Sem.\( \preceq \)

If a base model and two extensions of the base model are considered, then Lem. 104 ensures the extensions can be combined and still maintain the extension property under certain conditions. This can be thought of as the diamond property for model extensions as seen in Fig. 5.1.
Lemma 104 (Two extensions combine to make extensions of each other (diamond property for model extensions)).

\[ \forall \Pi', \Pi_1, \Pi_2, \xi', \xi_1', \xi_2'. \]
\[ \xi \preceq^* \xi' \land \xi \preceq^* \xi_2 \land \delta(\xi_1') \cap \delta(\xi_2') \subseteq \delta(\xi) \rightarrow (\xi \cdot \xi_1' \preceq^* \xi' \cdot \xi_2 \leftrightarrow \xi \cdot \xi_2' \preceq^* \xi' \cdot \xi_2 \cdot \xi_2') \]

Proof. By induction on the structure of \( \xi' \) the following cases hold.

\( \xi_1 \equiv \emptyset \)  Holds trivially.

\( \xi_1 \equiv \delta : \Pi_i \)  Clearly \( \xi \cdot \xi_1 \cdot \xi_2 \preceq^* \xi \cdot \xi_1 \cdot \xi_2 \cdot \delta : \Pi_i \) holds as \( \Pi + \Pi_1 \models \Pi_i \) implies \( \Pi + \Pi_1 + \Pi_2 \models \Pi_i \).

\( \xi_1 \equiv x : V \)  Holds via Lem. 103.

\( \xi_1 \equiv \xi_1' \cdot \xi_2'' \)  Holds by I.H. on both \( \xi_1' \) and \( \xi_2'' \).

If a TCV does not appear in a formulae then the TCV can be removed or added to the model in any position and still satisfy the formula.

Lemma 105 (Extending the model by \( \delta \) maintains models).  \((A - \text{EXT}\text{IND}_{\text{Syn}} \text{ not required})\)

\[ \forall \Pi, \xi', \Pi', \xi, \Pi_a, A^{-\delta}. \Pi \models \Pi_a \rightarrow (\xi \cdot \xi' \models A^{-\delta} \leftrightarrow \xi \cdot \delta : \Pi_a \setminus \text{TCV} \cdot \xi' \models A^{-\delta}) \]

where \( A^{-\delta} \) means \( \delta \) does not occur syntactically in \( A \).

Proof. By definition of \( \preceq^* \), \( \xi \preceq \xi \cdot \delta : \Pi_a \setminus \text{TCV} \) holds and implies via Def. \( \preceq^* \) that \( \xi \cdot \xi' \preceq^* \xi \cdot \delta : \Pi_a \setminus \text{TCV} \cdot \xi' \) which allows the use of Lem. 100 and Lem. 102 (\( \delta(\xi \cdot \xi') \equiv \delta(\xi \cdot \delta : \Pi_a \setminus \text{TCV} \cdot \xi') \)).

The proof follows by I.H. on structure of \( A \):
- \( e_1 = e_2 \) proven by noting that \[ [e_i]_{\xi \cdot \xi'} \equiv [e_i]_{\xi \cdot \delta \cdot \Gamma_a \land TCV \cdot \xi'} \) (Lem. 100).

- \( A_1 \land A_2, A_1 \lor A_2, A_1 \rightarrow A_2 \) I.H. on \( A_1 \) and \( A_2 \).

- \( \neg A_1 \), proof by I.H. on \( A_1 \), assume \( \xi \cdot \delta : \Gamma_a \land TCV \cdot \xi' \models \neg A_1 \) then clearly \( \xi \cdot \delta : \Gamma_a \land TCV \cdot \xi' \not\models A_1 \) and by I.H. on \( A_1 \) then \( \xi \cdot \xi' \not\models A_1 \) i.e. \( \xi \cdot \xi' \models \neg A_1 \).

- \( x \not\equiv \Gamma' \) holds by Lem. 100 and Lem. 102 (\( \sigma(\xi \cdot \xi') \equiv \sigma(\xi \cdot \delta : \Gamma_a \land TCV \cdot \xi') \)) which ensure \( [x]_{\xi \cdot \xi'} \equiv [x]_{\xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'} \) and
  \[
  \exists M_x, M_x \,[\Gamma', \xi \cdot \xi'] \ V \leftrightarrow \exists M_x, M_x \,[\Gamma', \xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'] \ V \text{ respectively, hence clearly }
  \neg \exists M_x, M_x \,[\Gamma', \xi \cdot \xi'] \ [x]_{\xi \cdot \xi'} \leftrightarrow \neg \exists M_x, M_x \,[\Gamma', \xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'] \ [x]_{\xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'}.
  \]

- \( e \cdot e' \equiv m\{A_1\} \) I.H. on \( A_1 \) with \( [e]_{\xi \cdot \xi'} \equiv [e]_{\xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'} \) and \( [e']_{\xi \cdot \xi'} \equiv [e']_{\xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'} \) (Lem. 100) hence evaluation is equivalent and this holds.

- \( \forall x \in (\Gamma') A_1 \) knowing that \( \delta \not\in \Gamma' \) then the same possible terms are quantified over given Lem. 102 \( (M_x \,[\Gamma', \xi \cdot \xi'] \ V \leftrightarrow M_x \,[\Gamma', \xi \cdot \delta : \Gamma_a \land TCV \cdot \xi'] \ V) \) and by I.H. on \( A_1 \) the case holds.

- \( \forall \delta'.A_1 \) by I.H. on \( A_1 \) this holds for any model containing \( \delta \) and \( \delta' \) then by the semantics the lemma holds.

\[ \square \]

5.4.7 Lemmas Regarding Congruent Models

Congruent values should be interchangeable in models, assuming the models are well constructed, hence the introduction of congruent models in Def. 106, ensuring the two models are point-wise contextually congruent. Congruent models are proven to satisfy the exact same formulae in Lem. 108 using Lem. 107 which states that any term used to derive a value from one model produces a contextually congruent value using congruent models. These proofs assume that any fresh name produced by one model can be swapped for the same names as those produced by another model. This is valid under injective-renaming of fresh names (nominal determinacy Def. 25).

Definition 106 (Congruent models). Two models \( \xi_1 \) and \( \xi_2 \) are congruent models (\( \xi_1 \equiv \xi_2 \)) iff the values are contextually congruent and the LTC are identical in both models as
follows.

\[ \forall \Gamma_1, \Gamma_2, \xi_1^{\Pi_1}, \xi_2^{\Pi_2}. \]

\[ \xi_1^{\Pi_1} \cong \xi_2^{\Pi_2} \iff \delta(\xi_1) \cup \delta(\xi_2) \equiv G \]

\[ \land \text{dom}(\Pi_1) \equiv \text{dom}(\Pi_2) \land [\Pi_1]_{\xi_1} \equiv [\Pi_2]_{\xi_2} \]

\[ \land \forall \delta^{TC} \in \text{dom}(\Pi_1). \xi_1(\delta) \equiv \xi_2(\delta) \]

\[ \land \forall x^\alpha \in \text{dom}(\Pi_1 \setminus \text{TCV}). \xi_1(x) \equiv^G_\alpha \xi_2(x) \]

The TCVs in \( \Gamma_1 \) are equated in the second to last line and the standard variables are equated in the final line, hence the use of \( \Gamma_1 \setminus \text{TCV} \) in the bottom line. This definition requires \( \xi_1 \) and \( \xi_2 \) to be well constructed models. The LTCs in \( \xi_1^{\Pi_1} \cong \xi_2^{\Pi_2} \) can be different but must contain the same domain, the LTCs are often dropped for brevity.

**Lemma 107** (Values derived from equivalent terms extend congruent models).

\[ \forall M^\alpha, \Gamma_1, \Gamma_2, \xi_1^{\Pi_1}, \xi_2^{\Pi_2}. \xi_1 \equiv \xi_2 \land M^{[\Pi_1, \xi_1]} V_1 \rightarrow \xi_1 \cdot x : V_1 \equiv \xi_2 \cdot x : V_2 \]

Assuming the names produced in \( V_1 \) are the same as those in \( V_2 \) which can be written more formally as follows.

\[ \forall M^\alpha, \Gamma_1, \Gamma_2, \xi_1^{\Pi_1}, \xi_2^{\Pi_2}. \xi_1 \equiv \xi_2 \land \forall V_1. M^{[\Pi_1, \xi_1]} V_1 \rightarrow \exists V_2. M^{[\Pi_2, \xi_2]} V_2 \rightarrow \xi_1 \cdot x : V_1 \equiv \xi_2 \cdot x : V_2 \]

**Proof.** The requirement for the names to be the same in both \( V_1 \) and \( V_2 \) is possible under injective renaming as the fresh names produced in \( V_2 \) can be selected to be the fresh names produced in \( V_1 \). The proof that this holds is simply a case of proving that because the values that close \( M \) in \( \xi_1 \) are congruent to those that close \( M \) in \( \xi_2 \) then \( M{\xi_1}^{\alpha} \cong M{\xi_2}^{\alpha} \) the values produced are by definition congruent up to the renaming of certain fresh names (nominal determinacy Def. 25).

**Lemma 108** (Congruent extensions implies their evaluation added to a model, model equivalently).

\[ \forall \Gamma_1, \Gamma_2, \xi_1^{\Pi_1}, \xi_2^{\Pi_2}, A. \xi_1 \equiv \xi_2 \land \Gamma_1 \vdash A \land \Gamma_2 \vdash A \rightarrow \xi_1 \vdash A \iff \xi_2 \vdash A \]

Use I.H. as the additions are all of the same form when proving \( A \):
Proof. Proof by I.H. on the structure of $A$:

1. Assume $\Pi_1, \Pi_2, \xi_1^\Pi_1, V_1^\alpha, V_2^\alpha$ s.t. $\xi \cdot x : V_1 \equiv \xi \cdot x : V_2 \land \Pi_1 \models A$

2. Let $G \equiv \tilde{\alpha}(\xi_1) \cup \tilde{\alpha}(\xi_2)$

3. Assume $\xi_1 \models A$ to prove $\xi_2 \models A$

4. Where $\xi_2 \models A \implies \xi_1 \models A$ by symmetry

Prove the final step in line 2 by I.H. on the structure of $A$ as follows.

$A \equiv e = e'$ This holds trivially via Lem. 107 as the models $\xi_i$ have contextually congruent values

hence $[[e]]_{\xi_1} \equiv^G [[e]]_{\xi_2}$ and $[[e']]_{\xi_1} \equiv^G [[e']]_{\xi_2}$.

$A \equiv \neg A'$ By I.H. on $A'$.

$A \equiv A_1 \land A_2$ By I.H. on $A_1$ and $A_2$.

$A \equiv A_1 \lor A_2$ By I.H. on $A_1$ and $A_2$.

$A \equiv A_1 \rightarrow A_2$ By I.H. on $A_1$ and $A_2$.

$A \equiv e \cdot e' = m^\alpha\{A'\}$ Assuming $\xi_1 \models e \cdot e' = m^\alpha\{A'\}$ iff $\exists V_m. ee'[[\Pi_1; \xi_1]] V_m \land \xi_1 \cdot m : V_m \models A'$

then it is clear that for all $W_m$ s.t. $ee'[[\Pi_2; \xi_2]] W_m$

assuming the same critical names are produced in both $V_m$ and $W_m$ then Lem. 107 ensures $V_m \equiv^{G, \tilde{\alpha}(V_m, W_m)} W_m$

thus $\xi_1 \cdot m : V_m \equiv \xi_2 \cdot m : W_m$

hence by I.H. on $A'$: $\xi_2 \cdot m : W_m \models A'$

hence $\xi_2 \models e \cdot e' = m^\alpha\{A'\}$

$A \equiv \forall u^\alpha \in (\Pi_0).A'$ Assume $\xi_1 \models \forall u^\alpha \in (\Pi_0).A'$ iff $\forall M_u. M_u [[\Pi_0; \xi_1]] V_u \rightarrow \xi_1 \cdot u : V_u \models A'$

Prove $\xi_2 \models \forall u^\alpha \in (\Pi_0).A'$ iff $\forall M_u. M_u [[\Pi_0; \xi_2]] W_u \rightarrow \xi_2 \cdot u : W_u \models A'$

Assume some $M_u$ such that $M_u [[\Pi_0; \xi_2]] W_u$ then given $[[\Pi_0]_{\xi_2} \equiv [[\Pi_0]_{\xi_1}}$ the assumption implies $M_u [[\Pi_0; \xi_1]] V_u$ and $\xi_1 \cdot u : V_u \models A'$

and as $W_u$ and $V_u$ are derived from $M_u$ then Lem. 107 ensures $V_u \equiv^{G, \tilde{\alpha}(V_u, W_u)} W_u$

hence $\xi_1 \cdot u : V_u \equiv \xi_2 \cdot u : W_u$

by induction on $A'$ this implies $\xi_2 \cdot u : W_u \models A'$.

Hence $\forall M_u. M_u [[\Pi_0; \xi_2]] W_u \rightarrow \xi_2 \cdot u : W_u \models A'$ hence $\xi_2 \models \forall u \in (\Pi_0).A'$

$A \equiv \exists u \in (\Pi_0).A'$ Proof holds as $\exists u \in (\Pi_0).A' \equiv^d \neg \forall u \in (\Pi_0).\neg A'$ which can be proven using the cases above.
A ≡ ∀δ.A’ Assume ξ₁ |= ∀δ.A’ iff ∀Π’₁, ξ’₁, ξ₁ ≻* ξ’₁ → ξ₁ · δ : Π’₁ \ TCV |= A’
Prove ξ₂ |= ∀δ.A’ iff ∀Π’₂, ξ’₂, ξ₂ ≻* ξ’₂ → ξ₂ · δ : Π’₂ \ TCV |= A’
Assume some Π’₂ and ξ’₂ such that ξ₂ ≻* ξ’₂
then derivation (terms and LTCs) required to derive ξ’₂ from ξ₂ derives a model ξ’₁ from ξ₁ such that ξ’₁ ≡ ξ’₂ (using Lem. 107)
and hence ξ’₁ · δ : Π’₁ \ TCV ≻ ξ’₂ · δ : Π’₂ \ TCV (Def. 106)
and I.H. on A’ can now be used to show that given ξ’₁ · δ : Π’₁ \ TCV |= A’ then ξ’₂ · δ : Π’₂ \ TCV |= A’ hence the case holds.

A ≡ e#Π₀ Proof holds by definition of e#Π₀ ≡ ∀z:Nm ∈ (Π₀).z ≠ e whose cases are covered above.

The next 3 lemmas are introduced to prove axiom (utcl) which requires that model extensions are maintained when a derivable name is added to both models, proven in Lem. 111. To prove this the single-point extension version in Lem. 110 uses Lem. 109 which states that for any Π, ξ derived value W, a contextually congruent value can be derived from Π + x : Nm, ξ · x : n where n is any name derived using the original value W.

Lemma 109 (Derivable names can be added to the model to maintain extensions).

∀Π, ξ, W₁, M, n. n ∉ d(ξ) ∧ n ∈ d(W)
∧ M [Π + x : ξ, W₁] n
∧ Wₓ ≻ d(Wₓ)

The essence of the proof is that the value Wₓ can be derived in the same way W is derived but with a swap of names. The name swapping can occur because both names are accessible (through x and through M) and a name swapping function is provided.

Proof. Using Nₓ ≡ N would produce W with a fresh name n where n should be and n ∉ d(W). Define a set of functions that allows for the replacement of one name n’ by another name n, in an outputted value V as Replaceα(n for n’ in V). Then Replaceα(n for n’ in V) reduces to a value which is clearly contextually congruent to V, except any occurrence of the name n in V would be swapped for the name n’. This function is defined inductively
on the type of $V$ as follows.

\[
\begin{align*}
\text{Replace}_{\text{Unit}}(x \text{ for } x' \text{ in } V) &= V \\
\text{Replace}_{\text{Bool}}(x \text{ for } x' \text{ in } V) &= V \\
\text{Replace}_{\text{Nm}}(x \text{ for } x' \text{ in } V) &= \text{let } v = V \text{ in } \text{if } v = x' \text{ then } x \text{ else } v \\
\text{Replace}_{\alpha_1 \times \alpha_2}(x \text{ for } x' \text{ in } V) &= \text{let } v = V \text{ in } \\
& \quad \langle \text{Replace}_{\alpha_1}(x \text{ for } x' \text{ in } \pi_1(v)), \text{Replace}_{\alpha_2}(x \text{ for } x' \text{ in } \pi_2(v)) \rangle \\
\text{Replace}_{\alpha_1 \rightarrow \alpha_2}(x \text{ for } x' \text{ in } V) &= \text{let } v = V \text{ in } \lambda z^{\alpha_1}. \text{Replace}_{\alpha_2}(x \text{ for } x' \text{ in } vz)
\end{align*}
\]

Clearly $\forall V(n)^\alpha, n'. n' \not\in \delta(V(n)) \rightarrow V(n) \cong_{\alpha}(V(n), n')$ Replace$_{\alpha}(n \text{ for } n' \text{ in } V(n'))$ holds by definition. This function is used to prove that the value $W$ can be obtained from $N_x$ by defining the $N_x$ given that $N [\Pi, \xi] \rightarrow W$ and $M [\Pi + z^{\alpha_1}, \xi; z; W] \n$.

\[
N_x \equiv \begin{cases}
\text{let } z = N \text{ in } & \text{produces } W \text{ with different } n \\
\text{let } x_{\text{new}} = M \text{ in } & \text{extracts new } n \text{ from new } W \\
\text{Replace}_\alpha(x_{\text{new}} \text{ for } x \text{ in } z) & \text{swap } x_{\text{new}} \text{ for } x \text{ in the } W \text{ produced}
\end{cases}
\]

This produces the value $W_x$ which, assuming all other fresh names are equivalent (nominal determinacy Def. 25), satisfies $W \cong_{\alpha}(W,W_x) W_x$ by definition, as required.

\[\square\]

**Lemma 110** (Derivable names can be added to the model to maintain extensions).

\[
\forall \Pi, \xi^{\Pi}, W^{\alpha}, M, n. \left( n \not\in \delta(\xi) \land n \in \delta(W) \right) \rightarrow \exists W_x^{\alpha}. W \cong_{\alpha}(W,W_x) W_x
\]

Then $\xi \equiv \xi'$ as follows.

\[
\xi \equiv \xi' \quad \text{The proof is trivial given } \xi'' \equiv \xi' \equiv \xi.
\]

\[
\xi \equiv \xi' \quad \text{Then } \xi' \equiv \xi \cdot \delta : {\Pi}_0 \text{ holds trivially with some } {\Pi}_0 \text{ such that } [\Pi_0]_{\xi} \equiv [\Pi_0]_{\xi'} \quad \text{via } \\
\xi'' \equiv \xi \cdot \delta : {\Pi}_0.
\]

Then $\xi' \equiv \xi \cdot z : W$ holds by Lem. 110.

\[
\xi \equiv^* \xi'' \quad \text{Then this holds by induction.}
\]

\[\square\]
5.5 Summary

A model for the $\nu$-logic has been introduced, based on the LTC from the logic. Derivations of values from a model and LTC are introduced to ensure hidden names in the model can be used, but are not revealed. The derivations are used to define models being extensions of one another, which, again, maintains the hidden property of names within the model. These two concepts provide the key novelties in the semantics introduced for the expressions, formulae and triples of the $\nu$-logic.

Semantic definitions of properties of formulae are introduced for the two syntactic properties of extension independence and thinness. These semantic definitions model what the syntactic definitions were initially intending.

As a precursor to proving soundness, numerous lemmas regarding the model are introduced and proven. These lemmas facilitate the soundness proofs in the next chapter.
Chapter 6

Soundness

Soundness of a Hoare logic ensures that for any triple derivable from the rules and axioms ($\vdash \{A\} M :_u \{B\}$) then the triple is logically valid with respect to the semantics ($\models \{A\} M :_u \{B\}$). The converse, completeness ensures that any logically valid triple with respect to the model can be proven via the rules. In this section the $\nu$-logic is proven sound with respect to the semantics provided in Chapt. 5. This is achieved through proving all axioms sound in Sec. 6.2 and then proving all the rules sound in Sec. 6.3. The lemmas in Sec. 5.4 provide a basis from which to prove soundness of the axioms and rules introduced in Chapt. 4. The definitions of syntactic extension independence and syntactic thinness introduced in Sec. 4.4 are proven to classify formulae which are indeed semantically extension independent and thin in the model in Sec. 6.1.

In Sec. 6.5 a definition of what it means for a program logic to be a conservative extension is defined alongside a sketch of the $\nu_{GS}$-calculus program logic being a conservative extension of the STLC program logic seen in Sec. 2.2.2.

6.1 Soundness of Properties of Formulae

Syntactic definitions of extension independence and thinness introduced in Def. 54 and Def. 55, respectively, can now be proven to be so by the model under Def. 77 and Def. 78 respectively. The proof of these properties is not essential to the understanding of the logic, but is key to the soundness of the logic. These are represented in the following two lemmas.

The $\text{ExtInd}_{sem}$ property of formulae is used throughout the soundness proofs in Chapt. 6 to ensure specific formulae modelled by one model are also modelled by any extensions and contractions of that model, assuming the typing condition holds.
The syntactic definition of $\text{EXTIND}_{\text{Syn}}$ in Def. 54 provides a syntactic check on formulae which is proven to imply satisfaction of the $\text{EXTIND}_{\text{Sem}}$ property from Def. 77 in the Lem. 112.

**Lemma 112** ($\text{EXTIND}_{\text{Syn}}$ implies $\text{EXTIND}_{\text{Sem}}$).

$$A \cdot \text{EXTIND}_{\text{Syn}} \rightarrow A \cdot \text{EXTIND}_{\text{Sem}}$$

*Proof.* This is proven in Ap. A.1, Lem. 122. □

The syntactic definition is designed to capture all formulae in the reasoning examples yet still satisfy this property, hence this result is not unexpected.

As with the $\text{EXTIND}_{\text{Sem}}$ property of formulae, the semantic thinness property of formulae is formally defined in Def. 78. The property is used throughout the soundness proofs to ensure certain variables can be removed from a model whilst maintaining satisfaction of the formulae.

In Def. 55 a syntactic check is introduced which guarantees a formulae is thin with respect to a certain variable. A proof that each syntactically thin formulae is indeed semantically thin is as follows.

**Lemma 113** (Syntactically thin formulae implies semantically thin).

$$\forall \Gamma', A, x. \Gamma' \not\models x \models A \rightarrow (A \cdot \text{THIN}_{\text{Syn}}(x) \rightarrow A \cdot \text{THIN}_{\text{Sem}}(x))$$

*Proof.* This is proven in Ap. A.1 in Lem. 123. □

The syntactic definition is designed to capture all formulae in the reasoning examples yet still satisfy this property.

### 6.2 Soundness of Axioms

The axioms introduced in Sec. 4.5 are proven sound in the following sections, categorised into primary logical constructors used as follows. The axioms for equality are proven in Sec. 6.2.1. The axioms for universal restricted quantification (and existential) are proven sound in Sec. 6.2.2. The axioms for the freshness constructor are proven sound in Sec. 6.2.3. The axioms for universal quantification over TCV are proven sound in Sec. 6.2.4. Finally, the axioms for evaluation formulae are proven sound in Sec. 6.2.5.

#### 6.2.1 Soundness of Axioms for Equality

The following axioms are proven trivially:

$(eq1) \equiv e = e$, $(eq2) \equiv e = e' \leftrightarrow e' = e$, $(eq3) \equiv e = e' \land e' = e'' \rightarrow e = e''$
Soundness Proof of Axiom (eq4)

This axiom is critical to allow us to deconstruct the logical constructor of equality. The primary idea is that because $x$ and $e$ are congruent they can be substituted in the model for one another using Lem. 108.

\[ \Gamma \vdash A \land x = e \rightarrow A[e/x]_\Gamma \]

Proof.

1. Assume $\Gamma, \xi \vdash A \land x = e$ and $e$ free for $x$ in $A$.

2. \[ \xi \vdash A \land x = e \] Assume

3. \[ \xi \vdash A \land [x]_\xi \cong^A \xi \] Sem. $\land$

4. \[ \exists V_e. \xi \vdash A \land [x]_\xi \cong^A \xi \land e \cong_{[\Gamma, \xi]} V_e \] Lem. 88

5. \[ \exists V_e. \xi \vdash A \land [x]_\xi \cong^A \xi \land [e]_\xi \cong^A V_e \] Lem. 91

6. \[ \exists V_e. \xi \vdash A \land [x]_\xi \cong^A \xi \land e \cong_{[\Gamma, \xi]} V_e \] Transitivity of $\cong$

7. \[ \exists V_e. \xi \vdash A \land [x]_\xi \cong^A \xi \land e \cong_{[\Gamma, \xi]} V_e \] Lem. 108

8. \[ \rightarrow \exists V_e. \xi \vdash A \land e \cong_{[\Gamma, \xi]} V_e \] Let $A_0 \equiv A$

9. \[ \rightarrow \exists V_e. \xi \vdash A \land e \cong_{[\Gamma, \xi]} V_e \] Let $A_0 \equiv A$

10. \[ \rightarrow \exists V_e. e \cong_{[\Gamma, \xi]} V_e \land \forall x'. x' \notin \text{dom}(\Gamma) \rightarrow \xi \cdot x': V_e \models A[x'/x] \] M.P.

11. \[ \rightarrow \forall x'. x' \notin \text{dom}(\Gamma) \rightarrow \exists V_e. e \cong_{[\Gamma, \xi]} V_e \land \xi \cdot x': V_e \models A[x'/x] \] F.O.L.

12. \[ \rightarrow \forall x'. x' \notin \text{dom}(\Gamma) \rightarrow \xi \vdash (A[x'/x])[e/x'] \] Sem.$A[e/x'] \ (x' \notin \text{fv}(\xi))$

13. \[ \rightarrow \xi \models A[e/x] \] Sem.$A[e/x] \ (x \in \text{fv}(\xi))$

14. Hence: \[ \forall \xi \vdash A \land x = e \rightarrow A[e/x] \rightarrow \xi \models A \land x = e \rightarrow A[e/x] \] Lines.1-13

□
6.2.2 Soundness of Axioms for Restricted Quantification

Soundness Proof of Axiom \((u1)\)

\[ \Gamma_0 \models e : \alpha \quad \Rightarrow \quad \Gamma \models \forall x^\alpha \in (\Gamma_0).A \rightarrow A[e/x]_{\Gamma} \]

**Proof.**

1. Let: \((u1) \equiv \forall x^\alpha \in (\Gamma_0).A \rightarrow A[e/x]\)

2. Assume \(\Gamma, \xi \Pi \text{ s.t. } \Gamma \triangleright \xi \land \Gamma_0 \models (u1)\) and \(\Gamma_0 \models e : \alpha\)

3. Assume \(\xi \models \forall x^\alpha \in (\Gamma_0).A\) and \(\Gamma_0 \models e : \alpha\)

4. \(\forall M_x, V_x. M_x \xrightarrow{[\Pi_0, \xi]} V_x \Rightarrow \xi \cdot x : V_x \models A\) \(\text{Sem.} \forall \in ()\).

5. \(e \rightarrow \text{expression} \Rightarrow e \rightarrow \text{term} \Rightarrow \delta(e) = \emptyset\) \(\text{Lem. 89}\)

6. \(\Gamma \models \Gamma_0 \rightarrow ([\Pi_0]_{\xi} \models e : \alpha \rightarrow [\Pi]_{\xi} \models e : \alpha)\) \(\text{Lem. 92}\)

7. \(\Gamma_0 \models e : \alpha \rightarrow \exists V_e. e \xrightarrow{[\Pi_0, \xi]} V_e\) \(\text{Lem. 88}\)

8. \(\exists V_e. e \xrightarrow{[\Pi_0, \xi]} V_e \land \xi \cdot x : V_e \models A\) \(\text{Instant. Line.3 } M_x, V_x \text{ to } e, V_e, M.P.\)

9. \(\xi \models A[e/x]\) \(\text{Sem.}[e/x], x \notin \text{dom}(\xi)\)

10. Hence \(\xi \models \forall x^\alpha \in (\Gamma_0).A\) and \(\Gamma_0 \models e : \alpha\) implies \(\xi \models A[e/x]\) \(\text{Lines.3-9}\)

11. Hence \(\forall \Gamma, \Gamma_0, A, e. \Gamma \models (u1) \land \Gamma_0 \models e : \alpha\)

**Soundness Proof of Axiom \((u2)\)**

\[ A^\text{ExtInd}_{\text{Syn}} \rightarrow A^\text{ExtInd}_{\text{Sem}} \]

**Proof.** Given Lem. 112 ensures \(A^\text{ExtInd}_{\text{Syn}}\) implies \(A^\text{ExtInd}_{\text{Sem}}\), then clearly it is only required to show that for any \(V\) derived from \(\Pi_0\) and \(\xi\) then \(\xi \models x^\alpha \cdot x : V\) which is easily proven by Lem. 93 and Def. 70 and hence this holds.

**Soundness Proof of Axiom \((u3)\)**

\[ (\forall x^\alpha \in (\Pi_0). (A \land B)) \leftrightarrow (\forall x^\alpha \in (\Pi_0). A) \land (\forall x^\alpha \in (\Pi_0). B) \]

**Proof.** This clearly holds given the F.O.L. axiom in the meta-logic: \( (\forall x. A \land B) \leftrightarrow (\forall x. A \land \forall x. B) \) and the use of \(\forall\) in the semantics of \(\forall x \in (\Pi_0)\).
Soundness Proof of Axiom (u4)

\[ \Pi_0 \vdash \Pi_1 \implies \forall x^\alpha \in (\Pi_0).A \implies \forall x^\alpha \in (\Pi_1).A \]

Proof. Clearly holds by Lem. 93 and the semantics of \( \forall x \in (\Pi_1). \)

Soundness Proof of Axiom (u5)

\[ \alpha \in \alpha_{\text{Nm}} \implies \forall x^\alpha \in (\Pi_0).A \iff \forall x^\alpha \in (\emptyset).A \]

Proof. Both \( \forall x \in (\Pi_0). \) and \( \forall x \in (\emptyset). \) quantify over the same set of values as the values are all of type \( \alpha_{\text{Nm}} \) hence Lem. 87 applies. The essence is that every value of type \( \alpha_{\text{Nm}} \) is contextually equivalent to a value without a name (i.e. an STLC term) which can be derived from \( \emptyset. \)

Soundness Proof of Axiom (u6)

\[ \Pi + x + y \vdash x^\Pi \land y^\Pi + x \rightarrow \forall f^{\text{Nm} \rightarrow \text{Nm}} \in (\Pi). f \bullet x = m \{ m \neq y \} \]

Proof. Trivial given some model \( \Pi + x + y \models \xi \) such that \( \xi \models x^\Pi \land y^\Pi + x \) then for any \( M_f \) s.t. \( M_f \models_{\Pi, \xi} V_f \) then \( f \models_{\Pi + x + y + f, \xi + f \models V_f} V. \) Given \( \xi(y) \notin a(M_f, V_f, x) \) then \( \xi(y) \notin a((fx)\xi) \)

Soundness Proof of Axiom (u7)

\[ \Pi + x + y \vdash x^\Pi \land y^\Pi + x \rightarrow \forall f^{\text{Nm} \rightarrow \text{Bool}} \in (\Pi). f \bullet x = m \{ f \bullet y = n \{ m = n \} \} \]

Proof. Clearly \( f \) is derived from \( \Pi \) which does not contain the names \( x \) or \( y \) given well constructed models and \( x^\Pi \) and \( y^\Pi + x. \) Hence the function \( f \) cannot distinguish names \( x \) and \( y \) or any other fresh name meaning the output of \( fx \) is a Boolean and the same Boolean is outputted by \( fy \) (and also \( f(\text{gensym}()) \)). This is holds given the nominal determinacy property Def. 25.

This is used in Ex. 36 where ideally the axiom would have the form

\[ \Pi + x + y \vdash a : (\text{Nm} \rightarrow \text{Bool}) \rightarrow \text{Bool} \models x^\Pi \land y^\Pi + x \rightarrow \forall f^{\text{Nm} \rightarrow \text{Bool}} \in (\Pi + a). f \bullet x = m \{ f \bullet y = n \{ m = n \} \} \]

However this fails for some cases of \( a \) for instance if \( a : \lambda z^{\text{Nm} \rightarrow \text{Bool}}. zx \) and \( f : \lambda m^{\text{Nm}}. (a(\lambda n^{\text{Nm}}, n = m)) \) hence this version of the axiom does not hold.
Soundness Proof of Axiom (u8)

\[ \Gamma \vdash (\forall x^{Nm} \in (\emptyset). x \# \Gamma \land A) \leftrightarrow \forall x^{Nm} \in (\emptyset). A \]

Proof. Clearly the only name derivable from the LTC \( \emptyset \) is a fresh name produced by a term equivalent to gensym() hence the name stored at \( x \) must be fresh from all other names derived from the nameset from which it is fresh which is represented by \( \Gamma \) hence \( x \# \Gamma \) is guaranteed.

\[ \square \]

Soundness Proof of Axiom (u9)

\[ \Gamma_1 \vdash e : Nm \quad \implies \quad \Gamma_1 \vdash \forall x^{Nm} \in (\Gamma_1).a \bullet x = e \quad \rightarrow \quad \forall x^{Nm} \in (\Gamma_1 + a).a \bullet x = e \]

Proof. Clearly any application of \( a \) to a name derivable from \( \Gamma_1 \) is another name derivable from \( \Gamma_1 \), however there is a possibility that \( a \) can be applied to a name derivable from \( \Gamma_1 + a \) yet not derivable from \( \Gamma_1 \) hence producing a name not equivalent to \( e \). Assume some model \( \Gamma \models \xi \) such that \( \Gamma_1 \models \Gamma_1 + a \), and \( \Gamma_1 + a \models e : Nm \) and \( \xi \models \forall x^{Nm} \in (\Gamma_1).a \bullet x = e \) it is required to prove \( \xi \models \forall x^{Nm} \in (\Gamma_1 + a).a \bullet x = e \).

For example consider the case where \( \xi(b) \equiv \lambda f^{Nm \mapsto Nm} \text{if } f n_1 = n_2 \text{ then } n_3 \text{ else } n_0 \) where \( n_1, n_2, n_3 \) are not derivable from \( \xi \setminus a \), with \( \xi(a) \equiv \lambda x^{Nm} \text{if } x = n_1 \text{ then } n_2 \text{ else } n_0 \). The evaluation of \( ba \) returns \( n_3 \) which was not previously derivable from \( \xi \setminus a \), however this is impossible by the fact that \( \xi \) is a well constructed model hence cannot reveal previously hidden names and thus the names \( n_1 \) and \( n_2 \) cannot appear in \( a \) unless they are already derivable from \( \xi \setminus a \) or are fresh which is known not to be the case.

The general case is satisfied by the fact that \( \xi \) is a well constructed model ensuring that any name \( n' \) derivable from \( \xi \) ensures \( an' \) does not return \( e \). By definition \( n' \) must be in \( \Delta(\xi(a)) \) (otherwise \( an' \equiv^{Nm} a(\text{gensym()})(\equiv^{Nm} e) \)), hence \( n' \) cannot be derived from \( \xi \). This means \( n' \) isn’t quantified over by \( \forall x \in (\Gamma_1 + a) \), and hence this axiom holds.

\[ \square \]

Soundness Proof of Axiom (u10)

\[ \Gamma + a : \alpha \rightarrow \text{Bool} \vdash \forall f^{\alpha} \in (\Gamma).a \bullet f = c \quad \rightarrow \quad \forall f^{\alpha} \in (\Gamma + a).a \bullet f = c \]

Consider the simple case where \( \alpha \equiv Nm \) then \( M(a) \) uses \( a : Nm \rightarrow \text{Bool} \). However by definition of a well constructed model, the name at \( f \) cannot be the fresh name hidden in \( a \) as this is not revealed by \( a \). Hence \( f \) must be fresh (in which case \( a \) cannot distinguish it), or derivable from \( \xi \) and hence no new terms are derivable from \( \Gamma + a \) which were not already derivable from \( \Gamma \).
Proof.

1. Assume $\xi \cdot a : V_a$ s.t. $\Gamma + a : \alpha \rightarrow \text{Bool}$ $\Rightarrow$ $\xi \cdot a : V_a$

2. Assume $\xi \cdot a : V_a \models \forall f^\alpha \in (\Gamma).a \cdot f = c$

3. \[\leftrightarrow \forall M'_f, M_f [\Gamma, \xi] V_f \rightarrow \xi \cdot a : V_a \cdot f : V_f |\models a \cdot f = c\]

4. Prove $\xi \cdot a : V_a \models \forall f^\alpha \in (\Gamma+a).a \cdot f = c$

5. \[\leftrightarrow \forall M'_f, M_f [\Gamma+, \xi] V_f' \land \xi \cdot a : V_a \cdot f : V_f' |\models a \cdot f = c\]

6. Proof by contradiction:

7. Assume $\xi \cdot a : V_a \models \forall f^\alpha \in (\Gamma).a \cdot f = c \land \exists f^\alpha \in (\Gamma+a).a \cdot f = \neg c$

8. \[\rightarrow \exists M'_f, M_f [\Gamma, \xi] V_f' \land \xi \cdot a : V_a \cdot f : V_f' |\models a \cdot f = c\]

9. Select smallest $M'_f$ for which this is the case, and show a contradiction exists

10. $[\Gamma+a]_{\xi, a : V_a} \vdash M'_f : \alpha \land \emptyset \vdash V_a : \alpha \rightarrow \text{Bool}$

11. Hence $M'_f$ must apply (or discard) every use of $a$

12. Each application of $a$ in $M'_f$ must be to a term smaller than $M'_f$ hence will return $c$

13. Hence each application of $V_a$ in $(M'_f[V_a/a])\xi$ is equivalent to $\lambda z.c$

14. Hence $(M'_f[V_a/a])\xi$ is equivalent to $(M'_f[\lambda z.c/a])\xi$

15. Given $\Gamma \vdash M'_f[\lambda z.c/a] : \alpha$ then by line 3 implies $(M'_f[\lambda z.c/a]) [\Gamma, \xi] V_a |\models c$

16. Hence a contradiction with line 9 meaning no such term exists

17. Hence contradiction with the original assumption in line 7 and the axiom holds

\[\square\]

Soundness Proof of Axiom (ex1)

\[(\Gamma \vdash \Gamma_0 \land \Gamma_0 \vdash e : \alpha) \rightarrow \Gamma \vdash A[e/x]\Gamma \rightarrow \exists x \in (\Gamma_0).x = e \land A\]

Proof. Assume $\Gamma^{-x, \xi} \vdash A[e/x] \rightarrow e : \alpha$

such that $\Gamma \vdash A[e/x] \rightarrow \exists x \in (\Gamma).A$, $\Gamma \vdash \Gamma_0$ and $\Gamma_0 \vdash e : \alpha$
1. Assume $\Pi$ s.t. $\Pi \models A[e/x] \rightarrow \exists x \in (\Pi_0). x = e \land A$

2. Assume $\Pi_0$, $e$ s.t. $\Pi \models \Pi_0$ and $\Pi_0 \models e : \alpha$

3. Assume $\xi_{\Pi_d}$ s.t. $\Pi \triangleright \xi$ and $\xi \models A[e/x]$

4. $\iff \exists V. e \upharpoonright_\xi \subseteq V \land \xi : x : V \models A$ \hfill Sem.$A[e/x]$, $x \notin \text{dom}(\xi)$

5. $\iff \exists V. e \upharpoonright_{\Pi_0} \subseteq V \land \xi : x : V \models A \land e(\xi : x : V) \triangleleft_\alpha^A(\xi : x : V)$ \hfill Lem. 91

6. $\iff \exists V. e \upharpoonright_{\Pi_0} \subseteq V \land \xi : x : V \models x = e \land A$ \hfill Sem.$=, \land$

7. $\iff \exists M_e, V. M_e \upharpoonright_{\Pi_0} \subseteq V \land \xi : x : V \models x = e \land A$ \hfill Clearly holds for $M_e = e$

8. $\iff \xi \models \exists x \in (\Pi_0). x = e \land A$ \hfill Sem.$\exists x \in (\Pi_0)$.

**Soundness Proof of Axiom** (ex2)

A-ExtInd$_{Syn} \land x \notin \text{fv}(A) \rightarrow A \land \exists x \in (\Pi_0). B \leftrightarrow \exists x \in (\Pi_0). (A \land B)$

This is inspired by a similar axiom in F.O.L. and is proven using this axiom in the meta-F.O.L..

**Proof.** Clearly A-ExtInd$_{Syn}$ implies A-ExtInd$_{Sem}$ via Lem. 112.

1. Let: $(ex2) \equiv A \land \exists x \in (\Pi_0). B \leftrightarrow \exists x \in (\Pi_0). (A \land B)$

2. Assume $\Pi$ s.t. $\Pi \models (ex2)$ and $\xi_{\Pi_d}$ s.t. $\Pi \triangleright \xi$

3. Assume $\xi \models A \land \exists x \in (\Pi_0). B$

4. $\iff \xi \models A \land \exists M, V. M \upharpoonright_{\Pi_0} \subseteq V \land \xi : x : V \models B$ \hfill Sem.$\land, \exists \in ()$

5. $\iff \exists M, V. M \upharpoonright_{\Pi_0} \subseteq V \land \xi : x : V \models A \land \xi : x : V \models B$ \hfill F.O.L.

6. $\iff \exists M, V. M \upharpoonright_{\Pi_0} \subseteq V \land \xi : x : V \models A \land \xi : x : V \models B$ \hfill A-ExtInd$_{Sem}$

7. $\iff \xi \models \exists x \in (\Pi_0). (A \land B)$ \hfill Sem.$\land, \exists \in ()$

8. Hence: $\forall \Pi$. $\Pi \models (ex2) \rightarrow \forall \xi_{\Pi_d}$. $\Pi \triangleright \xi \rightarrow \xi \models (ex2)$ \hfill Lines.1-7
Soundness Proof of Axiom (ex3)

\[ \{a, b\} \subseteq \text{fv}(\Pi_0) \quad \rightarrow \quad \Pi + x + \Pi_0 \vdash a \bullet b = c\{c = x\} \quad \rightarrow \quad \exists x' \in (\Pi_0).x = x' \]

Proof.

1. Let: \((\text{ex}3) \equiv a \bullet b = c\{c = x\} \quad \rightarrow \quad \exists x' \in (\Pi_0).x = x'\)

2. Assume \(\xi_\Pi^d\) s.t. \(\Pi + x + \Pi_0 \vdash \xi\) and \(\xi \models a \bullet b = c\{c = x\}\)

3. \(\exists \, V_c, a, b \models \Pi_0^d, \xi \land \xi \models x = c\) \hspace{1cm} \text{Sem.} \bullet = \{\}

4. \(\exists \, M_x', V_c, M_x \models \Pi_0^d, \xi \land \xi \models x = c\) \hspace{1cm} \(M_x' \equiv ab, \{a, b\} \subseteq \text{fv}(\Pi_0)\)

5. \(\xi \models \exists x' \in (\Pi_0).x = x'\) \hspace{1cm} \text{Sem.} \exists \in \{\}

6. Hence: \(\forall \Pi + x + \Pi_0, \Pi + x + \Pi_0 \vdash (\text{ex}3) \quad \rightarrow \quad \forall \xi_\Pi^d, \Pi + x + \Pi_0 \vdash \xi \models (\text{ex}3)\)

\[
\]

Soundness Proof of Axiom (ex4)

\[ \Pi + x \vdash \forall y^{Nm} \in (\emptyset).\exists z^{Nm} \in (\Pi_0 + y).x = z \quad \rightarrow \quad \exists z \in (\Pi_0).x = z \]

Proof.

1. Assume some model \(\xi_\Pi^d\) s.t. \(\Pi + x \vdash \xi\) and \(\xi \models \forall y^{Nm} \in (\emptyset).\exists z^{Nm} \in (\Pi_0 + y).x = z\)

2. Let: \(\xi_y \equiv \xi \cdot y : V_y, \xi_{yz} \equiv \xi_y \cdot z : V_z, \xi_z \equiv \xi \cdot z : V_z\)

3. \(\forall \xi y^{Nm}, V_y, M_y \models [0, \xi] V_y \models \exists \xi z^{Nm}, V_z, M_z \models [\Pi_0 + y]^{\xi_y} V_z \land \xi_{yz} \models x = z\) \hspace{1cm} \text{Lem.} 32

4. \(\forall \xi y^{Nm}, V_y, M_y \models [0, \xi] V_y \models \exists \xi z^{Nm}, V_z, M_z \models [\Pi_0 + y]^{\xi_y} V_z \land \xi_{yz} \models x = z\) \hspace{1cm} \text{Lem.} 32

5. \(\forall \xi y^{Nm}, V_y, M_y \models [0, \xi] V_y \models \exists \xi z^{Nm}, V_z, M_z \models [\Pi_0 + y]^{\xi_y} V_z \land \xi_{yz} \models x = z\) \hspace{1cm} \text{Lem.} 32

6. \(\forall \xi y^{Nm}, V_y, M_y \models [0, \xi] V_y \models [x]_{\xi_{yz}} = [x]_{\xi_{z}}\)

7. \(\forall \xi y^{Nm}, V_y, M_y \models [0, \xi] V_y \models \exists \xi z^{Nm}, V_z, M_z \models [\Pi_0 + y]^{\xi_y} V_z \land [x]_{\xi_{yz}} \models A(\xi_{yz}) [z]_{\xi_{z}}\)

8. \(\forall \xi y^{Nm}, V_y, M_y \models [0, \xi] V_y \models \exists \xi z^{Nm}, V_z, M_z \models [\Pi_0 + y]^{\xi_y} V_z \land [x]_{\xi_{yz}} \models A(\xi_{yz}) [z]_{\xi_{z}}\)

9. \(\xi \models \exists z \in (\Pi_0).x = z\) \hspace{1cm} \text{Sem.} \exists \in \{\}

10. Hence: \(\forall \xi_\Pi^d, \Pi + x \vdash \xi \models \forall y^{Nm} \in (\emptyset).\exists z^{Nm} \in (\Pi_0 + y).x = z \quad \rightarrow \quad \exists z \in (\Pi_0).x = z\)

\[
\]
6.2.3 Soundness of Axioms for Freshness

Soundness Proof of Axiom \((f1)\)

\[
\Gamma_0 \vdash e' : \text{Nm} \quad \rightarrow \quad e \# \Gamma_0 \rightarrow e \neq e'
\]

*Proof.* Proven directly from syntactic definition of \(e \# \Gamma_0\) and \((u1)\). \(\Box\)

Soundness Proof of Axiom \((f2)\)

\[
\Gamma_0 \vdash \Gamma_1 
\rightarrow e \# \Gamma_0 \rightarrow e \# \Gamma_1
\]

*Proof.* Proven directly from syntactic definition of \(e \# \Gamma_0\), and \((u4)\). \(\Box\)
Soundness Proof of Axiom (f3)

\[ \Gamma + x : \text{Nm} + f : \alpha \rightarrow \alpha_{-\text{(Nm,} \rightarrow \text{)}} \vdash x \# \Gamma \Rightarrow x \# \Gamma f : \alpha \rightarrow \alpha_{-\text{(Nm,} \rightarrow \text{)}} \]

Proof. Use Lem. 84 to so show that \( f \) cannot help produce \( x \) if \( f : \alpha \rightarrow \alpha_{-\text{(Nm,} \rightarrow \text{)}} \):

1. Let: \( \Pi_x f \equiv \Pi + x : \text{Nm} + f : \alpha \rightarrow \alpha_{-\text{(Nm,} \rightarrow \text{)}} \) and \( \Pi_0 x f \equiv \Pi_0 + x + f \)

2. Assume \( \xi_x f \) s.t. \( \Pi_x f \vdash (\xi_0 f \cdot x \cdot n_x \cdot f : V_f) \Pi_0 x f \equiv \xi_x f \)

3. \( \Pi_x f \vdash \xi_x f \overset{\exists M_x, M_x[\Pi, \xi]}{\exists} n_x \wedge \exists M_f, M_f[\Pi + x, \xi n_x] V_f \)

4. Assume \( \xi_x f \models x \# \Pi \) \hspace{1cm} Assumption

5. Hence: \( \exists M_x, M_x[\Pi, \xi] \models n_x \wedge \exists N_x, N_x[\Pi, \xi] n_x \) \hspace{1cm} Sem., \( x \# \Pi \), Lines. 3, 4

6. Hence: \( \exists M_x, M_x[\Pi, \xi] \models n_x \wedge \exists N_x, N_x[\Pi, \xi n_x] n_x \) \hspace{1cm} Lem. 102

7. \( \Rightarrow n_x \notin \alpha(\xi) \) \hspace{1cm} Lem. 94

8. Assume \( n_x \notin \alpha(V_f) \overset{\rightarrow}{\Rightarrow} \exists P_x, P_x[\Pi + f, \xi_x f] n_x \) \hspace{1cm} Trivial Lem. 97

9. Assume \( n_x \in \alpha(V_f) \) \hspace{1cm} (proof by contradiction, Lines. 10-15)

10. Assume \( \exists P_x, P_x[\Pi + f, \xi_x f] n_x \)

11. \( \Leftrightarrow \exists P_x. \alpha(P_x) = 0 \wedge [\Pi]_\xi, f \vdash P_x : \text{Nm} \wedge (\alpha(\xi_x f), P_x \xi f) \Downarrow (\alpha(\xi_x f), G', n_x) \) \hspace{1cm} Sem. \[ \sim \]

12. \( \Leftrightarrow \exists P_x. \alpha(P_x) = 0 \wedge [\Pi]_\xi, f \vdash P_x : \text{Nm} \wedge (\alpha(\xi_x f), P_x \xi f) \Downarrow (\alpha(\xi_x f), G', n_x) \) \hspace{1cm} Lem. 63, \( P_x^{-x} \)

13. \( \Leftrightarrow \exists P_x. \alpha(P_x) = 0 \wedge [\Pi]_\xi, f \vdash P_x : \text{Nm} \wedge (\alpha(\xi_x f), (P_x \xi f) \Downarrow (\alpha(\xi_x f), G', n_x) \) \hspace{1cm} Def. closure, \( V_f \)-value

14. \( \Leftrightarrow \exists P_x. \alpha(P_x) = 0 \wedge [\Pi]_\xi, f \vdash P_x : \text{Nm} \wedge (\alpha(\xi_x f), (P_x \xi f) \Downarrow (\alpha(\xi_x f), G', n_x) \) \hspace{1cm} n_x \notin \xi \Rightarrow n_x \notin \alpha(f x), n_x \in \alpha(V_f) \hspace{1cm} n_x \notin \alpha(f x), n_x \notin \alpha(V_f) \hspace{1cm} \text{Lem. 84} \rightarrow \) \hspace{1cm} \( \neg (\ldots \Downarrow n_x) \)

15. Contradiction, hence: \( \neg \exists P_x, P_x[\Pi + f, \xi_x f] n_x \)

16. \( \Rightarrow \xi_x f \models x \# \Pi + f \) \hspace{1cm} for both \( n_x \) cases, Sem.\# 

17. Hence: \( \forall \xi_x f. \Pi + x + f \vdash \xi_x f \Rightarrow \xi_x f \models x \# \Pi \rightarrow x \# \Pi + f \) \hspace{1cm} Lines. 1-16

\[ \square \]
Soundness Proof of Axiom \((f4)\)

\[ y \notin \text{fv}(e) \rightarrow (e \# \Pi_0 \land \forall y^\alpha \in (\Pi_0).A) \leftrightarrow \forall y^\alpha \in (\Pi_0).(e \# (\Pi_0 + y : \alpha_y) \land A) \]

**Proof.** The \(\leftarrow\) direction is elementary given \((f2)\), \((u2)\) and \((u3)\).

The \(\rightarrow\) direction is proven as follows.

1. Let: \((f4) \equiv (e \# \Pi_0 \land \forall y^\alpha \in (\Pi_0).A) \rightarrow \forall y^\alpha \in (\Pi_0).(e \# (\Pi_0 + y : \alpha_y) \land A) \)

2. Assume some \(\Pi_1, \xi_1\) s.t. \(\Pi_1 \models (f4)\)

3. Assume \(\xi \models e \# \Pi_0 \land (\forall y \in (\Pi_0).A)\)

4. \(\models \exists M_e.M_e[e\xi] \land \forall M_y, V_y. M_y[e\xi] V_y \rightarrow \xi \cdot y : V_y \models A\)

5. \(\forall M_y, V_y. M_y[e\xi] V_y \rightarrow \neg \exists M_e.M_e[e\xi]\)

6. \(\forall M_y, V_y. M_y[e\xi] V_y \rightarrow \xi \cdot y : V_y \models e \# \Pi_0 + y \land A \)

7. \(\xi \models \forall y \in (\Pi_0).e \# (\Pi_0 + y) \land A\)

8. Hence: \(\forall \Pi_1, \Pi_1 \models (f4) \rightarrow \forall \xi, \Pi_1 \vdash \xi \rightarrow \xi \models (f4)\)

6.2.4 Soundness of Axioms for Universal Type Context Quantification

Soundness Proof of Axiom \((utc1)\)

\[ \Pi \models (\forall \delta.A) \rightarrow A[\Pi / \delta] \]
Proof.

1. Assume $\Gamma$ s.t. $\Gamma \vdash (\forall \delta. A) \rightarrow A[\Gamma/\delta]$.

2. Assume $\xi \Gamma^d$ s.t. $\Gamma \triangleright \xi$ and $\xi \models \forall \delta. A$.

3. $\forall \xi_{\Gamma^0}. \xi \not<^* \xi_0 \rightarrow \xi_0 \cdot \delta : \Gamma_0 \models A$. \textit{Sem.$\forall \delta$.}

4. $\xi \not<^* \xi \rightarrow \xi \cdot \delta : \Gamma_d \models A$. \textit{Instantiate $\forall \xi_{\Gamma^0}$ with $\xi$.}

5. $\xi \cdot \delta : \Gamma_d \models A$. \textit{F.O.L. ($\xi \not<^* \xi$) (\equiv T).}

6. $\xi \models A[\Gamma/\delta]$. \textit{Sem.$[\Gamma/\delta]$.}

7. $\forall \Gamma. \Gamma \vdash (\forall \delta. A) \rightarrow A[\Gamma/\delta]$ \textit{Lines.1-7}

8. Hence, $\forall \xi \Gamma^d. \Gamma \triangleright \xi \rightarrow \xi \models (\forall \delta. A) \rightarrow A[\Gamma/\delta]$.

\[ \square \]

\textbf{Soundness Proof of Axiom (utc2)}

$$A - \text{EXTIND}_{Syn} \rightarrow A^{-\delta} \leftrightarrow \forall \delta. A$$

This holds trivially given $A$-EXTIND$_{Syn}$ implies $A$-EXTIND$_{Sem}$ via Lem. 112. The full proof is included here.

\textit{Proof.} Assume: $\Gamma, \xi \Gamma^d$ s.t. $\Gamma \triangleright \xi$ then assume $\Gamma \vdash A^{-\delta} \leftrightarrow \forall \delta. A$ for some $A^{-\delta}$-EXTIND$_{Sem}$, then:

$\leftarrow$: Use (utc1) knowing that $A^{-\delta}[\Gamma/\delta] \equiv A$.

$\rightarrow$:

1. Assume $\xi \models A^{-\delta}$

2. Prove: $\xi \models \forall \delta. A$.

3. $\xi \models A^{-\delta} \rightarrow \forall \xi_{\Gamma^d}. \xi \not<^* \xi' \rightarrow \xi \models A^{-\delta}$. \textit{Tautology}

4. $\xi \models A^{-\delta} \rightarrow \forall \xi_{\Gamma^d}. \xi \not<^* \xi' \rightarrow \xi' \models A^{-\delta}$. \textit{A-EXTIND$_{Sem}$}

5. $\xi \models A^{-\delta} \rightarrow \forall \xi_{\Gamma^d}. \xi \not<^* \xi' \land \xi' \cdot \delta : \Gamma_d \models A^{-\delta}$. \textit{Lem. 105}

6. $\xi \models A^{-\delta} \rightarrow \xi \models \forall \delta. A$. \textit{Sem.$\forall \delta$.}

Hence $\forall \xi \Gamma^d, A$. $A$-EXTIND$_{Syn} \rightarrow \xi \models A^{-\delta} \leftrightarrow \forall \delta. A$. \[ \square \]
Soundness Proof of Axiom \((utc3)\)

\[
\forall \delta.(A \land B) \iff (\forall \delta.A) \land (\forall \delta.B)
\]

This holds trivially given F.O.L. but the full proof is included here.

**Proof.** Assume \(\xi^\Pi \delta\) then:

\(\rightarrow:\)

1. Assume \(\xi \models \forall \delta.(A \land B)\)

2. \(\forall \xi'^\Pi. \xi \not\leq^* \xi' \rightarrow \xi' \cdot \delta : \Pi' \models A \land B\) \(\text{Sem.} \forall \delta\).

3. \(\leftrightarrow \forall \xi'^\Pi. \xi \not\leq^* \xi' \rightarrow \xi' \cdot \delta : \Pi' \models A \land B\) \(\text{F.O.L.} A \leftrightarrow (A \land A)\)

4. \(\land \forall \xi'^\Pi. \xi \not\leq^* \xi' \rightarrow \xi' \cdot \delta : \Pi' \models A\) \(\land\text{-elim}\)

5. \(\leftrightarrow \xi \models (\forall \delta.A) \land (\forall \delta.B)\) \(\text{Sem.} \forall \delta., \land\)

\(\leftarrow:\)

1. Assume \(\xi \models (\forall \delta.A) \land (\forall \delta.B)\)

2. \(\leftrightarrow \forall \xi'^\Pi. \xi \not\leq^* \xi' \rightarrow \xi' \cdot \delta : \Pi' \models A\) \(\text{Sem.} \land, \forall\).

3. \(\land \forall \xi'^\Pi. \xi \not\leq^* \xi' \rightarrow \xi' \cdot \delta : \Pi' \models B\)

4. \(\leftrightarrow \xi \models \forall \delta.(A \land B)\) \(\text{Sem.} \land, \forall \delta\).

Hence \(\forall \xi^\Pi \delta. \xi \models \forall \delta.(A \land B) \iff (\forall \delta.A) \land (\forall \delta.B)\).

**Soundness Proof of Axiom \((utc4)\)**

\[
A-\text{ExtIND}_{\text{Syn}} \rightarrow \Pi' \models \forall x \text{Nm} \in (\Pi).A^{-\delta} \iff \forall \delta.\forall x \text{Nm} \in (\Pi + \delta).A^{-\delta}
\]

**Proof.** Clearly \(A-\text{ExtIND}_{\text{Syn}}\) implies \(A-\text{ExtIND}_{\text{Sem}}\) via Lem. 112.

\(\leftarrow:\) Holds through \((utc1)\).
Let: \((\text{utc}4) \rightarrow \equiv \forall x^N \in (\Gamma).A^{-\delta} \rightarrow \forall \delta.\forall x^N \in (\Gamma+\delta).A^{-\delta}\)

1. Assume \(\Gamma\) s.t. \(\Gamma \vdash (\text{utc}4)\)

2. Assume \(\xi^\Pi, \eta^\theta\) s.t. \(\Gamma \triangleright \xi\) and \(\xi \models \forall x^N \in (\Gamma).A\)

4. \(\iff \forall M, n_0, M^{[\xi^\Pi, \eta^\theta]} n_0 \rightarrow \xi \cdot x : n_0 \models A\)

5. Assume \(\xi^\Pi, M', n_1\) s.t. \(\xi \not\models^* \xi'\) and \(M'^{[\Pi+\delta, \xi', \eta^\Pi \setminus \text{TCV}]} n_1 \ \text{"}\ \forall \delta.\forall x^\eta \in (\delta)\."\)

6. \(\iff M^{[\Pi', \xi']} n_1^{[\Pi+\delta, \xi', \eta^\Pi \setminus \text{TCV}]} \equiv \Pi', \text{ Lem. 102}\)

7. \(n_1 \in \delta(\xi) \rightarrow n_0 \equiv n_1 \rightarrow \xi \cdot x : n_1 \models A\) \text{ Lem. 96 \(\rightarrow\) n_0 \equiv n_1 \text{ obtainable}\}

8. \(n_1 \notin \delta(\xi) \rightarrow \text{fresh-}n_0 \equiv n_1 \rightarrow \xi \cdot x : n_1 \models A\) \text{ Let } n_0 \equiv n_1 \text{ as } n_1 \notin \delta(\xi) \text{ (fresh names can be swapped)\}

9. \(\rightarrow \xi' \cdot x : n_1 \models A\) \text{ Lem. 111, Lem. 108, A-ExtINDSem}\)

10. \(\rightarrow \xi' \cdot \delta : \Pi' \setminus \text{TCV} \cdot x : n_1 \models A\) \text{ Lem. 105, A^{-\delta}\}

11. \(\rightarrow \xi \models \forall \delta.\forall x^N \in (\Gamma+\delta).A^{-\delta}\) \text{ Lines.4-9\}

12. Hence: \(\forall \Pi, \Pi \vdash (\text{utc}4) \rightarrow \forall \xi^\Pi, \eta^\Pi \triangleright \xi \rightarrow \xi \models (\text{utc}4)\) \text{ Lines.1-10\)

(Assuming A-ExtINDSem)

Essentially in line 7: if \(n_1\) is in \(\delta(\xi)\) then it can be derived from \(\xi\), and in line 8 if \(n_1\) is not in \(\delta(\xi)\) then instantiating \(M \equiv \text{gensym()}\) produces a fresh name which can easily be set as (or swapped for) \(n_1\) using Lem. 111 and Lem. 108.
Soundness Proof of Axiom (utc5)

\[ \Pi \vdash \forall f^\alpha \in (\Pi'). a \bullet f = c \rightarrow \forall \delta. \forall f^\alpha \in (\delta). a \bullet f = c \quad c \in \{\text{true}, \text{false}\} \]

Proof. This is the proof for \( c \equiv \text{false} \), however the proof holds for \( c \equiv \text{true} \) via symmetry.

1. Assume \( \xi^\Pi, a. \Pi \triangleright \xi \land \mathbf{\forall} \Rightarrow \forall f^\alpha \in (\Pi'). a \bullet f = \text{false} \).

2. Assume \( \xi^\Pi' \) s.t. \( \xi \preceq^* \xi' \) then prove \( \xi' \vdash \forall f^\alpha \in (\Pi'). a \bullet f = \text{false} \).

3. Assume false then proof by contradiction \( \xi' \vdash \exists f^\alpha \in (\Pi'). a \bullet f = \text{true} \).

4. i.e. \( \exists M_f, M_f[M_1/x_1]^{\Pi'}, \xi' \vdash_{\sim} a_f^{\Pi'\vdash_f, \xi', f; V_f} \text{true} \).

5. \( \rightarrow \exists M_f, M_f[M_1/x_1][M_2/x_2]^{\Pi', \xi} \vdash_{\sim} \forall f^\alpha \in (\Pi'). a_f^{\Pi'\vdash_f, \xi', f; V_f} \text{true} \).

6. \( \rightarrow \exists N_f, N_f[M_1/x_1][M_2/x_2]^{\Pi', \xi} \vdash_{\sim} \forall f^\alpha \in (\Pi'). a_f^{\Pi'\vdash_f, \xi', f; V_f} \text{true} \).

7. Hence contradiction with Line 2.

8. Hence axiom holds.

This works due to \( \xi \preceq^* \xi' \) requiring the values in \( \xi' \setminus \xi \) being derived from \( \xi \) in an orderly manner. Each value being derived from a term ensures that term can be used to reconstruct \( V_f \) from \( \xi \).

The axiom fails to hold in a more general form i.e. \( \Pi \vdash \forall f^\alpha \in (\Pi'). a \rightarrow \forall \delta. \forall f^\alpha \in (\delta). a \) even if \( A \text{-ExtInd}_{\text{Syn}} \) but the restricted form of \( A \) in this case provides enough constraints to ensure this holds. There may be more general forms of this axiom that hold but are not currently needed in the reasoning examples.

6.2.5 Soundness of Axioms for Evaluation Formulae

Many of these axioms are adapted from the program logic for the STLC as seen in Sec. 2.2.2, and the soundness proofs are included to show their validity under the new model construction and semantics.
Soundness Proof of Axiom \((ext)\)

For all \(e_1, e_2 : \alpha_1 \rightarrow \alpha_2\) s.t. \(\alpha_1\) and \(\alpha_2\) in \(\alpha_{Nm}\):

\[
(\forall x^{\alpha_1} \in (\emptyset).e_1 \bullet x = m_1^{\alpha_2}\{e_2 \bullet x = m_2^{\alpha_2}\{m_1 = m_2}\}) \leftrightarrow e_1 =^{\alpha_1 \rightarrow \alpha_2} e_2
\]

Proof. Use Lem. 87 to see that any \(\nu_{GS}\)-calculus term of type \(\alpha_{Nm}\) has an equivalent STLC (name-free) term hence the proof for \((ext)\) in the STLC holds here too.

Soundness Proof of Axiom \((e_\alpha)\)

\[
e \bullet e' = m\{a = m \wedge A\} \leftrightarrow e \bullet e' = m^\alpha\{A\}
\]

\(\alpha \in \alpha_{Nm}\),

\(a \notin \text{fv}(e, e')\), \(a \notin \text{fv}(A)\)

Proof. Given \(\alpha \in \alpha_{Nm}\) and Lem. 87 clearly the value at \(m\) is equivalent to a name-free value equivalent to the value at \(a\) hence this holds.

This fails to hold for all types given \(ee'\) equivalent to \(\text{gensym}()\) producing two fresh names at \(m_1\) and \(m_2\) which are not congruent.

Soundness Proof of Axiom \((e_1)\)

\[
e \bullet e' = m\{A \wedge B\} \leftrightarrow e \bullet e' = m\{A\} \wedge e \bullet e' = m\{B\}
\]

Proof.

1. Let: \((e_1) \equiv e \bullet e' = m\{A \wedge B\} \leftrightarrow e \bullet e' = m\{A\} \wedge e \bullet e' = m\{B\}\)

2. Assume \(\xi_{\Pi_d}\)

3. \(\xi \models e \bullet e' = m\{A \wedge B\}\)

4. \(\leftrightarrow \exists V. ee'_{[\Pi, \xi]} V \wedge \xi \cdot m : V \models A \wedge \xi \cdot m : V \models B \quad \text{Sem.}, \bullet = \{\}, \wedge\)

5. \(\leftrightarrow \exists V. ee'_{[\Pi, \xi]} V \wedge \xi \cdot m : V \models A \quad \text{F.O.L., nominal determinacy Def. 25}\)

6. \(\wedge \exists V. ee'_{[\Pi, \xi]} V \wedge \xi \cdot m : V \models B \quad \text{Sem.}\bullet = \{\}, \wedge\)

7. Hence: \(\forall \xi_{\Pi_d}, \xi \models (e_1)\)

The line 5 is guaranteed as termination is guaranteed and the fresh names can be chosen to be identical.
Soundness Proof of Axiom \((e2)\)

\[e \cdot e' = m\{\neg A\} \iff \neg e \cdot e' = m\{A\}\]

Proof.

1. Assume \(\xi^I\) s.t.

2. \(\xi \models e \cdot e' = m\{\neg A\}\)

3. \(\iff \exists V. ee'[\xi,\hat{\xi}] V \land \xi \cdot m : V \models \neg A\) \hspace{1cm} \text{Sem} \bullet = \{\}

4. \(\iff \exists V. ee'[\xi,\hat{\xi}] V \land \neg \xi \cdot m : V \models A\) \hspace{1cm} \text{Sem} \neg

5. \(\iff \neg \exists V. ee'[\xi,\hat{\xi}] V \land \xi \cdot m : V \models A\) \hspace{1cm} \text{Termination Guaranteed}

6. \(\iff \xi \models \neg e \cdot e' = m\{A\}\) \hspace{1cm} \text{Sem} \bullet = \{\}, \neg

7. Hence: \(\forall \xi^I, \xi \models (e2)\) \hfill \Box

Soundness Proof of Axiom \((e3)\)

\[m \notin \text{fv}(A) \land \text{A-ExtInd}\_\text{Syn} \rightarrow e_1 \cdot e_2 = m\{A^{-m} \land B\} \iff (A \land e_1 \cdot e_2 = m\{B\})\]

Proof. Clearly \(\text{A-ExtInd}\_\text{Syn} \) implies \(\text{A-ExtInd}\_\text{Sem} \) via Lem. 112.

1. Let: \((e3) \equiv e_1 \cdot e_2 = m\{A^{-m} \land B\} \iff (A \land e_1 \cdot e_2 = m\{B\})\)

2. Assume \(\xi^I\) s.t.

3. \(\xi \models e_1 \cdot e_2 = m\{A^{-m} \land B\}\) \hspace{1cm} \(m \notin \text{dom}(I)\)

4. \(\iff \exists V. e_1 e_2[\xi,\hat{\xi}] V \land \xi \cdot m : V \models A \land \xi \cdot m : V \models B\) \hspace{1cm} \text{Sem.} \bullet = \{\}, \land

5. \(\iff \exists V. e_1 e_2[\xi,\hat{\xi}] V \land \xi \models A \land \xi \cdot m : V \models B\) \hspace{1cm} \text{Sem.} \xi^*, \hspace{1cm} \text{Lem. 93, A-ExtInd}_{\text{Sem}}

6. \(\iff \xi \models (A \land e_1 \cdot e_2 = m\{B\})\) \hspace{1cm} \text{Sem.} \bullet = \{\}, \land

7. Hence: \(\forall \xi^I, \text{A-ExtInd}_{\text{Syn}} \land m \notin \text{fv}(A) \rightarrow \xi \models (e3)\) \hfill \Box
Soundness Proof of Axiom \((e4)\)

\[ m \notin \text{fv}(\Pi) \land x \notin \text{fv}(e_1, e_2, m) \rightarrow e_1 \bullet e_2 = m \{ \forall x \in (\Pi).A \} \leftrightarrow \forall x \in (\Pi).e_1 \bullet e_2 = m \{ A \} \]

The typing of this axiom implies \(x \notin \text{fv}(e_1, e_2, m)\) and \(m \notin \text{fv}(\Pi)\).

**Proof.**

1. Assume \(\xi^{\Pi_d}\)

2. \(\xi \models \forall x \in (\Pi).e_1 \bullet e_2 = m \{ A \}\)

3. \(\leftrightarrow \forall M_x, V_x. M_x \xrightarrow{\Pi, \xi} V_x \quad \text{Sem. } \forall \in (\cdot), \bullet = \{ \}
\quad \rightarrow \exists V_m. (e_1 e_2 \xrightarrow{\Pi, \xi} V_m \land \xi \cdot m : V_m \cdot x : V_x \models A)\)

4. \(\leftrightarrow \forall M_x, V_x. M_x \xrightarrow{\Pi, \xi} V_x \quad \text{Sem. } \forall \in (\cdot), \bullet = \{ \}
\quad \rightarrow \exists V_m. (e_1 e_2 \xrightarrow{\Pi, \xi} V_m \land \xi \cdot m : V_m \cdot x : V_x \models A) \quad \text{Lem. 102}
\quad ((\delta(V_x) \cap \delta(V_m) \subseteq \delta(\xi \setminus x))\)

5. \(\leftrightarrow \exists V_{m'}. e_1 e_2 \xrightarrow{\Pi, \xi} V_{m'} \quad \text{Lem. 108}
\quad \land \forall M_x, V_x. M_x \xrightarrow{\Pi, \xi} V_x
\quad \rightarrow \exists V_m. e_1 e_2 \xrightarrow{\Pi, \xi} V_m
\quad \land V_m \xrightarrow{\delta(\xi \setminus x)} V_{m'}\)
\quad \land \xi \cdot m : V_{m'} \cdot x : V_x \models A\)

6. \(\leftrightarrow \exists V_{m'}. e_1 e_2 \xrightarrow{\Pi, \xi} V_{m'} \quad \text{Sem. } \forall \in (\cdot), \bullet = \{ \}
\quad \land \forall M_x, V_x. M_x \xrightarrow{\Pi, \xi} V_x
\quad \rightarrow \exists V_m. e_1 e_2 \xrightarrow{\Pi, \xi} V_m
\quad \land V_m \xrightarrow{\delta(\xi \setminus x)} V_{m'}\)
\quad \land \xi \cdot m : V_{m'} \cdot x : V_x \models A\)

7. \(\leftrightarrow \exists V_{m'}. e_1 e_2 \xrightarrow{\Pi, \xi} V_{m'} \quad \text{Sem. } \forall \in (\cdot), \bullet = \{ \}
\quad \land \forall M_x, V_x. M_x \xrightarrow{\Pi, \xi} V_x \rightarrow \xi \cdot m : V_{m'} \cdot x : V_x \models A\)

8. \(\xi \models e_1 \bullet e_2 = m \{ \forall x \in (\Pi).A \}\)
Soundness Proof of Axiom (e5)

\[ A \text{-ExtInd}_{Syn} \rightarrow e_1 \cdot e_2 = m^{\alpha-(\text{Nm},\rightarrow)}\{\forall \delta. A\} \iff \forall \delta. e_1 \cdot e_2 = m^{\alpha-(\text{Nm},\rightarrow)}\{A\} \]

**Proof.** Clearly \( A \text{-ExtInd}_{Syn} \) implies \( A \text{-ExtInd}_{Sem} \) via Lem. 112.

1 Assume \( \xi^{\Pi^d} \)

2 Assume \( \xi \models e_1 \cdot e_2 = m^{\alpha-(\text{Nm},\rightarrow)}\{\forall \delta. A\} \)

3 \( \exists V_m \models e_1 e_2 \models [\Pi', \xi] V_m \quad \text{Sem.} \models = \{\}, \forall \delta. \) 
\[ \land \forall \xi_m^{\Pi'_{m'}}, \xi \cdot m : V_m \models \xi_m \rightarrow \xi_m' \cdot \delta : \Pi_m' \setminus \text{TCV} \models A \]

4 \( \exists V_m \models e_1 e_2 \models [\Pi', \xi] V_m \quad \text{Rewrite} \xi'_m \)
\[ \land \forall \xi^{\Pi^m'}, \xi \models \xi' \cdot m : V_m \models \xi' \cdot m : \Pi^m' \setminus \text{TCV} \models A \]

5 \( \exists V_m \models e_1 e_2 \models [\Pi', \xi] V_m \quad \text{Lem. 83} \)
\[ \land \forall \xi^{\Pi^m'}, \xi \models \xi' \cdot m : V_m \models \xi' \cdot m : \Pi^m' \setminus \text{TCV} \models A \]

6 \( \exists V_m \models e_1 e_2 \models [\Pi', \xi] V_m \quad \text{Lem. 108} \)
\[ \land \forall \xi^{\Pi^m'}, \xi \models \xi' \cdot m : V_m \models \xi' \cdot m : \Pi^m' \models A \]

7 \( \forall \xi^{\Pi^m'}, \xi \models \xi' \cdot m : V_m \models \xi' \cdot m : \Pi^m' \models A \quad \text{Lem. 102} \)

8 \( \forall \xi^{\Pi^m'}, \xi \models \xi' \cdot m : V_m \models \xi' \cdot m : \Pi^m' \models A \quad \text{Lem. 102} \)

9 \( \forall \xi^{\Pi^m'}, \xi \models \xi' \cdot m : V_m \models \xi' \cdot m : \Pi^m' \models A \quad \text{Lem. 102} \)

10 \( \Pi^m \models e_1 e_2 : \alpha-(\text{Nm},\rightarrow) \quad \Pi^m \models e_1 e_2 : \alpha-(\text{Nm},\rightarrow) \)

11 \( \xi \models \forall \delta. e_1 \cdot e_2 = m^{\alpha-(\text{Nm},\rightarrow)}\{A\} \quad \text{Sem.} \models = \{\}, \forall \delta. \)
6.3 Soundness of Rules

In this section, the soundness of the rules is proven.

Given the logic is limited to static syntax, the condition then for any term s.t. \( \Gamma \vdash M : \alpha \) where \( \hat{\alpha}(M) = \emptyset \) is implied then clearly \( \hat{\alpha}(\xi), M\xi \downarrow (\hat{\alpha}(\xi), G', V) \iff M^{[\Gamma, \xi]}_{\equiv} V \) hence this will be used equivalently for brevity. Throughout the proofs it is assumed that there exists a value \( V \) that a term \( M \) reduces to given the guaranteed termination of well typed terms in the language hence this \( \exists V \). ... is often dropped for brevity.

Both Lem. 113 and Lem. 112 ensure that for any \( A \) then \( A-\text{Thin}_{\text{Syn}}(x) \) implies \( A-\text{Thin}_{\text{Sem}}(x) \) and \( A-\text{ExtInd}_{\text{Syn}} \) implies \( A-\text{ExtInd}_{\text{Sem}} \) respectively and are both used at each time the syntactic definition is used.

The soundness proofs are split into the three separate sections in which they are introduced. The core rules are proven sound in Sec. 6.3.1, with the structural rules proven in Sec. 6.3.2, and finally a derivation from these rules proves the Derived rules sound in Sec. 6.3.3. Let “Op. Sem.” refer to operational semantics of the \( \nu_{GS} \)-calculus in Sec. 3.1.1.

6.3.1 Soundness of Core Rules

Soundness of \( [\text{VAR}]_{\nu} \)

\[
\begin{array}{c}
\begin{array}{c}
\forall \xi, \Pi \vdash A[x/m] \rightarrow x^{[\Pi, \xi]}_{\equiv} \xi(x) \land \xi \cdot m : \xi(x) \vdash A \\
\text{Sem.}[x/m], \text{m-fresh}
\end{array}
\end{array}
\]

Proof.

1. Assume \( \Pi \) s.t. \( \Pi \vdash \{A[x/m]\} x ; m \{A\} \) s.t.

2. Assume \( \xi \) s.t. \( \Pi \triangleright \xi \) and \( \xi \vdash A[x/m] \)

3. \( \xi \vdash A[x/m] \leftrightarrow \xi \cdot m : \xi(x) \vdash A \)

4. \( \forall \xi, \Pi \triangleright \xi \vdash A[x/m] \rightarrow x^{[\Pi, \xi]}_{\equiv} \xi(x) \land \xi \cdot m : \xi(x) \vdash A \) \( \xi(x) \) a value

5. \( \forall \xi, \Pi \triangleright \xi \vdash \xi \vdash A[x/m] \rightarrow x^{[\Pi, \xi]}_{\equiv} \xi(x) \land \xi \cdot m : \xi(x) \vdash A \) Lines.2, 4

6. \( \forall \xi, \Pi \vdash A[x/m] \rightarrow \forall \xi, \Pi \triangleright \xi \vdash \{A[x/m]\} x ; m \{A\} \) Lines.1, 5

7. Hence: \( \vdash \{A[x/m]\} x ; m \{A\} \)

\( \square \)
Soundness of $[\text{CONST}]_\nu$

\[
\vdash \{A[c/m]\} \ c : m \ \{A\}
\]

**Proof.** See proof for $[\text{VAR}]_\nu$ and replace $x$ with $c$. \[\square\]

Soundness of $[\text{Eq}]_\nu$

\[
\{A\} \ M : m \ \{B\} \quad \{B\} \ N : n \ \{C[m = n/u]\} \quad C \ \text{THIN}_{\text{Sym}}(m,n)
\]

\[
\vdash \{A\} \ M = N : u \ \{C\}
\]

**Proof.** Clearly Lem. 113 ensures $A$-$\text{THIN}_{\text{Sym}}(x)$ implies $A$-$\text{THIN}_{\text{Sem}}(x)$.

\begin{enumerate}
  
  1. Assume I.H.(1): $\forall \Gamma_0, \xi_1^1. \ \Pi_0 \vdash \{A\} \ M : m \ \{B\} \quad \Pi_0 \vdash \xi_1$

  2. Assume I.H.(2): $\forall \Gamma_0, \xi_1^1. \ \Pi_0 \vdash \{B\} \ N : n \ \{C[m = n/u]\} \quad \Pi_0 \vdash \xi_1$

  3. Assume $\Pi$ s.t. $\Pi \vdash \{A\} \ M = N : u \ \{C\}$

  4. Assume $\xi$ s.t., $\Pi \vdash \xi \land \xi \vdash A$

  5. $\rightarrow (\delta(\xi), M\xi) \downarrow (\delta(\xi), G_m, V_m) \land \xi \cdot m : V_m \vdash B$ \hspace{2cm} I.H.(1)

  6. $\rightarrow M[\Theta, \xi] V_m \land N[\Theta, \xi_m : V_m = m] \land V_n$

  7. $\rightarrow M[\Theta, \xi] V_m \land N[\Theta, \xi_m : V_m = m] \land V_n$

  8. $\rightarrow M[\Theta, \xi] V_m \land N[\Theta, \xi_m : V_m = m] \land V_n$

  9. $\rightarrow (M = N)[\Theta + m \cdot n, \xi : m ; V_n = m] V_u \land \xi \cdot u : V_u \vdash C$ \hspace{2cm} Op. Sem.(=)

  10. $\rightarrow \forall \xi, \Pi \vdash \xi \rightarrow \xi \vdash \{A\} \ M = N : u \ \{C\}$ \hspace{2cm} Lines.4-9

  11. Hence: $\vdash \{A\} \ M : m \ \{B\} \quad \vdash \{B\} \ N : n \ \{C^{-m,n}[m = n/u]\} \quad \vdash \{A\} \ M = N : u \ \{C\}$

A common shorthand abbreviation is used here in the form of $m = n$ as an expression which is substituted for the variable $u$ in $C[m = n/u]$. Although this isn’t strictly legal.
it is obvious this means where \( m = n \) appears in a formula it is substituted for \( u = \text{true} \).

A formalisation of this has not been written out in full but is often used in the literature without explicit formalisation \([28, 72, 5]\).

**Soundness of \([\text{GenSym}]_r\)**

\[
\{T\} \text{gensym}_u \{\forall \delta. u \cdot () = m \{m \# \delta\}\}
\]

**Proof.**

1. Assume \( \Pi \) s.t. \( \Pi \models \{T\} \) gensym : \( \{\forall \delta. u \cdot () = m \{m \# \delta\}\}\)

2. Assume \( \xi \) s.t. \( \Pi \models \xi \land \xi \models T\)

3. Let: \( \xi \uparrow_u \equiv \xi \cdot u : \text{gensym} \land \xi_{1d} \equiv \xi_1 : \delta : \Pi_1 \land \neg TCV\) gensym-value and \( u \notin \text{dom}(\xi)\)

4. \( \forall \xi \uparrow_{\pi}, n. (\delta(\xi_\pi), \text{gensym}()) \vDash (\delta(\xi_\pi), n) \land n \notin \delta(\xi_\pi) \) Op. Sem.gensym()

5. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \land n \notin \delta(\xi_\pi) \) restrict \( \forall \xi_\pi \) to \( \xi_u \preceq^* \xi_\pi\)

6. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \land n \Rightarrow \exists M_m^\uparrow_{\pi+u}, \xi_1 \models \Pi, \xi_{1d-m:n} \) Lem. 98

7. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \land n \Rightarrow \exists M_m^\uparrow_{\pi+u}, \xi_1 \models \Pi, \xi_{1d-m:n} \) Lem. 102

8. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \land n \Rightarrow \exists M_m^\uparrow_{\pi+u}, \xi_1 \models \Pi, \xi_{1d-m:n} \) Lem. 102

9. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \land n \Rightarrow \exists M_m^\uparrow_{\pi+u}, \xi_1 \models \Pi, \xi_{1d-m:n} \) Lem. 102

10. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \land \xi_{1d} \cdot m : n \models m \# \delta \) Sem.\#\delta

11. \( \forall \xi \uparrow_{\pi}, \xi_u \preceq^* \xi_1 \rightarrow \exists n. u() \{\Pi_{\pi+u}, \xi_1\} n \rightarrow \xi_{1d} \cdot m : n \models m \# \delta \) Lem. 102

12. \( \xi \cdot u : \text{gensym} \models \forall \delta. u \cdot () = m \{m \# \delta\} \) Sem.\forall.\delta. u \cdot () = m \{m \# \delta\}

13. \( \forall \xi \uparrow_{\Pi}, \Pi \models \xi \rightarrow \xi \models T \rightarrow \text{gensym} \{\Pi \uparrow_{\xi} \xi\} \text{gensym} \) Lines.2-12

14. Hence: \( \models \{T\} \text{gensym}_u \{\forall \delta. u \cdot () = m \{m \# \delta\}\} \) Lines.1-13
**Soundness of \([LAM]_\nu\)**

\[
\frac{(\Gamma + \delta + x : \alpha) \models \{ A \land B \} \ M :_m \ \{ C \} \quad \text{A-ExtInd}_{\text{Syn}}}{\Gamma \models \{ A \} \ \lambda x^\alpha.M :_u \ \{ \forall \delta. \forall x^\alpha \in (\delta). (B \rightarrow u \cdot x = m\{C\}) \}}
\]

**Proof.** Clearly Lem. 112 ensures A-ExtInd}_{\text{Syn}} implies A-ExtInd}_{\text{Sem}}.

1. Assume \(\Gamma\) s.t. \(\Gamma \models \{ A \} \ \lambda x^\alpha.M :_u \ \{ \forall \delta. \forall x^\alpha \in (\delta). (B \rightarrow u \cdot x = m\{C\}) \}

2. and \(\Gamma + \delta + x \models \{ A \land B \} \ M :_m \ \{ C \}\)

Assume I.H.(1):

3. \(\forall \xi^{\Gamma + \delta + x}. \ \Gamma + \delta + x \triangleright \xi_0\)
\(\land \xi_0 \models A \land B \rightarrow \exists V_m. (\delta(\xi_0), M\xi_0) \downarrow (G', V_m) \land \xi_0 \cdot m : V_m \models C\)

4. Assume \(\xi^{\Gamma}\) s.t. \(\Gamma \triangleright \xi \land \xi \models A\)

5. \(\models (\delta(\xi), (\lambda x.M)\xi) \downarrow (\delta(\xi), \lambda x.(M\xi \cdot x))\) \quad Op. Sem.\(\lambda x.M\)

6. Let: \(V_u \equiv \lambda x.M(\xi \cdot x) \land \xi_u \equiv \xi \cdot u : V_u\)

\(\xi_1^{\Gamma} \equiv \xi_u \cdot \delta : \Gamma_u \cdot \text{TCV} \land \xi_2^{\Gamma} \equiv \xi_u \cdot \delta : \Gamma_u \cdot \text{TCV} \cdot x : V_x\)

7. \(\models \forall \xi_u^{\Gamma + \delta + x}. \ \xi_u \not\models \xi_u\) \quad Tautology \((B \rightarrow B)\)
\(\land \forall P_x, V_x. P_x [\xi_1^{\Gamma + \xi_1}] V_x \land \xi_2 \models B \rightarrow \xi_2 \models B\)

8. \(\models \forall \xi_u^{\Gamma + \delta + x}. \ \xi_u \not\models \xi_u\) \quad Line.4, A-ExtInd}_{\text{Sem}}, \land
\(\land \forall P_x, V_x. P_x [\xi_2^{\Gamma + \xi_1}] V_x \land \xi_2 \models B \rightarrow \xi_2 \models A \land B\)

9. \(\models \forall \xi_u^{\Gamma + \delta + x}. \ \xi_u \not\models \xi_u\) \quad I.H.(1)
\(\land \forall P_x, V_x. P_x [\xi_2^{\Gamma + \xi_1}] V_x \land \xi_2 \models B \rightarrow \exists V_m. M [\xi_2^{\Gamma + \xi_1}] V_m \land \xi_2 \cdot m : V_m \models C\)

10. \(\models \forall \xi_u^{\Gamma + \delta + x}. \ \xi_u \not\models \xi_u\)
\(\land \forall P_x, V_x. P_x [\xi_2^{\Gamma + \xi_1}] V_x \land M\xi \equiv ((\lambda x.M)x)\xi \equiv [u]_{\xi_2}[x]_{\xi_2}\)
\(\land \forall P_x, V_x. P_x [\xi_2^{\Gamma + \xi_1}] V_x \land \xi_2 \models B \rightarrow \exists V_m. u[x]_{\xi_2}^{\Gamma + \xi_1} V_m \land \xi_2 \cdot m : V_m \models C\)

11. \(\models \forall \xi_u^{\Gamma + \delta + x}. \ \xi_u \not\models \xi_u\) \quad Sem.\(B \rightarrow u \cdot x = m\{C\}\)
\(\land \forall P_x, V_x. P_x [\xi_2^{\Gamma + \xi_1}] V_x \rightarrow \xi_2 \models B \rightarrow u \cdot x = m\{C\}\)

12. \(\models (\delta(\xi), (\lambda x.M)\xi) \downarrow (\delta(\xi), \xi_u)\) \quad \text{Line.5 \& Sem.}\forall \delta. \forall x \in (\delta)\).
\(\land \xi \cdot u : V_u \models \forall \delta. \forall x \in (\delta). B \rightarrow u \cdot x = m\{C\}\)

13. \(\models \{ A \} \ \lambda x.M :_u \ \{ \forall \delta. \forall x \in (\Gamma + \delta + u). (B \rightarrow u \cdot x = m\{C\}) \}\) \quad Lines.1, 4-12

14. Hence: \(\vdash \{ A \land B \} \ M :_m \ \{ C \}\)
\(\vdash \{ A \} \ \lambda x.M :_u \ \{ \forall \delta. \forall x \in (\Gamma + \delta + u). (B \rightarrow u \cdot x = m\{C\}) \}\) \quad Lines.1-13

Soundness of $\text{App}_\nu$

\[
\begin{align*}
\{ A \} & M :_m \{ B \} \quad \{ B \} \ N :_n \{ m \cdot n = u\{ C \} \} \quad \text{C-THIN}_{\text{Syn}}(m, n) \\
\{ A \} & MN :_u \{ C \} 
\end{align*}
\]

Proof. Clearly Lem. 113 ensures $A \cdot \text{THIN}_{\text{Syn}}(x)$ implies $A \cdot \text{THIN}_{\text{Sem}}(x)$.

1. Let: $\xi_m \equiv \xi \cdot m : V_m$ and $\xi_{mn} \equiv \xi_m \cdot n : V_n$

2. Assume $\Gamma$ s.t. $\Gamma \vdash \{ A \} MN :_u \{ C \}$

3. \[\rightarrow \Gamma \vdash \{ A \} M :_m \{ B \} \land \Gamma + m \vdash \{ B \} N :_n \{ m \cdot n = u\{ C \} \} \]

4. \[\Gamma \downarrow_{TC^+} MN : \alpha_2 \rightarrow \Gamma \downarrow_{TC^+} M : \alpha_1 \rightarrow \alpha_2 \land \Gamma \downarrow_{TC^+} N : \alpha_1 \]

5. I.H.(1): \[\forall \xi_1^{\Gamma_1}. \Pi \vdash \xi_1 \rightarrow \xi_1 \models A \rightarrow M^{[\Gamma_1; \xi_1]} V_m \land \xi_m \models B \]

6. I.H.(2): \[\forall \xi_2^{\Gamma_2}. \Pi + m \vdash \xi_2 \rightarrow \xi_2 \models B \rightarrow N^{[\Gamma_2; \xi_2]} V_n \land \xi_2 \cdot n : V_n \models m \cdot n = u\{ C \} \]

7. Assume $\xi^{\Gamma_0}$ s.t. $\Pi \vdash \xi \land \xi \models A$

8. \[\rightarrow \models M^{[\Gamma_1; \xi]} V_m \land \xi \cdot m : V_m \models B \text{ I.H.(1)} \]

9. \[\rightarrow \models M^{[\Gamma_1; \xi]} V_m \land N^{[\Gamma_m; \xi_m]} V_n \land \xi_{mn} \models m \cdot n = u\{ C \} \text{ I.H.(2)} \]

10. \[\rightarrow \models M^{[\Gamma_1; \xi]} V_m \land N^{[\Gamma_m; \xi_m]} V_n \land \xi_{mn} \cdot u : V_u \models C \text{ Sem.} \cdot = \{ \} \]

11. \[\rightarrow \models M^{[\Gamma_1; \xi]} V_m \land N^{[\Gamma_m; \xi_m]} V_n \land \xi_{mn} \cdot u : V_u \models C \text{ Sem.}[x]_{\xi} \]

12. \[\rightarrow \models M^{[\Gamma_1; \xi]} V_m \land N^{[\Gamma_m; \xi_m]} V_n \land \xi_{mn} \cdot u : V_u \models C \text{ C-THIN}_{\text{Sem}}(m, n) \]

13. \[\exists V_u. \quad MN^{[\Gamma; \xi]} V_u \land \xi \cdot u : V_u \models C \text{ Op. Sem.(App)} \]

14. \[\forall \xi^{\Gamma_0}. \Pi \vdash \xi \rightarrow \xi \models A \rightarrow \exists V_u. \quad MN^{[\Gamma; \xi]} V_u \land \xi \cdot u : V_u \models C \text{ Lines.7-13} \]

15. Hence: \[\models \{ A \} M :_m \{ B \} \models \{ B \} N :_n \{ m \cdot n = u\{ C \} \} \models \{ A \} MN :_u \{ C \} \text{ Lines.1-13} \]
Soundness of Other Key Rules

The soundness proof of the rules \([\text{PAIR}]_\nu, [\text{PROJ}]_\nu, [\text{NEG}]_\nu\) and \([\text{If}]_\nu\) follow closely those of the STLC. They are not included here but are proven in Ap. A.2.

6.3.2 Soundness of Structural Rules

The structural rules from Fig. 4.9 are similar to those that are seen in the literature [28, 5, 72] with adaptations to the alternative logical constructors. They are proven sound in the following subsections.

Soundness of Structural Rules \([\land \to]_\nu, [\to \land]_\nu, [\lor\text{-Pre}]_\nu, [\lor\text{-Post}]_\nu\)

\[
\begin{align*}
\frac{\{A \land B\} \ M :_m \ C} {\{A\} \ M :_m \ {B \to C}} & \quad B\text{-EXTIND}_{\text{Syn}} \\
\frac{\{A\} \ M :_m \ {B \to C}} {\{A \land B\} \ M :_m \ C} & \quad [\land \to]_\nu \\
\frac {\{A\} \ M :_m \ {B} \quad \{A'\} \ M :_m \ {B}} {\{A \lor A'\} \ M :_m \ {B}} & \quad [\lor\text{-Pre}]_\nu \\
\frac {\{A\} \ M :_m \ {B} \quad \{A\} \ M :_m \ {B'}} {\{A\} \ M :_m \ {B \land B'}} & \quad [\lor\text{-Post}]_\nu
\end{align*}
\]

Clearly Lem. 112 ensures \(A\text{-EXTIND}_{\text{Syn}}\) implies \(A\text{-EXTIND}_{\text{Sem}}\), hence the proofs for these rules follow the equivalent proof of the \(\lambda\)-logic rule with the addition of \(B\text{-EXTIND}_{\text{Sem}}\), ensuring these hold trivially.
Soundness of Structural Rule $[\text{Conseq}]_\nu$

The $[\text{Conseq}]_\nu$ rule allows for the use of the logic of axioms in Sec. 4.5 in the logic of rules. The proof is trivial and follows the proof of $[\text{Conseq}]_\lambda$ as follows.

$$
\begin{array}{c}
A \rightarrow A' \quad \{A'\} \quad M :_{m} \{B'\} \\
B' \rightarrow B
\end{array}
\begin{array}{c}
\{A\} \quad M :_{m} \{B\}
\end{array}
$$

$[\text{Conseq}]_\nu$

Proof. By application of the assumptions.

1. Assume $\Gamma$, s.t. $\Gamma \vdash \{A\} \quad M :_{m} \{B\}$

2. Assume typing holds for assumptions i.e.

$\Gamma \vdash A \rightarrow A' \land \Gamma \vdash \{A'\} \quad M :_{m} \{B'\} \land \Gamma + m : \alpha \vdash B' \rightarrow B$

3. Assume I.H.(1): $\forall \xi_{0}. \Gamma \triangleright \xi_{0} \rightarrow \xi_{0} \models A \rightarrow A'$

4. Assume I.H.(2): $\forall \xi_{0}. \Gamma \triangleright \xi_{0} \rightarrow \xi_{0} \models \{A'\} \quad M :_{m} \{B'\}$

5. Assume I.H.(3): $\forall \xi_{1}. \Gamma + m \triangleright \xi_{1} \rightarrow \xi_{1} \models B' \rightarrow B$

6. Assume $\xi \in \Gamma'$ s.t. $\Gamma \triangleright \xi \land \xi \models A$

7. $\xi \models A'$  \hspace{1cm} M.P., I.H.(1)

8. $M \models^{\Gamma, \xi} V \land \xi \cdot m : V \models B'$  \hspace{1cm} M.P., I.H.(2)

9. $M \models^{\Gamma, \xi} V \land \xi \cdot m : V \models B$  \hspace{1cm} M.P., I.H.(3)

10. $\xi \models A \rightarrow M \models^{\Gamma, \xi} V \land \xi \cdot m : V \models B$  \hspace{1cm} Lines.6-9

11. $\forall \xi \in \Gamma'. \Gamma \triangleright \xi \rightarrow \xi \models \{A\} \quad M :_{m} \{B\}$  \hspace{1cm} Lines.3-10

12. Hence: $A \rightarrow A' \models \{A'\} \quad M :_{m} \{B'\} \quad B' \rightarrow B \models \{A\} \quad M :_{m} \{B\}$  \hspace{1cm} Lines.1-11

$\square$
Soundness of Structural Rule $[\text{INVAR}]_\nu$

The $[\text{INVAR}]_\nu$ rule is similar to the STLC program logic $[\text{INVAR}]_\lambda$ rule with the additional requirement that $C\text{-EXTIND}_{\text{Syn}}$ to ensure $C$ is satisfied when the resulting value derived from $M$ extend the model in the proof.

$$
\frac{C\text{-EXTIND}_{\text{Syn}} \quad \{A\} M :_m \{B\}}{\{A \land C\} M :_m \{B \land C\}}
$$

Proof. Clearly Lem. 112 ensures $A\text{-EXTIND}_{\text{Syn}}$ implies $A\text{-EXTIND}_{\text{Sem}}$.

1. Assume $\Gamma$ s.t. $\Gamma \models \{A \land C\} M :_m \{B \land C\}$

2. $\implies \Gamma \models \{A\} M :_m \{B\}$

3. Assume I.H. (1): $\forall \xi \Gamma^0. \Gamma \triangleright \xi \implies \xi \models A \implies M^{[\Gamma, \xi]} V$

4. $\land \xi \cdot m : V \models B$

5. $\xi \models A$ \hspace{1cm} $\xi \models C$

6. $M^{[\Gamma, \xi]} V \land \xi \cdot m : V \models B \land \xi \models C$ I.H. (1)

7. $M^{[\Gamma, \xi]} V \land \xi \cdot m : V \models B \land \xi \cdot m : V \models C$

8. $M^{[\Gamma, \xi]} V \land \xi \cdot m : V \models B \land C$ Sem.$\land$

9. $\forall \xi \Gamma^0. \Gamma \triangleright \xi \implies \xi \models \{A \land C\} M :_m \{B \land C\}$ Lines. 5-8

10. Hence: $\frac{C\text{-EXTIND}_{\text{Syn}} \models \{A\} M :_m \{B\}}{\models \{A \land C\} M :_m \{B \land C\}}$ Lines. 1-9

$\square$
Soundness of structural rule \([\text{WEAK}(x)]\_\nu\)
\[
\Gamma \vdash \{A\} \text{ \(m\) \{B\}} \quad A, B-\text{ExtIND}_{\text{Syn}}
\]
\[
\Gamma + x \vdash \{A^{-x}\} \text{ \(m\) \{B^{-x}\}}
\]

\text{Proof.} Clearly Lem. 112 ensures \(A-\text{ExtIND}_{\text{Syn}}\) implies \(A-\text{ExtIND}_{\text{Sem}}\).

1. Assume \(\Gamma\) s.t. \(\Gamma + x \vdash \{A^{-x}\} \text{ \(m\) \{B^{-x}\}}\)

2. \(\Gamma \downarrow_{T^\alpha} M : \alpha \quad \iff (\Gamma + x) \downarrow_{T^\alpha} M^{-x} : \alpha\) \hspace{2cm} \text{Def. 43, } M^{-x}

3. Assume I.H.(1): \(\forall \xi^{\Gamma + d}. \Gamma \triangleright \xi \rightarrow \xi \models A \rightarrow M \uparrow \xi, \xi \wedge \xi \cdot u : V \models B\)

4. Assume \(\Gamma + x \triangleright \xi^{\Gamma + x} \equiv (\xi \cdot x : V_x)\) i.e. \(\Gamma \triangleright \xi\) and \(\xi \triangleleft^* \xi \cdot x : V_x\)

5. Assume \(\xi_x \models A\)

6. \(\iff \xi \models A\) \quad \(\xi \triangleleft^* \xi_x\), \(A-\text{ExtIND}_{\text{Sem}}\)

7. \(\Gamma \uparrow \xi \wedge \xi \cdot u : V \models B\) \hspace{2cm} \text{I.H.(1)}

8. \(\iff M \uparrow \xi \wedge \xi \cdot u : V \models B\) \hspace{2cm} \text{Lem. 102 } (\mathfrak{a}(V) \cap \mathfrak{a}(V_x) \subseteq \mathfrak{a}(\xi))

9. \(\iff M \uparrow \xi \wedge \xi \cdot u : V \models B\) \hspace{2cm} \text{Lem. 93}

10. \(\Gamma \uparrow \xi \wedge \xi \cdot u : V \models B\) \hspace{2cm} \text{Lem. 104 } (\mathfrak{a}(V) \cap \mathfrak{a}(V_x) \subseteq \mathfrak{a}(\xi)) \quad \iff \xi \cdot u : V \triangleleft^* \xi_x \cdot u : V\)

11. \(\xi \cdot x : V_x \models A \rightarrow M \uparrow \xi \wedge \xi \cdot u : V \models B\) \hspace{2cm} \text{Lem. 7-12}

12. \(\forall \xi_x. \Gamma + x \triangleright \xi_x \models A \rightarrow M \uparrow \xi \wedge \xi \cdot u : V \models B\) \hspace{2cm} \text{Lem. 6-13}

13. \(\models \{A^{-x}\} \text{ \(m\) \{B^{-x}\}}\)

14. \(\Gamma \uparrow \{A\} \text{ \(m\) \{B\}} \quad A, B-\text{ExtIND}_{\text{Syn}}\)

\(\Gamma + x \vdash \{A^{-x}\} \text{ \(m\) \{B^{-x}\}}\) \hspace{2cm} \text{Lines.3, 7, 10, 13}
Soundness of structural rule [\text{WEAK}(\delta)]_\nu

\[
\Pi + \Pi' \vdash \{A\} \ M :_m \{B\} \quad A, B - \text{EXTIND}_{SYM} \\
\Pi + \Pi' + \{A^\delta\} \ M :_m \{B^\delta\} \\
\text{[WEAK(\delta)]_\nu}
\]

Proof. Clearly Lem. 112 ensures $A - \text{EXTIND}_{SYM}$ implies $A - \text{EXTIND}_{SEM}$.

1. Assume $\Pi + \Pi'$ s.t. $\Pi + \Pi' \vdash \{A^\delta\} \ M :_m \{B^\delta\}$

2. $\leadsto (\Pi + \Pi') \setminus \text{TCV} \vdash M : \alpha \iff (\Pi + \Pi') \setminus \text{TCV} \vdash M : \alpha$  
   (Fig. 2.16)

3. Assume $I.H.(1): \forall \xi. \Pi + \Pi' \triangleright \xi \Rightarrow \xi \models A \rightarrow M \left[\Pi', \xi\right] V \land \xi \cdot u : V \models B$

4. Assume $\xi_2 \equiv (\xi_0 \cdot \xi_d \cdot \delta : \Pi_x \cdot \xi_1)$ s.t. $\Pi + \Pi' \triangleright \xi_2$
   i.e. $\Pi \triangleright \xi_0, \Pi + \Pi' \triangleright (\xi_0 \cdot \xi_d) \Pi_x \cdot \delta : \Pi_x \setminus \text{TCV}$

5. Assume $\Pi + \Pi' \triangleright \xi_0 \cdot \xi_1$ hence $\xi_0 \preceq \xi_0 \cdot \xi_1$

6. Assume $\xi_0 \cdot \xi_d \cdot \delta : \Pi_x \cdot \xi_1 \models A$  
   (Assumption)

7. $\iff \xi_0 \cdot \xi_1 \models A \iff \xi_0 \cdot \xi_1 \cdot \xi_d \models A$  
   (Lem. 105, Lem. 108)

8. $\iff \xi_0 \cdot \xi_1 \models A$  
   (Lem. 104)  
   $\rightarrow \xi_0 \cdot \xi_1 \preceq \xi_0 \cdot \xi_1 \cdot \xi_d$  
   $A - \text{EXTIND}_{SEM}$

9. $\leadsto M \left[\Pi + \Pi', \xi_0 \cdot \xi_1\right] V \land \xi_0 \cdot \xi_1 \cdot u : V \models B$  
   (I.H.(1))

10. $\leadsto M \left[\Pi + \Pi', \xi_0 \cdot \xi_1, \xi_d\right] V \land \xi_0 \cdot \xi_1 \cdot u : V \models \xi_d \models B$  
    (Lem. 102 $\land$ Lem. 104)

11. $\leadsto M \left[\Pi + \Pi', \xi_0 \cdot \xi_d \cdot \xi_1\right] V \land \xi_0 \cdot \xi_d \cdot \xi_1 \cdot u : V \models \xi_1 \models B$  
    (Lem. 107 $\land$ Lem. 108)

12. $\leadsto M \left[\Pi + \Pi', \xi_2\right] V \land \xi_2 \cdot u : V \models \xi_1 \models B$  
    (Lem. 102 $\land$ Lem. 105)

13. $\leadsto M \left[\Pi + \Pi', \xi_2\right] V \land \xi_2 \cdot u : V \models \xi_1 \models B$  
    (Lem. 93)

14. $\xi_2 \models A \rightarrow M \left[\Pi + \Pi', \xi_2\right] V \land \xi_2 \cdot u : V \models B$  
    (Lines 6-13)

15. $\models (\Pi + \Pi' \vdash \{A\} \ M :_m \{B\}) \models (\Pi + \Pi' \vdash \{A^\delta\} \ M :_m \{B^\delta\})$  
    (Lines 4-14)

16. $\models (\Pi + \Pi' \vdash \{A\} \ M :_m \{B\}) \models (\Pi + \Pi' \vdash \{A^\delta\} \ M :_m \{B^\delta\})$  
    (Lines 3, 8, 10, 15)

6.3.3 Soundness of Derived Rules

The proof that the derived rules $[\text{LET}]_\nu$ and $[\text{LETFRESH}]_\nu$ are introduced in the following sections.
Soundness of $\text{LET}_\nu$

\[
\begin{array}{c}
\{A\} M :_x \{B\} \quad \{B\} N :_u \{C\} \quad C \text{THIN}_{\text{Syn}}(x) \quad A, B, C - \text{EXTIND}_{\text{Syn}}
\end{array}
\]

\[
\{A\} \text{let } x = M \text{ in } N :_u \{C\}
\]

Proof. The abbreviation $\text{let } x = M \text{ in } N :_u \{C\}$ is used as follows.

1. Let: $D \overset{\text{def}}{=} \forall \delta \forall y \in (\delta). (B \rightarrow p \cdot x = u\{C\})[y/x]$ which is $\text{EXTIND}_{\text{Syn}}$ 

2. Assume $\Gamma$ s.t. $\Gamma \vDash \{A\} \text{let } x = M \text{ in } N :_u \{C\}$

3. Assume $I.H.(2) : \Gamma + x \vDash \{B\} N :_u \{C\}$

4. $\Gamma + \delta + x \vDash \{B^{\delta}\} N :_u \{C^{\delta}\}$

5. $\Gamma \vdash \{T\} \lambda x. N :_p \{\forall \delta \forall x \in (\delta). B \rightarrow p \cdot x = u\{C\}\}$

6. $\Gamma \vdash \{A\} \lambda x. N :_p \{A \land D\}$

7. Assume $I.H.(1) : \Gamma \vDash \{A\} M :_x \{B^{-\delta}\}$

8. $\Gamma + p \vdash \{A\} M :_x \{B\}$

9. $\Gamma + p \vdash \{A \land D\} M :_x \{B \land D\}$

10. $\Gamma + p + x \vdash B \land D$

    \[\Gamma + \delta + x \vDash (\Gamma + p + x). (B \rightarrow p \cdot x = u\{C\})[y/x]\]

    \[B \land (B \rightarrow p \cdot x = u\{C\}) \quad (A[y/x][x/y] \equiv A) \quad (u1)\]

11. $\Gamma + p \vdash \{A \land D\} M :_x \{p \cdot x = u\{C\}\}$

12. $C \text{THIN}_{\text{Syn}}(x) \overset{\text{Lem. 56}}{\Rightarrow} C \text{THIN}_{\text{Syn}}(p)$

13. $\Gamma \vdash \{A\} (\lambda x. N)(M) :_u \{C\}$

14. $\{A\} M :_x \{B\} \quad \{B\} N :_u \{C\} \quad C \text{THIN}_{\text{Syn}}(x) \quad A, B, C - \text{EXTIND}_{\text{Syn}}$

    \[\{A\} (\lambda x. N) M :_u \{C\}\]

15. $\{A\} M :_x \{B\} \quad \{B\} N :_u \{C\} \quad \{A\} \text{let } x = M \text{ in } N :_u \{C\}

$\Box$
Soundness of the Derived Rule $[\text{LetFresh}]_\nu$

The $[\text{LetFresh}]_\nu$ rule can be derived from the $[\text{Let}]_\nu$ rule and the derivation for $\text{gensym}()$ which can be seen in Ex. 24 in Chapt. 7. This rule is introduced as the $\text{let } x = \text{gensym}()$ in construction is commonly used in the reasoning.

$$\Gamma + x \vdash \{ A \land x \# \Pi \} \quad M :_m \{ C \} \quad C \text{Thin}_\text{Syn}(x) \quad A, C - \text{ExtInd}_\text{Syn}$$

$$\Gamma \vdash \{ A \} \text{ let } x = \text{gensym}() \text{ in } M :_m \{ C \}$$

**Proof.**

1. Assume $\Pi \text{ s.t. } \Gamma \vdash \{ A \} \text{ let } x = \text{gensym}() \text{ in } N :_u \{ C \}$

2. $\Gamma \vdash \{ \top \} \text{ gensym}():_x \{ x \# \Pi \}$ \hspace{1cm} \text{See Ex. 24}

3. $\Gamma \vdash \{ A \} \text{ gensym}():_x \{ A \land x \# \Pi \}$ \hspace{1cm} $[\text{INVAR}]_\nu$, 7, $A - \text{ExtInd}_\text{Syn}$

4. $\Gamma + x \vdash \{ A \land x \# \Pi \} \quad M :_m \{ C \}$ \hspace{1cm} Assumption

5. $C - \text{Thin}_\text{Syn}(x)$ \hspace{1cm} Assumption

6. $A, C - \text{ExtInd}_\text{Syn} \rightarrow (A \land x \# \Pi) - \text{ExtInd}_\text{Syn}$ \hspace{1cm} Assumption, Def. 54

7. $\Gamma \vdash \{ A \} \text{ let } x = \text{gensym}() \text{ in } M :_m \{ C \}$ \hspace{1cm} $[\text{Let}]_\nu$, Lines.3, 4, 5, 6

8. Hence: $\{ A \land x \# \Pi \} \quad N :_u \{ C \} \quad C \text{Thin}_\text{Syn}(x) \quad A, C - \text{ExtInd}_\text{Syn}$

$$\{ A \} \text{ let } x = M \text{ in } N :_u \{ C \}$$ \hspace{1cm} Lines.1-7

\[\square\]

6.4 Soundness Theorem

The individual soundness proofs of each axiom and rule in Sec. 6.2 and Sec. 6.3 can now be used to prove the soundness of the logic in Thm. 114, below.

**Theorem 114** (The $\nu$-logic is Sound). The soundness of the logic is defined as follows.

$$\forall \Pi, \{ A \} M :_u \{ B \}, \Pi \vdash \{ A \} M :_u \{ B \} \rightarrow \vdash \{ A \} M :_u \{ B \} \rightarrow \vdash \{ A \} M :_u \{ B \}$$

**Proof.** Trivial given all axioms and rules are proven sound in Sec. 6.2 and Sec. 6.3 respectively. \[\square\]
6.5 Conservativity

The $\nu$GS-calculus is a direct extension of the STLC with a simple addition of names (in types and syntax constructor/destructor). Thus the $\nu$-logic can reason about STLC terms. If the $\nu$-logic cannot prove anything about an STLC term which the $\lambda$-logic cannot prove then the $\nu$-logic is defined as a conservative extension of the $\lambda$-logic (or conservativity for brevity).

First a proof that every triple derivable in the $\lambda$-logic can indeed be derived in the $\nu$-logic is introduced in Sec. 6.5.1. A sketch that the $\nu$-logic is a conservative extension of the $\lambda$-logic is provided in Sec. 6.5.2. For convenience the $\lambda$-logic axioms from Sec. 2.2.2, are written $(\cdot)_\lambda$, and the $\nu$-logic axioms from Sec. 4.5 are written $(\cdot)_\nu$. Similarly Hoare triples from the $\lambda$-logic and $\nu$-logic are written $\{A\} M :_u \{B\}_\lambda$ and $\{A\} M :_u \{B\}_\nu$ respectively with their respective derivation symbols $\vdash_\lambda$ and $\vdash_\nu$.

6.5.1 The $\nu$-Logic Extends the $\lambda$-Logic

A translation from triples in the $\lambda$-logic to triples in the $\nu$-logic written $\langle (\cdot) \rangle_\lambda \rightarrow_\nu$, primarily translates $\forall x^\alpha$. to $\forall x^\alpha \in (\emptyset)$. as this is the only discrepancy between the two syntaxes and it is guaranteed that $\alpha \in \alpha_{-Nm}$.

**Definition 115** (Translation from $\lambda$-logic to $\nu$-logic). Define the translation of $\lambda$-logic formulae and triples into $\nu$-logic formulae and triples as follows.

$$
\langle e = e' \rangle_\lambda \rightarrow_\nu \overset{\text{def}}{=} e = e'
$$

$$
\langle \neg A \rangle_\lambda \rightarrow_\nu \overset{\text{def}}{=} \neg \langle A \rangle_\lambda \rightarrow_\nu
$$

$$
\langle A \land B \rangle_\lambda \rightarrow_\nu \overset{\text{def}}{=} \langle A \rangle_\lambda \rightarrow_\nu \land \langle B \rangle_\lambda \rightarrow_\nu
$$

$$
\langle e \cdot e' = m \{A\} \rangle_\lambda \rightarrow_\nu \overset{\text{def}}{=} e \cdot e' = m \{\langle A \rangle_\lambda \rightarrow_\nu\}
$$

$$
\langle \forall x^\alpha . A \rangle_\lambda \rightarrow_\nu \overset{\text{def}}{=} \forall x^\alpha \in (\emptyset) . \langle A \rangle_\lambda \rightarrow_\nu
$$

$$
\langle \{A\} M :_m \{B\}_\lambda \rangle_\lambda \rightarrow_\nu \overset{\text{def}}{=} \{\langle A \rangle_\lambda \rightarrow_\nu\} M :_m \{\langle B \rangle_\lambda \rightarrow_\nu\}_\nu
$$

This leads to the first lemma that if $\{A\} M :_u \{B\}_\lambda$ is derivable in the $\lambda$-logic then its translation is derivable in the $\nu$-logic.

**Lemma 116.**

$$
\forall \{A\} M :_u \{B\}_\lambda \vdash_\lambda \{A\} M :_u \{B\}_\lambda \rightarrow_\nu \langle \{A\} M :_u \{B\}_\lambda \rangle_\lambda \rightarrow_\nu
$$

Meaning, if the rules and axioms of the $\lambda$-logic allows for the derivation of $\{A\} M :_u \{B\}_\lambda$ then the translation can of $\{A\} M :_u \{B\}_\lambda$ into the $\nu$-logic can be derived in the $\nu$-logic.
Proof. This holds through noting that each axiom in the $\lambda$-logic translates to an axiom in the $\nu$-logic, and each rule in the $\lambda$-logic also translates to a rule in the $\nu$-logic. The key axiom used for this proof is $(u5)\nu$ which allows for the removal and addition of LTCs to any restricted quantification of $\alpha_{Nm}$ (i.e. all STLC types).

The key axioms are discussed here.

- Axioms of F.O.L. from Fig. 2.18 are identical given the $\alpha_{Nm}$ types.
- Equality axioms are identical in both Fig. 2.17 and Fig. 4.3 where substitution of $\alpha_{Nm}$ types is identical in both.
- Translated axioms of the F.O.L. from STLC Fig. 2.18 exist in the exact forms in the axioms for the $\nu$-logic Fig. 4.4 given the restriction of name-free types and axiom $(u5)\nu$ which allows the LTC to be extended in any universal restricted quantification over $\alpha_{Nm}$ types.
- The axioms for evaluation formulae are identical in both $\lambda$-logic Fig. 2.19 and the $\nu$-logic Fig. 4.7 on $\alpha_{Nm}$ types excluding $(e5)$ in the $\nu$-logic which does not affect $\alpha_{Nm}$ quantifiers.

The $\lambda$-logic rules introduced in Fig. 2.20 and Fig. 2.21 are all discussed here.

- $[\text{Const}]\lambda$, $[\text{Var}]\lambda$ These clearly are identical to the $\nu$-logic equivalent given substitution is equivalent in both logics for constants and variables.
- $[\text{Lam}]\lambda$ This clearly translates to the $[\text{Lam}]\nu$ with the same post-condition of the conclusion given $(u3)$ and $(utc3)$ which can introduce $\delta$ and to the restricted quantifier $\forall x \in (\delta)$ via $(u5)\nu$.
- $[\text{App}]\lambda$ This rule is identical given all constituents are identical aside from the $\text{EXTIND}_{\text{Syn}}$ condition which can be guaranteed given all axioms and rules introduce $\delta$-free formulae which implies all formulae are $\text{EXTIND}_{\text{Syn}}$.
- $[\text{If}]\lambda$ This is identical to the the $\nu$-logic version hence holds.
- $[\text{Pair}]\lambda$ This is identical to the the $\nu$-logic version except the substitution which is identical for pairs.
- $[\text{Proj}]\lambda$ This is identical to the the $\nu$-logic version except the substitution. Given all LTCs used in universal restricted quantification introduced are of types which are $\alpha_{Nm}$ types then the substitution is also identical.
The structural rules in Fig. 2.21 are all identical aside from the \( \text{ExtInd}_{\Sigma} \) which can be guaranteed given all axioms and rules introduce \( \delta \)-free formulae which implies all formulae are \( \text{ExtInd}_{\Sigma} \).

Hence all rules and axioms in the \( \lambda \)-logic have a direct translation to the \( \nu \)-logic, hence the translation of derived \( \lambda \)-logic triples can be derived in the \( \nu \)-logic by using the corresponding translated rule or axiom.

### 6.5.2 The \( \nu \)-Logic is a Conservative Extension of the \( \lambda \)-Logic

Conservativity requires the opposite direction of Lem. 116, but for this the opposite direction of translation is required. Clearly \( \forall x^{\text{Nm}} \in (\Pi).A \) has no direct translation into the \( \lambda \)-logic hence a check on which expressions, formulae and triples are translatable from the \( \nu \)-logic to \( \lambda \)-logic is introduced as \( \neg \text{-Nm-free} \) which requires \( \alpha_{\text{-Nm}} \overset{\text{def}}{=} \{ \text{Unit, Bool, } \alpha_{\text{-Nm}} \times \alpha_{\text{-Nm}}, \alpha_{\text{-Nm}} \to \alpha_{\text{-Nm}} \} \) as follows.

**Definition 117** (Nameless expressions, formulae and triples).

\[
\begin{align*}
\text{e}\text{-Nm-free} & \overset{\text{def}}{=} \text{true} \\
x\text{-Nm-free} & \overset{\text{def}}{=} \Pi \vdash x : \alpha_{\text{-Nm}} \\
\pi_1(e')\text{-Nm-free} & \overset{\text{def}}{=} e'\text{-Nm-free} \\
\langle e', e'' \rangle\text{-Nm-free} & \overset{\text{def}}{=} e'\text{-Nm-free} \land e''\text{-Nm-free} \\
\end{align*}
\]

\[
\begin{align*}
e = e'\text{-Nm-free} & \overset{\text{def}}{=} e\text{-Nm-free} \land e'\text{-Nm-free} \\
\neg A_1\text{-Nm-free} & \overset{\text{def}}{=} A_1\text{-Nm-free} \\
A_1 \land A_2\text{-Nm-free} & \overset{\text{def}}{=} A_1\text{-Nm-free} \land A_2\text{-Nm-free} \\
e \cdot e' = m\{A_1\}\text{-Nm-free} & \overset{\text{def}}{=} e\text{-Nm-free} \land e'\text{-Nm-free} \land A\text{-Nm-free} \\
\forall x^{\alpha_1} \in (\Pi).A_1\text{-Nm-free} & \overset{\text{def}}{=} A_1\text{-Nm-free} \land \alpha_1 \in \alpha_{\text{-Nm}} \\
e^{\text{Nm}} \# \Pi\text{-Nm-free} & \overset{\text{def}}{=} \text{false} \\
\forall \delta.A_1\text{-Nm-free} & \overset{\text{def}}{=} A_1\text{-Nm-free} \\
\end{align*}
\]

\[
\{ A \} \ M :_u \{ B \} \nu\text{-Nm-free} \overset{\text{def}}{=} A\text{-Nm-free} \land M \in \text{STLC-syntax} \land B\text{-Nm-free}
\]

The translation from \( \nu \)-logic formulae and triples to \( \lambda \)-logic formulae and triples, written \( \llangle \cdot \rrangle_{\nu \to \lambda} \) is defined as follows assuming \( \neg \text{-Nm-free} \) holds. A translation of expressions is not required as the \( \neg \text{-Nm-free} \) check ensures all expressions are name free and hence do not need translating.
Definition 118 (Translation from $\nu$-logic to $\lambda$-logic). Given $\Gamma \vdash A$ and $A$-Nm-free then $\langle \langle A \rangle \rangle_{\nu \rightarrow \lambda}$ is defined inductively on $A$ as below. Given $\Gamma \vdash \{ A \} M : u \{ B \}_\nu$ and $\{ A \} M : u \{ B \}_\nu$-Nm-free then $\langle \langle \{ A \} M : u \{ B \}_\nu \rangle \rangle_{\nu \rightarrow \lambda}$ is defined inductively on $\{ A \} M : u \{ B \}_\nu$ as follows.

\[
\begin{align*}
\langle \langle e = e' \rangle \rangle_{\nu \rightarrow \lambda} & \overset{\text{def}}{=} e = e' \\
\langle \langle \neg A_1 \rangle \rangle_{\nu \rightarrow \lambda} & \overset{\text{def}}{=} \neg \langle \langle A_1 \rangle \rangle_{\nu \rightarrow \lambda} \\
\langle \langle A_1 \land A_2 \rangle \rangle_{\nu \rightarrow \lambda} & \overset{\text{def}}{=} \langle \langle A_1 \rangle \rangle_{\nu \rightarrow \lambda} \land \langle \langle A_2 \rangle \rangle_{\nu \rightarrow \lambda} \\
\langle \langle e \cdot e' = m \{ A_1 \} \rangle \rangle_{\nu \rightarrow \lambda} & \overset{\text{def}}{=} e \cdot e' = m \{ \langle \langle A_1 \rangle \rangle_{\nu \rightarrow \lambda} \} \\
\langle \langle \forall \alpha^* \in (\Pi). A_1 \rangle \rangle_{\nu \rightarrow \lambda} & \overset{\text{def}}{=} \forall \alpha^* \langle \langle A_1 \rangle \rangle_{\nu \rightarrow \lambda} \\
\langle \langle \forall \delta. A_1 \rangle \rangle_{\nu \rightarrow \lambda} & \overset{\text{def}}{=} \langle \langle A_1 \rangle \rangle_{\nu \rightarrow \lambda}
\end{align*}
\]

As described in the chapter introduction, the $\nu_{GS}$-calculus is an extension of the STLC hence the $\nu$-logic should conserve $\lambda$-logic ensuring that the logics agree on validity on STLC terms. This is formalised as follows.

Theorem 119 (The $\nu$-logic is a conservative extension of the $\lambda$-logic). This is formally defined as follows.

\[
\forall \{ A \} M : u \{ B \}_\nu. (\{ A \} M : u \{ B \}_\nu\text{-Nm-free} \rightarrow (\vdash \nu \{ A \} M : u \{ B \}_\nu \rightarrow \vdash \lambda \langle \langle \{ A \} M : u \{ B \}_\nu \rangle \rangle_{\nu \rightarrow \lambda})
\]

Proof. A general sketch of the why this holds is introduced here.

The logic of axioms. All $\nu$-logic axioms either have a direct translation to the $\lambda$-logic or cannot derive any new formulae about Nm-free variables that are not derivable in the $\lambda$-logic.

The logic of rules. The $\{ A \} M : u \{ B \}_\nu$-Nm-free condition ensure that $M$ is gensym-free (and clearly $\delta(M) = \emptyset$ ensures $M$ contains no names either) hence $[\text{Gensym}]_\nu$ can never be used hence this rule is ignored. The other rules translate directly to the $\lambda$-logic rules with $[\text{Lam}]_\nu$ using axiom $(\text{utc}1)_\nu$ and $(\text{u5})_\nu$ to be a direct translation. The $[\text{Conseq}]_\nu$ rule uses the statement above that no new formulae about Nm-free variables can be derived in the $\nu$-logic.

\[\square\]

A more detailed proof is left for future work.
6.6 Summary

The soundness of the $\nu$-logic is proven in this chapter. This consists of a proof that syntactic extension independence and thinness imply their respective semantic definition. Each axiom and rule is then proven sound using the numerous lemmas in Sec. 5.4 and the semantic properties of formulae, thus proving the $\nu$-logic sound.

A proof is provided that the $\nu$-logic extends the $\lambda$-logic. A sketch is given of the proof that the extension mentioned is a conservative extension.
Chapter 7

Reasoning Examples

The purpose of introducing a program logic is to allow programs to be reasoned about, hence in this chapter a variety of programs in the $\nu$-calculus are reasoned about to show the application of the program logic. Simple example programs from the STLC are introduced in examples Ex. 21-23. Example programs from Sec. 3.1.2 are introduced in Ex. 24-34. Finally Ex. 36 reasons about the “hard” example and the hard example in the critical context discussed in Ex. 19 [2, 52, 68]. A table of the examples reasoned about and where (if) they are reduced in Sec. 3.1.2 alongside the program itself is included for convenience.

<table>
<thead>
<tr>
<th>Reasoning</th>
<th>Reduction</th>
<th>Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex. 21</td>
<td></td>
<td>$(\lambda x^{\text{Bool}}. x)\text{true}$</td>
</tr>
<tr>
<td>Ex. 22</td>
<td></td>
<td>$\lambda x^{\text{Bool}}.\text{if } x \text{ then false else true}$</td>
</tr>
<tr>
<td>Ex. 23</td>
<td></td>
<td>$(\lambda f^{\text{Bool} \rightarrow \text{Bool}}. f\text{true})(\lambda x^{\text{Bool}}. \text{false})$</td>
</tr>
<tr>
<td>Ex. 24</td>
<td>Ex. 5</td>
<td>gensym()</td>
</tr>
<tr>
<td>Ex. 25</td>
<td>Ex. 7</td>
<td>gensym() = gensym()</td>
</tr>
<tr>
<td>Ex. 26</td>
<td></td>
<td>$\lambda y.\text{gensym()}$</td>
</tr>
<tr>
<td>Ex. 27</td>
<td>Ex. 15</td>
<td>let $x = \text{gensym()}$ in $\lambda y. x$</td>
</tr>
<tr>
<td>Ex. 28</td>
<td></td>
<td>$\lambda x^{N^{m}}. x = x$</td>
</tr>
<tr>
<td>Ex. 29</td>
<td>Ex. 13</td>
<td>let $x = \text{gensym()}$ in $\lambda y. x = y$</td>
</tr>
<tr>
<td>Ex. 30</td>
<td></td>
<td>$\lambda x. x = \text{gensym()}$</td>
</tr>
<tr>
<td>Ex. 31</td>
<td>Ex. 14</td>
<td>let $x = \text{gensym()}$ in $\langle x, \lambda y. x = y \rangle$</td>
</tr>
<tr>
<td>Ex. 32</td>
<td></td>
<td>let $x, y = \text{gensym()}$ in $\lambda f^{N^{m} \rightarrow N^{m}}. ((fx = y) \land (x = fy))$</td>
</tr>
<tr>
<td>Ex. 33</td>
<td>Ex. 16</td>
<td>Chain$_p$</td>
</tr>
<tr>
<td>Ex. 34</td>
<td>Ex. 17</td>
<td>InaccessChain$_p$</td>
</tr>
<tr>
<td>Ex. 35</td>
<td>Ex. 20</td>
<td>let $x = \text{gensym()}$ in $\lambda f^{N^{m} \rightarrow \text{Bool}}.\text{let } y = \text{gensym()} \text{ in } fx = fy$</td>
</tr>
<tr>
<td>Ex. 36</td>
<td>Ex. 19</td>
<td>let $x = \text{gensym()}$ in let $y = \text{gensym()}$ in $\lambda f^{N^{m} \rightarrow \text{Bool}}. fx = fy$</td>
</tr>
</tbody>
</table>
Example 21. The simple application of the identity function to the Boolean constant true clearly returns true. The program \((\lambda x^\text{Bool}. x)\text{true}\) is reasoned about as follows and guarantees the expected result.

\[
\begin{align*}
1 \quad & \Gamma \vdash \delta + x \rightarrow \{T\} \ x :_a \{x = a\} & [\text{VAR}]_\nu \\
2 \quad & \Gamma \vdash \{T\} \ \lambda x^\text{Bool}. x :_c \{\forall \delta \forall x \in (\delta) . c \cdot x = a \{a = x\}\} & [\text{LAM}]_\nu, 1 \\
3 \quad & \Gamma \vdash \{T\} \ \lambda x^\text{Bool}. x :_c \{c \cdot \text{true} = a \{a = \text{true}\}\} & [\text{CONSEQ}]_\nu, (\text{utc1}), (\text{u1}), 2 \\
4 \quad & \Gamma + c \vdash \{c \cdot \text{true} = a \{a = \text{true}\}\} \ \text{true} :_d \{c \cdot d = a \{a = \text{true}\}\} & [\text{CONST}]_\nu \\
5 \quad & \Gamma \vdash \{T\} \ (\lambda x^\text{Bool}. x)\text{true} :_a \{a = \text{true}\} & [\text{APP}]_\nu, 3, 4 \\
\end{align*}
\]

This proof is very similar to Ex. 1 in the \(\lambda\)-logic. The same rules are applied along with similar axioms (except \((\text{utc1})\)).

Example 22. The STLC program which takes a Boolean and returns the negation of it as follows \(M_{\text{22}} \overset{\text{def}}{=} \lambda x^\text{Bool}. \text{if } x \text{ then false else true}\) as follows.

\[
\begin{align*}
1 \quad & \Gamma + x \vdash \{x = \text{true}\} \ x :_d \{x = \text{true} = d\} & [\text{VAR}]_\nu \\
2 \quad & \Gamma + x \vdash \{(x = \text{true} = d)\} \ \text{false} :_b \{b = \text{false}\} & [\text{CONST}]_\nu \\
3 \quad & \Gamma + x \vdash \{(x = \text{true} = d)\} \ \text{true} :_b \{\text{F}\} & [\text{CONST}]_\nu \\
4 \quad & \Gamma + x \vdash \{x = \text{true}\} \ \text{if } x \ \text{then false else true} :_b \{b = \text{false}\} & [\text{IF}]_\nu, 1, 2, 3 \\
5 \quad & \Gamma + x \vdash \{T\} \ \text{if } x \ \text{then false else true} :_b \{x = \text{true} \rightarrow b = \text{false}\} & [\land \rightarrow]_\nu, 4 \\
6 \quad & \Gamma + x \vdash \{x = \text{false}\} \ x :_d \{x = \text{false} = d\} & [\text{VAR}]_\nu \\
7 \quad & \Gamma + x \vdash \{(x = \text{false} = d)\} \ \text{false} :_b \{\text{F}\} & [\text{CONST}]_\nu \\
8 \quad & \Gamma + x \vdash \{(x = \text{false} = d)\} \ \text{true} :_b \{b = \text{true}\} & [\text{CONST}]_\nu \\
9 \quad & \Gamma + x \vdash \{x = \text{false}\} \ \text{if } x \ \text{then false else true} :_b \{b = \text{true}\} & [\text{IF}]_\nu, 6, 7, 8 \\
10 \quad & \Gamma + x \vdash \{T\} \ \text{if } x \ \text{then false else true} :_b \{x = \text{false} \rightarrow b = \text{true}\} & [\land \rightarrow]_\nu, 9 \\
11 \quad & \Gamma + x \vdash \{T\} \ \text{if } x \ \text{then false else true} :_b \{x = \neg x\} & [\land \text{-Post}]_\nu, 5, 10 \\
12 \quad & \Gamma \vdash \{T\} \ M_{\text{22}} :_a \{\forall \delta \forall x^\text{Bool} \in (\delta) . a \cdot x = \neg x\} & [\text{LAM}]_\nu, 11 \\
13 \quad & \Gamma \vdash \{T\} \ M_{\text{22}} :_a \{\forall x^\text{Bool} \in (\emptyset) . a \cdot x = \neg x\} & [\text{CONSEQ}]_\nu, (\text{utc1}), (\text{u1}), 12 \\
\end{align*}
\]

The last line is not necessary but is equivalent to the line 12 via \((\text{utc2})\) and \((\text{u5})\) which allows quantification over \text{Bool} types to add/remove the LTCs freely from the quantifier.
This proof is very similar to Ex. 2 in the $\lambda$-logic. The same rules are applied along with similar axioms (except $(utc1)$).

**Example 23.** The STLC program $(\lambda f^{\text{Bool}} \rightarrow \text{Bool}.f\text{true})(\lambda x^{\text{Bool}}.\text{false})$ which should clearly return $\text{false}$ is reasoned about as follows.

<table>
<thead>
<tr>
<th>Step</th>
<th>Statement</th>
<th>Rule(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Let $A_{23}(f) \equiv f \cdot \text{true} = \text{false}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Let $B_{23}(c) \equiv \forall \delta. \forall f \in (\delta). A_{23}(f) \rightarrow c \cdot f = \text{false}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$\Gamma + \delta + f \vdash {A_{23}(f)} f : c {A_{23}(g)}$</td>
<td>$[\text{VAR}]$</td>
</tr>
<tr>
<td>4</td>
<td>$\Gamma + \delta + f + g \vdash {A_{23}(g)}$ true ; $h {g \cdot h = \text{false}}$</td>
<td>$[\text{Const}]$</td>
</tr>
<tr>
<td>5</td>
<td>$\Gamma + \delta + f \vdash {A_{23}(f)}$ $f$ true ; $a {a = \text{false}}$</td>
<td>$[\text{App}], 3, 4$</td>
</tr>
<tr>
<td>6</td>
<td>$\Gamma \vdash {T} \lambda f. f\text{true} ; c {B_{23}(c)}$</td>
<td>$[\text{Lam}]$, 5</td>
</tr>
<tr>
<td>7</td>
<td>$\Gamma + c + \delta' + x \vdash {T}$ false ; $a {a = \text{false}}$</td>
<td>$[\text{Const}]$</td>
</tr>
<tr>
<td>8</td>
<td>$\Gamma + c \vdash {T} \lambda x^{\text{Bool}}. \text{false} ; d {\forall \delta. \forall x \in (\delta').d \cdot x = \text{false}}$</td>
<td>$[\text{Lam}]$, 7</td>
</tr>
<tr>
<td>9</td>
<td>$\Gamma + c \vdash {T} \lambda x^{\text{Bool}}. \text{false} ; d {A_{23}(d)}$</td>
<td>$[\text{Conseq}]$, $(utc1)$, (u1), 8</td>
</tr>
<tr>
<td>10</td>
<td>$\Gamma + c \vdash {B_{23}(c)} \lambda x. \text{false} ; d {B_{23}(c) \land A_{23}(f)}$</td>
<td>$[\text{Inv} \text{var}]$, 9</td>
</tr>
<tr>
<td>11</td>
<td>$\Gamma + c \vdash {B_{23}(c)} \lambda x. \text{false} ; d {c \cdot d = \text{false}}$</td>
<td>$[\text{Conseq}]$, $\text{M.P.}$, 10</td>
</tr>
<tr>
<td>12</td>
<td>$\Gamma \vdash {T} (\lambda f^{\text{Bool}} \rightarrow \text{Bool}. f\text{true})(\lambda x^{\text{Bool}}. \text{false}) ; a {a = \text{false}}$</td>
<td>$[\text{App}]$, 6, 11</td>
</tr>
</tbody>
</table>

This proof is very similar to Ex. 3, and has a similar result.

**Example 24.** The important program $\text{gensym}()$ is reasoned about in an LTC $\Gamma$, as follows.

In line 2, $(utc1)$ instantiates the post-condition to $b \cdot () = a \{a \# \Gamma + b\}$ and in line 3 $(f2)$ removes the $b$ from the LTC to ensure the post-condition satisfies the $\text{ThinSym}(b)$ requirement in $[\text{App}]$. This proof holds under any LTC $\Gamma$ and will be used throughout future examples under many different LTCS.

<table>
<thead>
<tr>
<th>Step</th>
<th>Statement</th>
<th>Rule(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\Gamma \vdash {T} \text{gensym} ; b {\forall \delta. b \cdot () = a {a # \delta}}$</td>
<td>$[\text{Gensym}]$</td>
</tr>
<tr>
<td>2</td>
<td>$\Gamma \vdash {T} \text{gensym} ; b {b \cdot () = a {a # \Gamma + b}}$</td>
<td>$[\text{Conseq}]$, $(utc1)$, 1</td>
</tr>
<tr>
<td>3</td>
<td>$\Gamma \vdash {T} \text{gensym} ; b {b \cdot () = a {a # \Gamma}}$</td>
<td>$[\text{Conseq}]$, $(f2)$, 2</td>
</tr>
<tr>
<td>4</td>
<td>$\Gamma + b \vdash {b \cdot () = a {a # \Gamma}} () ; c {b \cdot c = a {a # \Gamma}}$</td>
<td>$[\text{Const}]$</td>
</tr>
<tr>
<td>5</td>
<td>$\Gamma \vdash {T} \text{gensym}() ; a {a # \Gamma}$</td>
<td>$[\text{App}]$, 3, 4</td>
</tr>
</tbody>
</table>
Example 25. The following program compares \texttt{gensym()} with another \texttt{gensym()}, clearly this returns false. This is reasoned about by applying Ex. 24 twice with different LTCs such that the second LTC contains the anchor of the first, as follows. In line 3, the axiom (f1) allows the $a \neq b$ inequality to be derived from line 2 given $a \in \mathbb{P} + a$.

\begin{align*}
1 & \quad \mathbb{P} \vDash \{ \mathbb{T} \} \ \text{\texttt{gensym()}} :_a \{ a \# \mathbb{P} \} \quad \text{See Ex. 24} \\
2 & \quad \mathbb{P} + a \vDash \{ \mathbb{T} \} \ \text{\texttt{gensym()}} :_b \{ b \# \mathbb{P} + a \} \quad \text{See Ex. 24} \\
3 & \quad \mathbb{P} + a \vDash \{ a \# \mathbb{P} \} \ \text{\texttt{gensym()}} :_b \{ a \neq b \} \quad \text{[CONSEQ]_\nu, (f1), 2} \\
4 & \quad \mathbb{P} \vDash \{ \mathbb{T} \} \ \text{\texttt{gensym()}} = \text{\texttt{gensym()}} :_a \{ u = \text{false} \} \quad \text{[Eq]_\nu, 3}
\end{align*}

Example 26. Placing name generation inside an abstraction halts the production of fresh names until the function is applied.

\begin{align*}
1 & \quad \mathbb{P} + \delta + y \vDash \{ \mathbb{T} \} \ \text{\texttt{gensym()}} :_m \{ m \# \mathbb{P} + \delta + y \} \quad \text{See Ex. 24} \\
2 & \quad \mathbb{P} \vDash \{ \mathbb{T} \} \ \lambda y. \ \text{\texttt{gensym()}} :_u \{ \forall \delta, \forall y \in (\delta). u \bullet y = m \{ m \# \mathbb{P} + \delta + y \} \} \quad \text{[LAM]_\nu, 1} \\
\end{align*}

If $y$ is of type Unit then this specification is identical to that of \texttt{gensym}, given (\texttt{utc1}) and (\texttt{u1}) and (f2) imply $(\forall \delta, \forall y \in (\delta). u \bullet y = m \{ m \# \mathbb{P} + \delta + y \}) \rightarrow (u \bullet () = m \{ m \# \mathbb{P} \})$, the post-condition of \texttt{[GENSYM]_\nu}. If $y : \alpha \neq \text{Unit}$ then applying this function to a value of type $\alpha$ ensures $\forall \delta, \forall y \in (\delta).$ are instantiated at the point of application, making $m$ fresh from any name derivable from the LTC at the point of application.

Example 27. Generating a name outside an abstraction and returning that same name in the function is often compared to Ex. 26 [2, 62]. The difference is that Ex. 26 returns a fresh name each time it is applied, whereas once let $x = \text{\texttt{gensym()}}$ in $\lambda y. x$ has been evaluated it will always return the same name when applied.

\begin{align*}
1 & \quad \text{Let } A_{27}(p) \overset{df}{=} \forall \delta, \forall y \in (\delta). u \bullet y = m \{ m \# \mathbb{P} + p = m \} \\
2 & \quad \{ x \# \mathbb{P} \} \ x :_m \{ m \# \mathbb{P} \land x = m \} \quad \text{[VAR]_\nu} \\
3 & \quad \{ x \# \mathbb{P} \} \ \lambda y. x :_u \{ A_{27}(x) \} \quad \text{[LAM]_\nu, 2} \\
4 & \quad \{ x \# \mathbb{P} \} \ \lambda y. x :_u \{ \exists x' \in (u). A_{27}(x') \} \quad \text{[CONSEQ]_\nu, 3} \\
5 & \quad \mathbb{P} \vDash \{ \mathbb{T} \} \ \text{let } x = \text{\texttt{gensym()}} \text{ in } \lambda y. x :_u \{ \exists x' \in (u). A_{27}(x') \} \quad \text{[LETFRESH]_\nu, 4}
\end{align*}

Proof of line 4 above is shown below. Essentially this proves $x$ is derivable from $u$ and hence $A_{27}(x)$ can be written as $\exists x' \in (u). A_{27}(x')$, such that now $\exists x' \in (u). A_{27}(x')$-\texttt{THINSym}(x)
holds which ensures $\text{LET}\text{FRESH}_\nu$ can be used.

\hspace{1cm} 6 \quad A_{27}(x)

\hspace{1cm} 7 \quad A_{27}(x) \land A_{27}(x) \quad \text{F.O.L.}

\hspace{1cm} 8 \quad A_{27}(x) \land \forall y \in (\emptyset).u \bullet y = m\{x = m\} \quad (utc1), (u4)

\hspace{1cm} 9 \quad A_{27}(x) \land \forall y \in (\emptyset).\exists x' \in (u+y).x = x' \quad (ex3)

\hspace{1cm} 10 \quad A_{27}(x) \land \exists x' \in (u).x = x' \quad (ex4)

\hspace{1cm} 11 \quad \exists x' \in (u).(A_{27}(x) \land x = x') \quad (ex2)

\hspace{1cm} 12 \quad \exists x' \in (u).A_{27}(x') \quad (eq4)

**Example 28.** The function that takes in a name and compares it to itself is as follows.

\[ M_{28} \triangleq \lambda x.\text{Nm}.x = x \]

This clearly returns true and can be reasoned about as such as follows.

\hspace{1cm} 1 \quad \{T\} \ x : b \ {x = b} \quad \text{[VAR]}_\nu

\hspace{1cm} 2 \quad \{x = b\} \ x : c \ {b = c} \quad \text{[VAR]}_\nu

\hspace{1cm} 3 \quad \{T\} \ x = x : c \ {d = \text{true}} \quad \text{[EQ]}_\nu, 1, 2

\hspace{1cm} 4 \quad \Gamma \vdash \{T\} \ M_{28} : a \ \{\forall \delta.\forall x.\text{Nm} \in (\delta).a \bullet x = \text{true}\} \quad \text{[LAM]}_\nu, 3

**Example 29.** Ex. 10 introduces the following program in order to demonstrate the subtlety of hidden names. The subtlety arises from the name being generated outside the $\lambda$-binder, but then being equated (= destructor) inside the $\lambda$-binder, hence the name can never be retrieved from the function, meaning it is hidden. Hence, any application of this function will always be to other names, meaning this function always returns false.

\[ M_{29} \triangleq \text{let } x = \text{gensym}() \text{ in } \lambda y.x = y \]

The $\nu$-logic is used to reason about $M_{29}$ as follows.
1 \{T\} \; x = y \; : \; \{m = (x = y)\} \quad \text{[Eq]}_\nu

2 \{T\} \; \lambda y. x = y \; : \; \{\forall \delta. \forall y \in (\delta). u \bullet y = (x = y)\} \quad \text{[Lam]}_\nu, \; 1

3 \; \Gamma + x \vdash \{x \# \Gamma\} \; \lambda y. x = y \; : \; \{x \# \Gamma \land \forall \delta. \forall y \in (\delta). u \bullet y = (x = y)\} \quad \text{[Invar]}_\nu, \; 2

4 \; \Gamma + x \vdash \{x \# \Gamma\} \; \lambda y. x = y \; : \; \{\forall y \in (\Gamma + u). u \bullet y = \text{false}\} \quad \text{[Conseq]}_\nu, \; 3

5 \; \Gamma \vdash \{T\} \; M_{30} : : \{\forall y \in (\Gamma + u). u \bullet y = \text{false}\} \quad \text{[LetFresh]}_\nu, \; 4

6 \; \Gamma \vdash \{T\} \; M_{30} : : \{\forall \delta. \forall y^{Nm} \in (\delta). u \bullet y = \text{false}\} \quad \text{[Conseq]}_\nu, \; (utc4), \; 5

To prove line 4 above the axioms are applied as follows.

7 \; \Gamma + x + u \vdash x \# \Gamma \land \forall \delta. y \in (\delta). u \bullet y = (x = y)

8 \; x \# \Gamma \land \forall y \in (\Gamma + x + u). u \bullet y = (x = y) \quad (utc1)

9 \; x \# \Gamma + u \land \forall y \in (\Gamma + x + u). u \bullet y = (x = y) \quad (f3)

10 \; x \# \Gamma + u \land \forall y \in (\Gamma + u). u \bullet y = (x = y) \quad (u4)

11 \; \forall y \in (\Gamma + u). x \# \Gamma + u + y \land u \bullet y = (x = y) \quad (f4)

12 \; \forall y \in (\Gamma + u). x \neq y \land u \bullet y = (x = y) \quad (f1)

13 \; \forall y \in (\Gamma + u). u \bullet y = \text{false} \quad (e3)

In lines 9 and 10, the freshness of \(x\) and the quantifier of \(y\) range over the same LTC, meaning \(y\) cannot quantify over \(x\). Then using \((f4)\) this implies \(x\) is fresh from \(\Gamma + x + y\) and hence \((f4)\) implies \(x \neq y\) in lines 11 and 12, which then obtains the result required.

**Example 30.** The function which takes a name and compares it to a fresh name clearly also returns false.

\[ M_{30} \overset{\text{def}}{=} \lambda x^{Nm}. x = \text{gensym()} \]

The reasoning about \(M_{30}\) is as follows.
The final triple in line 5 contains the same pre/post-conditions as Ex. 29.

**Example 31.** To demonstrate the release of a hidden variable similar to Ex. 29 above but with the output being a pair with the function and the name as seen in Ex. 14:

\[ M_{31} \overset{\text{def}}{=} \text{let } x = \text{gensym()} \text{ in } (x, \lambda y. x = y) \]

The reasoning regarding \( M_{31} \) is as follows.

1. Let \( A_{31}(p, q) \overset{\text{def}}{=} p \# \Gamma \land \forall \delta. \forall y \in (\delta). q \cdot y = (p = y) \)

2. \( \{x \# \Gamma\} x :_b \{x = b \land x \# \Gamma\} \) \[\text{[VAR]}\nu\]

3. \( \{T\} \lambda y. x = y :_c \{\forall \delta. \forall y \in (\delta). c \cdot y = (x = y)\} \) \[\text{See Example 29, Lines.1-2}\]

4. \( \{x = b \land x \# \Gamma\} \lambda y. x = y :_c \{x = b \land A_{31}(x, c)\} \) \[\text{[INVAR]}\nu, 3\]

5. \( \{x = b \land x \# \Gamma\} \lambda y. x = y :_c \{(A_{31}(\pi_1(a), \pi_2(a))) [(b, c)/a]\} \) \[\text{[CONSEQ]}\nu, \text{See Below}\]

6. \( \{x \# \Gamma\} \langle x, \lambda y. x = y \rangle :_a \{A_{31}(\pi_1(a), \pi_2(a))\} \) \[\text{[PAIR]}\nu, 2, 5\]

7. \( \Gamma \vdash \{T\} M_{31} :_a \{A_{31}(\pi_1(a), \pi_2(a))\} \) \[\text{[LETFRESH]}\nu, 6\]

The post-condition of line 6 is \( \text{THIN}_{\text{Opt}}(x) \) ensuring the conditions of \( \text{[LETFRESH]}\nu \) in line 7 are satisfied. The detailed proof of line 5 above is provided below.

8. \( x = b \land A_{31}(x, c) \)

9. \( A_{31}(b, c) \) \(\text{(eq4)}\)

10. \( A_{31}(\pi_1((b, c)), \pi_2((b, c))) \) \(\text{(p1)}, b = \pi_1((b, c)), c = \pi_2((b, c))\)

11. \( (A_{31}(\pi_1(a), \pi_2(a))) [(b, c)/a] \) \[\text{Def. 51}\]

**Example 32.** An example from [68]:

\[ M_{32} \overset{\text{def}}{=} \text{let } x, y = \text{gensym()} \text{ in } \lambda f^{\text{Nm} \rightarrow \text{Nm}}. (f x = y) \land (x = f y) \]
Where \((fx = y) \land (x = fy)\) \(\text{def} \) if \(fx = y\) then \(fx = y\) else false. This should be equivalent to \(\lambda f.\text{false}\) as one might expect because the function \(f\) cannot distinguish \(x\) and \(y\) and so \((fx = y)\) and \((x = fy)\) must always return false. The program is reasoned about as follows.

1. Let: \(G_{32} \equiv \text{if } fx = y \text{ then } fx = y \text{ else false}\)

2. Let: \(F_{x,y,\Pi_0} \equiv x \# \Pi_0 \land y \# \Pi_0 + x\)

3. Let: \(B_f \equiv F_{x,y,\delta} \to f \cdot x = m \{f \cdot y = n \{n \neq x \lor m \neq y\}\}\)

4. \(\{F_{x,y,\Pi} \land B_f\} \ f x : m \{f \cdot y = n \{n \neq x \lor m \neq y\}\}\) [APP], [VAR]

5. \(\{f \cdot y = n \{n \neq x \lor m \neq y\}\} y : e \{f \cdot y = n \{n \neq x \lor m \neq e\}\}\) [VAR]

6. \(\{F_{x,y,\Pi} \land B_f\} \ f x = y ; p \{f \cdot y = n \{n \neq x \lor p = \text{false}\}\}\) [Eq], 4, 5

7. \(\{f \cdot y = n \{n \neq x\}\} fy : n \{n \neq x\}\)

8. \(\{n \neq x\} x : k \{n \neq k\}\)

9. \(\{(f \cdot y = n \{n \neq x \lor p = \text{false}\}) \text{true/p}\} fy = x ; b \{b = \text{false}\}\)

10. \(\{(f \cdot y = n \{n \neq x \lor p = \text{false}\}) \text{false/p}\} \text{false} ; b \{b = \text{false}\}\)

11. \(\{F_{x,y,\Pi} \land B_f\} G_{32} ; b \{b = \text{false}\}\)

12. \(\{F_{x,y,\Pi}\} \lambda f. G_{32} : a \{\forall \delta. \forall f \in (\delta). B_f \to a \cdot f = \text{false}\}\)

13. \(\{F_{x,y,\Pi}\} \lambda f. G_{32} : a \{\forall f \in (\Pi). a \cdot f = \text{false}\}\)

14. \(\{x \# \Pi\} \text{let } y = \text{gensym}() \text{ in } \lambda f. G_{32} : a \{\forall f \in (\Pi). a \cdot f = \text{false}\}\)

15. \(\{T\} M_{32} : a \{\forall f \in (\Pi). a \cdot f = \text{false}\}\)

16. \(\{T\} M_{32} : a \{\forall f \in (\Pi + a). a \cdot f = \text{false}\}\)

17. \(\{T\} M_{32} : a \{\forall \delta. \forall f \in (\delta). a \cdot f = \text{false}\}\)

The first part of the conditional is reasoned about in lines 4-6 where the true case is reasoned about in lines 7-9 and the false in line 10. The following lines 11-17 reason about the context the conditional occurs in. Line 13 is proven by axiom (u6) by construction of the axiom applied twice with the second application using symmetry of \(x\) and \(y\) as follows.
Example 33. The “Chain” example introduced in Ex. 16 [68] is a program that creates $p$ number of fresh names and outputs a function which takes in name number $x$ and outputs name number $x+1$ with the $p$th name looping back to the first name. The program $\text{Chain}_p$ is defined as follows.

$$
\text{Chain}_p \overset{def}{=} \text{let } x_0, \ldots, x_p = \text{gensym}() \text{ in } \lambda x.\text{Nm}. \text{ if } x = x_0 \text{ then } x_1 \text{ else }
\text{ if } x = x_1 \text{ then } x_2 \text{ else }
\ldots
\text{ if } x = x_p \text{ then } x_0 \text{ else } x_0
$$

The final conditional if $x = x_p$ then $x_0$ else $x_0$ is clearly equivalent to $x_0$, hence the simplest informative example $\text{Chain}_1$ is equivalent to $\text{Chain}'_1 \overset{def}{=} \text{let } x_0, x_1 = \text{gensym}() \text{ in } \lambda x.\text{if } x = x_0 \text{ then } x_1 \text{ else } x_0$ and is reasoned about below.
|
|---|
|1  Let: \( N_{33} \text{ def} = \lambda x.\text{if } x = x_0 \text{ then } x_1 \text{ else } x_0 \) |
|2  Let: \( F'_{p} \text{ def} = x_0\# \Pi \land x_1\# \Pi + x_0 \land \ldots \land x_p\# \Pi + x_0 + \ldots + x_{p-1} \) |
|3  Let: \( A_{33}(a) \text{ def} = \exists x'_{0} \in (a).\exists x'_{1} \in (a+x'_{0}).\forall \delta.\forall x \in (\delta). x \neq x'_{0} \Rightarrow a \bullet x = x'_{1} \land x = x'_{0} \Rightarrow a \bullet x = x'_{1} \) |
|4  \( \{ F'_{1} \land x = x_{0} \} x = x_{0} : b \{ b = \text{true} \} \) \[ \text{[EQ]}_\nu \] |
|5  \( \{ (b = \text{true})[\text{true}/b] \} x_{1} : c \{ c = x_{1} \} \) \[ \text{[VAR]}_\nu \] |
|6  \( \{ (b = \text{true})[\text{false}/b] \} x_{0} : c \{ c = x_{1} \} \) \[ \text{[VAR]}_\nu \] |
|7  \( \{ F'_{1} \land x = x_{0} \} \text{ if } x = x_{0} \text{ then } x_{1} \text{ else } x_{0} : c \{ c = x_{1} \} \) \[ \text{[IF]}_\nu, 4, 5, 6 \] |
|8  \( \{ F'_{1} \} N_{33} : a \{ \forall \delta.\forall x \in (\delta).x \neq x_{0} \Rightarrow a \bullet x = x_{1} \} \) \[ \text{[LAM]}_\nu, 7 \] |
|9  \( \{ F'_{1} \land x \neq x_{0} \} x = x_{0} : b \{ b = \text{false} \} \) \[ \text{[EQ]}_\nu \] |
|10 \( \{ (b = \text{false})[\text{true}/b] \} x_{1} : c \{ c = x_{0} \} \) \[ \text{[VAR]}_\nu \] |
|11 \( \{ (b = \text{false})[\text{false}/b] \} x_{0} : c \{ c = x_{0} \} \) \[ \text{[VAR]}_\nu \] |
|12 \( \{ F'_{1} \land x \neq x_{0} \} \text{ if } x = x_{0} \text{ then } x_{1} \text{ else } x_{0} : c \{ c = x_{0} \} \) \[ \text{[IF]}_\nu, 9, 10, 11 \] |
|13 \( \{ F'_{1} \} N_{33} : a \{ \forall \delta.\forall x \in (\delta).x \neq x_{0} \Rightarrow a \bullet x = x_{0} \} \) \[ \text{[LAM]}_\nu, 12 \] |
|14 \( \{ F'_{1} \} N_{33} : a \{ \forall \delta.\forall x \in (\delta).x \neq x_{0} \Rightarrow a \bullet x = x_{0} \} \) \[ \text{[LAM]}_\nu, 12 \] |
|15 \( \{ F'_{1} \} N_{33} : a \{ A_{33}(a) \} \) \[ \text{[CONSEQ]}_\nu, \text{ See Below} \] |
|16 \( \{ F'_{0} \} \text{ let } x_{1} = \text{gensym}() \text{ in } N_{33} : a \{ A_{33}(a) \} \) \[ \text{[LETFRESH]}_\nu, 15 \] |
|17 \( \{ \} \text{ Chain}_1 : a \{ A_{33}(a) \} \) \[ \text{[LETFRESH]}_\nu, 16 \] |

The case where \( x = x_{0} \) is reasoned about in lines 4-8 such that the function outputs \( x_{1} \), whilst the case where \( x \neq x_{0} \) is reasoned about in lines 9-13 such that the output is \( x_{0} \). These are combined in line 14 which are then manipulated into the correct form in lines 14-17. Proof of line 15 is seen below. The proof manipulates the initial post-condition in line 14 into \( A_{33}(a) \), such that \( A_{33}(a)-\text{THIN}_{\text{Sym}}(x_{1}) \) and \( A_{33}(a)-\text{THIN}_{\text{Sym}}(x_{0}) \) to satisfy the \( \text{[LETFRESH]}_\nu \) rules on lines 16 and 17 respectively.
hence the axiom

\[ \forall a \in \delta, a \neq x \rightarrow a \cdot x = x_0 \]
\[ \land \forall a \in \delta, a \neq x \rightarrow a \cdot x = x_1 \]

The lasso example from Ex. 18 is also expected to hold similarly without any complications.

<table>
<thead>
<tr>
<th>Line</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 ) \land \forall \delta. \forall x \in (\delta). x = x_0 \rightarrow a \cdot x = x_1 )</td>
</tr>
<tr>
<td>19</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 ) (utc3), (u3)</td>
</tr>
<tr>
<td>20</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 ) F.O.L.</td>
</tr>
<tr>
<td></td>
<td>( \land \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 )</td>
</tr>
<tr>
<td>21</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 ) (utc1), (u4)</td>
</tr>
<tr>
<td></td>
<td>( \land \forall x \in (\emptyset). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 )</td>
</tr>
<tr>
<td></td>
<td>( \land a \cdot x_0 = x_1 )</td>
</tr>
<tr>
<td>22</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 ) (u8), M.P.</td>
</tr>
<tr>
<td></td>
<td>( \land \forall x \in (\emptyset). a \cdot x = x_0 \land a \cdot x_0 = x_1 )</td>
</tr>
<tr>
<td>23</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 ) (ex3)</td>
</tr>
<tr>
<td></td>
<td>( \land (\exists x_0 \in (\delta). x_0 = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 )</td>
</tr>
<tr>
<td></td>
<td>( \land \exists x_1 \in (\delta). x_1 = x_1 )</td>
</tr>
<tr>
<td>24</td>
<td>( \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \cdot x = x_0 \land x = x_0 \rightarrow a \cdot x = x_1 ) (ex4)</td>
</tr>
<tr>
<td></td>
<td>( \land \forall x_0 \in (\delta). x_0 = x_0 \land \exists x_1 \in (\delta). x_1 = x_1 )</td>
</tr>
<tr>
<td>25</td>
<td>( \exists x_0 \in (\delta). x_0 = x_0 \land x = x_0 \rightarrow a \cdot x = x_0 ) (ex2)</td>
</tr>
<tr>
<td></td>
<td>( \land x = x_0 \rightarrow a \cdot x = x_1 )</td>
</tr>
<tr>
<td></td>
<td>( \land x_0 = x_0 \land x_1 = x_1 )</td>
</tr>
<tr>
<td>26</td>
<td>( \exists x_0 \in (\delta). x_0 = x_0 \land x = x_0 \rightarrow a \cdot x = x_0 ) (eq4)</td>
</tr>
<tr>
<td></td>
<td>( \land x = x_0 \rightarrow a \cdot x = x_1 )</td>
</tr>
</tbody>
</table>

In essence this proves that \( x_0 \) and \( x_1 \) can be derived from \( a \) and \( a + x_0 \) respectively and hence the axiom (eq4) can be used to state \( \exists x_0 \in (\delta). x_0 = x_0 \). ... to ensure that the formula is now \( \text{Thin}_{\text{syn}}(x_0, x_1) \). Although line 26 suffices in the proof above, ideally line 26 would read \( \exists x_0 \in (\delta). x_0 = x_0 \). ... however further development of the axioms is required for this and is not introduced here.

A similar but more complex derivation for the program \( \text{Chain}_p \) for \( p > 1 \) is not discussed here. The "lasso" example from Ex. 18 is also expected to hold similarly without any complications.
**Example 34.** The inaccessible chain is introduced in Ex. 17. The program \( \text{InaccessChain}_p \) is defined for a general \( p \) such that it produces a chain of names similar to \( \text{Chain}_p \) without access to any name in the chain, hence the output is equivalent to simply outputting a fresh name.

For simplicity, the program with \( p = 1 \) is reasoned about below but a similar reasoning strategy is expected to hold for \( p \geq 2 \).

\[
\text{InaccessChain}_1 \quad \overset{\text{def}}{=} \text{let } x_0, x_1 = \text{gensym()} \text{ in } \lambda x. \text{if } x = x_0 \text{ then } x_0 \text{ else } x_1
\]

Given let \( x_1, x_0 = \text{gensym()} \) in \( M \overset{\lambda (M)}{=} \xi \) let \( x_0, x_1 = \text{gensym()} \) in \( M \) due to Nominal determinacy, this ensures \( \text{InaccessChain}_1 \) is identical to the example reasoned about below.

1. Let: \( N_{34} = \text{if } x = x_0 \text{ then } x_0 \text{ else } x_1 \)

2. Let: \( F_{\#} \equiv x_1 \# \Gamma \land x_0 \# \Gamma + x_1 \)

3. Let: \( A_{34} \equiv \exists x'_1 \in (a). \forall x \in (\Gamma + a + x'_1). a \bullet x = m \{ x_1 \# \Gamma \land m = x'_1 \} \)

4. Let: \( B_{34} \equiv \exists x'_1 \in (a). \forall \delta. \forall x \in (\delta). a \bullet x = m \{ x'_1 \# \Gamma \land m = x'_1 \} \)

5. \( \{ \text{T} \} \ x = x_0 \vdash b = (x = x_0) \quad [\text{Eq}]_{\nu} \)

6. \( \{ x = x_0 \} x_0 : x \vdash c = x_0 \quad [\text{VAR}]_{\nu} \)

7. \( \{ \text{T} \} x_0 : c \vdash x = x_0 \to c = x_0 \quad [\land \to]_{\nu}, 6 \)

8. \( \{ x \neq x_0 \} x_1 : \{ x \neq x_0 \to c = x_1 \} \quad [\text{VAR}]_{\nu} \)

9. \( \{ \text{T} \} x_1 : c \vdash x \neq x_0 \to c = x_1 \quad [\land \to]_{\nu}, 8 \)

10. \( \{ \text{T} \} \text{ if } x = x_0 \text{ then } x_0 \text{ else } x_1 : c \left\{ \begin{array}{l} x = x_0 \to c = x_0 \land x \neq x_0 \to c = x_1 \end{array} \right\} \quad [\text{If}]_{\nu}, 5, 7, 9 \)

11. \( \{ \text{T} \} \lambda x_{Nm}. N_{34} : a \left\{ \forall \delta. \forall x \in (\delta). a \bullet x = c \left\{ \begin{array}{l} x = x_0 \to c = x_0 \land x \neq x_0 \to c = x_1 \end{array} \right\} \right\} \quad [\text{Lam}]_{\nu}, 10 \)

12. \( \{ F_{\#} \} \lambda x_{Nm}. N_{34} : a \left\{ F_{\#} \land \forall \delta. \forall x \in (\delta). a \bullet x = c \left\{ \begin{array}{l} x = x_0 \to c = x_0 \land x \neq x_0 \to c = x_1 \end{array} \right\} \right\} \quad [\text{Invar}]_{\nu}, 11 \)

13. \( \{ F_{\#} \} \lambda x_{Nm}. N_{34} : a \{ A_{34} \} \quad [\text{Conseq}]_{\nu}, \text{See Below} \)

14. \( \{ x_1 \# \Gamma \} \text{ let } x_0 = \text{gensym()} \text{ in } \lambda x_{Nm}. N_{34} : a \{ A_{34} \} \quad [\text{LetFresh}]_{\nu}, 13 \)

15. \( \{ \text{T} \} \text{ let } x_1, x_0 = \text{gensym()} \text{ in } \lambda x_{Nm}. N_{34} : a \{ A_{34} \} \quad [\text{LetFresh}]_{\nu}, 14 \)

16. \( \{ \text{T} \} \text{ let } x_1, x_0 = \text{gensym()} \text{ in } \lambda x_{Nm}. N_{34} : a \{ B_{34} \} \quad [\text{Conseq}]_{\nu}, (\text{utc}4) \)
The conditional is reasoned about in line 10, producing two outputs dependent on whether the name at $x_0$ is the input. Line 13 above is proven below. The two cases $x = x_0$ and $x \neq x_0$ are forced into the latter case when the quantification for $x$ is restricted to just the LTC $\Gamma + x_1$ in line 19, which is then taken advantage of to show that all names derived from $\Gamma + x_1$ are fresh from $x_0$ and hence the output of $ax$ is always $x_1$. The second half of this proof, lines 21-26, takes advantage of the fact that $x_1$ can be derived from $a$ to manipulate the formula to a $\text{Thin}_{\text{Syn}}(x_0, x_1)$ form. This manipulation is required to ensure the thinness requirement of the $\text{LETFRESH}_\nu$ rules used in lines 10 and 11 are satisfied.

<table>
<thead>
<tr>
<th>Line</th>
<th>Formula</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>$F_# \land \forall \delta. \forall x \in (\delta). a \bullet x = c \begin{cases} x = x_0 \rightarrow c = x_0 \ \land x \neq x_0 \rightarrow c = x_1 \end{cases}$</td>
<td>F.O.L.</td>
</tr>
<tr>
<td>18</td>
<td>$F_# \land \forall \delta. \forall x \in (\delta). x \neq x_0 \rightarrow a \bullet x = x_1$</td>
<td>F.O.L.</td>
</tr>
<tr>
<td>19</td>
<td>$x_1 # \Gamma \land x_0 # \Gamma + x_1 \land \forall x \in (\Gamma + x_1). x \neq x_0 \rightarrow a \bullet x = x_1$</td>
<td>$(\text{utc}1), (u4)$</td>
</tr>
<tr>
<td>20</td>
<td>$x_1 # \Gamma \land \forall x \in (\Gamma + x_1). x_0 # \Gamma + x_1 + x \land x \neq x_0 \rightarrow a \bullet x = x_1$</td>
<td>$(f4)$</td>
</tr>
<tr>
<td>21</td>
<td>$x_1 # \Gamma \land \forall x \in (\Gamma + x_1). a \bullet x = x_1$</td>
<td>$(f1)$, $\text{M.P.}$</td>
</tr>
<tr>
<td>22</td>
<td>$x_1 # \Gamma \land \forall x \in (\Gamma + x_1). a \bullet x = x_1 \land \forall x \in (\emptyset). \exists x'_1 \in (a + x). x_1 = x'_1$</td>
<td>$\text{F.O.L.}$, $(\text{utc}1), (u4)$, $(ex3)$</td>
</tr>
<tr>
<td>23</td>
<td>$x_1 # \Gamma \land \forall x \in (\Gamma + x_1 + a). a \bullet x = x_1$</td>
<td>$(u9)$</td>
</tr>
<tr>
<td>24</td>
<td>$x_1 # \Gamma \land \forall x \in (\Gamma + x_1 + a). a \bullet x = x_1 \land \exists x'_1 \in (a + x). x_1 = x'_1$</td>
<td>$(ex4)$</td>
</tr>
<tr>
<td>25</td>
<td>$\exists x'_1 \in (a). x'_1 # \Gamma \land \forall x \in (\Gamma + a + x'_1). a \bullet x = x'_1$</td>
<td>$(u4)$, $(ex2)$, $(eq4)$</td>
</tr>
<tr>
<td>26</td>
<td>$\exists x'_1 \in (a). \forall x \in (\Gamma + a + x'_1). a \bullet x = m { x'_1 # \Gamma \land m = x'_1 }$</td>
<td>$(u2)$, $(u3)$, $(c3)$</td>
</tr>
</tbody>
</table>
Example 35. The alternative “Hard” example introduced in Ex. 20 is the program $M'_H$ as follows.

$$M'_H \overset{\text{def}}{=} \text{let } x = \text{gensym()} \text{ in } \lambda f : \text{Nm} \to \text{Bool}. \text{let } y = \text{gensym()} \text{ in } fx = fy$$

1. Let: $G_{35} \overset{\text{def}}{=} \lambda f : \text{Nm} \to \text{Bool}. \text{let } y = \text{gensym()} \text{ in } fx = fy$

2. Let: $F_x \equiv x \# \Pi$ and $F_{x,y} \equiv F_x \land y \# \Pi + x + f$

3. Let: $B_f(D) \equiv \forall \delta_x. \forall x \in (\delta_x). x \# \Pi \rightarrow f \bullet x = c \{\forall \delta_y. \forall y \in (\delta_y). y \# \Pi + x \rightarrow D\}$

4. Let: $A_{35}(a) \overset{\text{def}}{=} \forall \delta. \forall f \in (\delta). B_f(f \bullet y = d\{c = d\}) \rightarrow a \bullet f = \text{true}$

5. $\{f \bullet x = c \{f \bullet y = d\{c = d\}\}\}$ $f x \vdash \{f \bullet y = d\{c = d\}\}$ [APP]$_\nu$, [VAR]$_\nu$

6. $\{f \bullet y = d\{c = d\}\}$ $f y :_d \{c = d\}$ [Lam], [App], [Var]$_\nu$

7. $\{f \bullet x = c \{f \bullet y = d\{c = d\}\}\}$ $f x = fy :_b \{b = \text{true}\}$ [Eq]$_\nu$, 5, 6

8. $\{F_{x,y} \land B_f(f \bullet y = d\{c = d\})\}$ $f x = fy :_b \{b = \text{true}\}$ [Conseq]$_\nu$, (utc1), (u1), M.P.

9. $\{F_x \land B_f(f \bullet y = d\{c = d\})\}$ $\text{let } y = \text{gensym()} \text{ in } fx = fy :_b \{b = \text{true}\}$ [Let]$_\nu$, 8

10. $\{F_x \} G_{35} \vdash_a \{\forall \delta. \forall f \in (\delta). B_f(f \bullet y = d\{c = d\}) \rightarrow a \bullet f = \text{true}\}$ [LAM]$_\nu$, 9

11. $\{F_x \} G_{35} \vdash_a \{\forall \delta. \forall f \in (\delta). B_f(f \bullet y = d\{c \neq d\}) \rightarrow a \bullet f = \text{false}\}$ See 5-10 above

12. $\{F_x \} G_{35} \vdash_a \{A_{35}(a)\}$ [\^Post]$_\nu$, 10, 11

13. $\Pi \vdash \{T\} M'_H :_a \{A_{35}(a)\}$ [Let]$_\nu$, 12

The final line 13, states that for any function $f$ when applied to the fresh names $x$ and $y$ and the results are equated, such that: if the equating always returns true then this clearly implies $a \bullet f = \text{true}$, and if the equating always returns false then this clearly implies $a \bullet f = \text{false}$. This doesn’t cover the case where some equating $fx$ and $fy$ return true whilst others return false, however if more information is known about the function $f$ then this can be used, but in this general case this is the most general informative statement possible.
Example 36. The “Hard” example from the literature is the program that creates two fresh names and applies some function to these names, such that the function should not be able to distinguish these names as it has no access to them, as follows.

\[ M_H \overset{\text{def}}{=} \text{let } x = \text{gensym()} \text{ in let } y = \text{gensym()} \text{ in } \lambda f^{\text{Nm} \rightarrow \text{Bool}}. f x = f y \]

One may typically assume that this function is equivalent to \( \lambda f^{\text{Nm} \rightarrow \text{Bool}}. \text{true} \), as the function \( f \) never has access to the names at \( x \) and \( y \) and so can never distinguish such names. Applying the function \( f \) to the two names must then output the same Boolean constant and hence the equality must return \text{true}. Typically this is the case, however there is a context introduced below as \( C_H[\cdot] \), in which \( M_H \) fills the hole and at some point in the evaluation \( M_H \) (or its derived value) is applied to a function and the output is actually \text{false}. This does not mean the equality \( M_H \cong_{\text{Nm} \rightarrow \text{Bool}} \lambda f^{\text{Nm} \rightarrow \text{Bool}}. \text{true} \) is false, but that in some situations the output of the function does not equate \text{true} and hence this should be represented as such in the logic. The logical reasoning about this program can be seen as follows.

\[ \begin{array}{ll}
1 & \text{Let: } F_{x,y} \equiv x \# x \land y \# y + x \\
2 & \text{Let: } B_f \equiv f \mathrel{\cdot} x = c \{ f \mathrel{\cdot} y = d \{ c = d \} \} \\
3 & \{ B_f \} f x : c \{ f \mathrel{\cdot} y = d \{ c = d \} \} \quad [\text{App}]_\nu, [\text{Var}]_\nu \\
4 & \{ f \mathrel{\cdot} y = d \{ c = d \} \} f y : d \{ c = d \} \quad [\text{App}]_\nu, [\text{Var}]_\nu \\
5 & \{ F_{x,y} \land F_{x,y} \rightarrow B_f \} f x = f y : b \{ b = \text{true} \} \quad [\text{Eq}]_\nu, 3, 4 \\
6 & \{ F_{x,y} \} \lambda f.f x = f y : a \{ \forall \delta. \forall f \in (\delta). (F_{x,y} \rightarrow B_f) \rightarrow a \mathrel{\cdot} f = \text{true} \} \quad [\text{Lam}]_\nu, 5 \\
7 & \{ F_{x,y} \} \lambda f.f x = f y : a \{ \forall f \in (\Pi). (F_{x,y} \rightarrow B_f) \rightarrow a \mathrel{\cdot} f = \text{true} \} \quad [\text{Conseq}]_\nu, (\text{utc1}), (\text{u4}) \\
8 & \{ F_{x,y} \} \lambda f.f x = f y : a \{ \forall f \in (\Pi). a \mathrel{\cdot} f = \text{true} \} \quad [\text{Conseq}]_\nu, (\text{u7}) \\
9 & \{ x \# x \} \text{let } y = \text{gensym()} \text{ in } \lambda f.f x = f y : a \{ \forall f \in (\Pi). a \mathrel{\cdot} f = \text{true} \} \quad [\text{Let}]_\nu \\
10 & \Pi \vdash \{ T \} M_H : a \{ \forall f^{\text{Nm} \rightarrow \text{Bool}} \in (\Pi). a \mathrel{\cdot} f = \text{true} \} \quad [\text{Let}]_\nu \\
11 & \Pi \vdash \{ T \} M_H : a \{ \forall f^{\text{Nm} \rightarrow \text{Bool}} \in (\Pi + a). a \mathrel{\cdot} f = \text{true} \} \quad [\text{Conseq}]_\nu, (\text{u10}) \\
12 & \Pi \vdash \{ T \} M_H : a \{ \forall \delta. \forall f^{\text{Nm} \rightarrow \text{Bool}} \in (\delta). a \mathrel{\cdot} f = \text{true} \} \quad [\text{Conseq}]_\nu, (\text{utc5}) 
\end{array} \]

The post-condition in line 6 is not \( \text{THIN}_{\text{Sym}}(x \ or \ y) \) (or \( \text{THIN}_{\text{Sem}}(x \ or \ y) \)) and hence
cannot be used in the $[\text{LET}]_\nu$ rule and hence lines 7 and 8 remove the $x$ and $y$ dependence. However the post-condition in line 10 only quantifies over the functions $f$ derivable from the LTC $\Pi$, which cannot be used to reason about the program $C_H[M_H]$. This requires quantification derived from the LTC $\Pi + a$ or preferably any future LTC $\delta$. Axiom (u10) extends the restricting LTC in the $f$ quantifier and hence $(utc5)$ can now be used to introduce the $\forall \delta$ from which $f$ is now derived. This triple ensures that any future application of $a$ to some future derived $f$ returns true.

The reduction evaluation of $C_H[M_H]$ (defined below), can be seen in Ex. 19.

$$C_H[\_] \overset{\text{def}}{=} \text{let } g = [\_] \text{ in } \lambda y \text{Nm}.g(\lambda z \text{Nm}.y = z) \text{ in } gh$$

In the case of $C_H[M_H]$, if $M_H$ evaluates to $V_H$, then two internal applications of $V_H$ return false, however the most external application returns true. This is not captured in the reasoning for $C_H[M_H]$ which uses the reasoning above in lines 1-12 as follows.

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>Let: $C(g) \equiv \forall \delta \forall f^{\text{Nm} \to \text{Bool}} \in (\delta).g \cdot f = \text{true}$</td>
</tr>
</tbody>
</table>
| 14   | $\{T\} \ M_H :_g \{C(g)\}$  
See Line.12 above |
| 15   | $\{T\} \ \lambda v.g(\lambda w.v = w) :_h \{T\}$  
$[\text{LAM}]_\nu$, Trivial |
| 16   | $\{C(g)\} \ \lambda v.g(\lambda w.v = w) :_h \{g \cdot h = \text{true}\}$  
$[\text{INVAR}]_\nu$, $[\text{CONSEQ}]_\nu$, $(utc1)$, (u1), 15 |
| 17   | $\{g \cdot h = \text{true}\} \ gh :_a \{a = \text{true}\}$  
$[\text{APP}]_\nu$, $[\text{VAR}]_\nu$ |
| 18   | $\{C(g)\} \ \text{let } h = \lambda v.g(\lambda w.v = w) \text{ in } gh :_a \{a = \text{true}\}$  
$[\text{LET}]_\nu$, 16, 17 |
| 19   | $\{T\} \ C_H[M_H] :_a \{a = \text{true}\}$  
$[\text{LET}]_\nu$, 14, 18 |
7.1 Summary

Numerous examples have been reasoned about using the \( \nu \)-logic. Programs in the STLC can be reasoned about using this logic as seen in Ex. 21-23, with the results that one would expect. All interesting programs introduced in Sec. 3.1.2 are reasoned about effectively; including the “Chain” example and the “Hard” example with the expected results. Some programs which were not reasoned about include the more complicated versions of Chain\( _p \), Lasso\( _p \) and InaccessChain\( _{(p,i)} \), although these are expected to hold similarly to the smaller \( p \) cases that were reasoned about. This covers most key programs in the literature and some new programs that have caused issue over the construction of the logic. Many axioms are introduced for specific examples, thus a more general set of axioms that allow for reasoning about more complicated examples, is of course desirable.
Chapter 8

Conclusion

In the introduction the question was posed:

Can a simple sequential language with names be reasoned about using a Hoare-style program logic in a simple manner that allows for compositional reasoning?

This thesis has affirmatively answered this question. A program logic for the \( \nu_{GS} \)-calculus is introduced to reason compositionally about this simple program language with fresh name generation and name comparison.

The program logic introduced in Chapt. 4 builds on the idea that names are generated and used in a sequential manner such that if a name only appears hidden in a function, then any future use of the name must be derived from the function and hence cannot reveal the hidden name. This motivates the introduction of a new logical quantifier which does not quantify over all values, but instead quantifies over all values derivable from a set of variables. This ensures that names that have been previously generated and appear in the “state” can be used only in the form they are created. The state is represented by LTCs, which are introduced to define the variables from which quantification restricts over.

The application of \texttt{gensym} produces a name which is fresh from the current nameset, however future applications of \texttt{gensym} need to produce a name which is fresh from that future state’s nameset. Similarly, quantification restricted to only the current set of variables (or state) is insufficient. A new quantification over all future states (which extend the current state) is introduced which denotes the future state by a TCV. The TCV allows for the naming of the future state, which can be used within the LTC to restrict quantification. Deriving values from future states maintains the hidden names but allows access to future derived values (which themselves cannot reveal hidden names).

The LTCs reflect the extension element of TCVs and variables through the requirement of order. The ordering implies that if a variable is added to an LTC then it must have
been derived from the LTC, and for a TCV to be added to an LTC it must represent an extension of the LTC.

These concepts are formally introduced in the logic in Chapt. 4, which includes the syntax for these new constructors. The logic is typed using LTCs, inspired by the typing rules of the $\lambda$-logic. The logical formulae are reasoned about via axioms and axiom schemas that convey the intentions described above, often inspired by their traditional F.O.L. counterparts. Some new axioms are introduced regarding the restricting LTC.

Hoare triples for the $\nu$-calculus are restricted to static syntax, which ensures names are not used directly in the logic, but referred to only via variables. The logic of triples is introduced through rules which capture the operational semantics of the new name-related operators, yet also maintain the reasoning about the STLC operators.

A model based on the ordered LTC is introduced such that semantics of logical formulae and Hoare triples match the intended definitions. The soundness proof of the $\nu$-logic with respect to the model and semantics introduced is provided. No claim or proof of any form of completeness for this logic is made.

Most interesting examples found in the literature [52, 62, 2, 68] are reasoned about compositionally using the $\nu$-logic. The properties of these programs match the derived triples for each program.

8.1 Directions for Future Work

The work in this thesis has various directions in which it could be extended or developed. These are discussed in the following sections.

8.1.1 Generalisations of the Axioms

The logical axioms in Sec. 4.5 cover the cases required in the reasoning examples in Chapt. 7. However this logic for axioms may be further abstracted to a more complete set of axioms. For instance, axioms (u9) and (u10) represent similar cases of extending the LTC in a universal restricted quantification, and axioms (u6) and (u7) also obtain similar forms, taking fresh names $x$ and $y$ and a function that accepts names. A more general form of these axioms may exist which prove these axioms but also capture more cases.

The axioms inspired by the F.O.L. axioms such as (u1), (u2), (u3), (ex1), (ex2) are most likely in their most general form. However it is expected that many of the other axioms may have potential to be generalised.

It is possible that the separation of $\forall x \in (\Gamma).A$ into $\forall x. x \in \Gamma \rightarrow A$ may facilitate
the search for a more general set of axioms for the $\nu$-logic, where $x \in \Gamma$ is a separate logical formulae meaning “derived”. The splitting of quantification and “derived” may prove fruitful if a more general set of axioms are found for “derived” alongside the standard F.O.L. axioms.

The $\nu$-logic presented here holds only for static syntax. Extending this logic to all programs (i.e. those which include names directly) would be of interest. Complications are likely to arise through the introduction of names into the logical expressions which are not currently considered here.

8.1.2 Related Logics

It would be interesting to investigate hybrid logic and nominal logic in the context of the $\nu$-logic. There are clear similarities in both logics which may give further insights into the $\nu$-logic and vice-versa.

Hybrid Logics

The quantification over LTCs in the $\nu$-logic, is essentially the model operator $\Box$ in modal (or temporal) logic with the additional ability to name the future state. This idea is not new. Hybrid logics extend modal and temporal logic with the idea of naming states and the ability to revert back to these states [10, 9, 8]. The original ideas for temporal hybrid logic are ascribed to Arthur N. Prior [55, 56] and more recent developments to hybrid logics are ascribed to Peter Blackburn, et al. [10, 9, 8].

Hybrid logic builds on standard modal logic including the operator $\Box$. The extension includes the $\downarrow_\delta A$ logical operator, which names the current state $\delta$ (or any variable) which may be used in $A$. Hybrid logic also has the ability to revert back to particular (already defined) states in the form of the logical operator $\ominus_\delta A$, meaning at state $\delta$, then $A$ holds. Originally, hybrid logic does not do much with these states except evaluate them for validity.

A similarity between the $\nu$-logic and the hybrid logic may exist. The obvious starting point for a translation is $\forall \delta. A \sim \Box \downarrow_\delta A$, stating for any future state $\Box$, if the state is named $\delta$ via $\downarrow_\delta$, then $A$ holds using the variable $\delta$. Similarly the translation $\forall x \in (\Gamma). A \sim \ominus_{\Gamma} \forall x. A$ states that reverting back to state $\Gamma$ via $\ominus_{\Gamma}$ then quantifying over all values in this state $\forall x$, then $A$ holds. This later translation requires care for the definition of universal quantification, as normally the universal quantifier would quantify over all names available, which is not the intended result as hidden names still need to remain hidden.
The $\nu$-calculus has the ability to extend and remove TCVs and variables from the LTCs. A more fundamental approach to LTCs may exist. This cannot be represented in original versions of hybrid logics but with further research this may be a possibility.

**Nominal Logic**

In 2019 Andrew Pitts and Murdoch Gabbay were awarded the Alonzo Church Award for their introduction of nominal techniques in [50, 22, 51]. Nominal techniques use nominal sets to provide a mathematical theory and logic for most key concepts regarding names. The nominal logic [50], bears many similarities to the $\nu$-logic and ideas from nominal logic are likely to progress the $\nu$-logic further. In nominal logic the new logical quantifier $\forall x.A$ states that for any fresh name $x$ the logical formula $A$ holds. This resembles the $\nu$-logic formula $\forall x.Nm \in (\emptyset).A$, which states that for any fresh name $x$, $A$ holds. Further work could explore the axioms of nominal logic in the setting of the $\nu$-calculus, or alternatively introducing aspect of the $\nu$-logic (such as “derived” $x \in \Pi$) to nominal logic.

### 8.1.3 Mechanisation of Proofs

Although the soundness proof of the $\nu$-logic can be seen in Chapt. 6, proving this in an automated theorem prover, such as Coq or Isabelle/HOL, would provide a cast iron guarantee of the proof.

### 8.1.4 Full Proof of Conservativity

A sketch of the proof of conservativity has been provided in Lem. 119, however a full proof would clarify that the $\nu$-logic is a conservative extension of the $\lambda$-logic. Although this is expected to hold, this is left for future work.

### 8.1.5 Applications of Names

My initial reason for studying names was their use in meta-programming, although this is not the only application of names. The $\nu$-logic could be adapted and applied to other programming language constructs which use names. The use of names in meta-programming could be reasoned about using $\nu$-logic and the combination with other logical constructors would be an interesting avenue of research.

Applying the $\nu$-logic to uses of names such as references to a local state may be of interest. Comparing the result to the Local-logic introduced in Sec. 2.2.3 would also be of interest. Other applications of names include objects (as in Java), exceptions, channels
(as in the \(\pi\)-calculus), cryptographic keys (as in the cryptographic lambda calculus) and more. These are all potential applications of the \(\nu\)-logic with unknown consequences.
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Appendix A

Deferred Proofs

A.1 Lemmas for Soundness of Syntactic Properties Implying Semantic Properties

To prove that $A\text{-ExtInd}_{\text{Syn}}$ implies $A\text{-ExtInd}_{\text{Sem}}$, two lemmas are first introduced to factor out the two most complicated cases: $A^{-\delta} - \text{ExtInd}_{\text{Syn}} \rightarrow \forall \delta. \forall x \in (\delta).A^{-\delta} - \text{ExtInd}_{\text{Syn}}$ and

**Lemma 120** (Constructing $\text{ExtInd}_{\text{Syn}}$ formulae from $\forall \delta. \forall x \in (\delta).$).

$$\forall A. A^{-\delta} - \text{ExtInd}_{\text{Syn}} \rightarrow \forall \delta. \forall x \in (\delta).A^{-\delta} - \text{ExtInd}_{\text{Syn}}$$

**Proof.**

1. Assume $A^{-\delta} - \text{ExtInd}_{\text{Syn}}$

2. $\leftrightarrow \forall \Gamma', \xi^{\Gamma + x : \alpha}, \xi'^{\Gamma'} : x : \alpha. (\Gamma + x : \alpha \vdash A \land \xi_x \preceq^* \xi'_x) \rightarrow (\xi_x \models A \leftrightarrow \xi'_x \models A)$

3. Show: $\forall \Gamma', \xi^{\Gamma'}, \xi'^{\Gamma'}. \Gamma \vdash \forall \delta. \forall x \in (\delta).A^{-\delta} \land \xi \preceq^* \xi'$

$$\rightarrow \left( \xi \models \forall \delta. \forall x \in (\delta).A \leftrightarrow \xi' \models \forall \delta. \forall x \in (\delta).A \right)$$

4. Hence assume: $\Gamma', \xi^{\Gamma'}, \xi'^{\Gamma'}$ s.t. $\Gamma \vdash \forall \delta. \forall x \in (\delta).A \land \xi \preceq^* \xi'$

5. $\rightarrow$: Show that: $\xi \models \forall \delta. \forall x \in (\delta).A \rightarrow \xi' \models \forall \delta. \forall x \in (\delta).A$ Line. 7 below

6. $\leftarrow$: Show that: $\xi' \models \forall \delta. \forall x \in (\delta).A \rightarrow \xi \models \forall \delta. \forall x \in (\delta).A$ Line. 13 below
7. Let: $\xi_{1d} \equiv \xi_1 \cdot \delta : \Pi^1\setminus_{TCV}$ and $\xi'_{2d} \equiv \xi'_2 \cdot \delta : \Pi^2\setminus_{TCV}$

8. $\xi \preceq^* \xi' \land \xi \models \forall \delta. \forall x \in (\delta). A$

9. $\leftrightarrow \xi \preceq^* \xi' \land \forall \xi'_{11}. \xi \preceq^* \xi_1 \rightarrow \forall M, V. M^{[\delta, \xi_{1d}]} V \quad \text{Sem.} \forall \delta. \forall x \in (\delta).$  

10. $\leftrightarrow \xi \preceq^* \xi' \land \forall \xi'_{11}. \xi \preceq^* \xi_1 \rightarrow \forall M, V. M^{[\delta, \xi_{1d}]} V \quad \text{Lem. 105}$  

11. $\leftrightarrow \xi \preceq^* \xi' \land \forall \xi'_{22}. \xi' \preceq^* \xi_2 \rightarrow \forall M, V. M^{[\delta, \xi'_{2d}]} V \quad \text{select} \xi'_{22} \text{ s.t. } \xi' \preceq^* \xi_2$  

12. $\leftrightarrow \xi' \models \forall \delta. \forall x \in (\delta). A \quad \text{Lem. 105, Sem.} \forall \delta. \forall x \in (\delta).$
Let: ξ_{2d} \equiv \xi_2' \cdot \delta : \Pi_2 \setminus -TCV \text{ and } \xi_{1d} \equiv \xi_1 \cdot \delta : \Pi_1 \setminus -TCV \text{ and } \xi_{1d}'' \equiv \xi_1 \cdot \delta : \Pi_1'' \setminus -TCV

\xi \not\equiv \xi' \land \xi' \models \forall \delta. \forall x \in (\delta). A

\leftrightarrow \forall \xi_2' \in \Pi_2'. \xi' \not\equiv \xi_2' \rightarrow \forall M, V : M^{[\delta, \xi_{2d}]} \rightarrow \xi_{2d}' \cdot x : V \models A \ \text{Sem.} \forall \delta. \forall x \in (\delta).

\leftrightarrow \forall \xi_2' \in \Pi_2'. \xi' \not\equiv \xi_2' \rightarrow \forall M, V : M^{[\delta, \xi_{2d}]} \rightarrow \xi_{2d}' \cdot x : V \models A \text{ Lem. 105}

\leftrightarrow \forall \xi_1' \in \Pi_1'. \xi \not\equiv \xi_1' \rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi_{1d}' \cdot x : V \models A \text{ Intro} \xi_1

\leftrightarrow \forall \xi_1' \in \Pi_1'. \xi \not\equiv \xi_1' \rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi_{1d}' \cdot x : V \models A \text{ Select} \xi_1' \text{ as } \xi_1

\rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi_{1d}' \cdot \xi_1' \cdot x : V \models A \ \Pi_1'' \equiv \Pi_1' \text{ F. O. L.}

\rightarrow \forall \xi_1' \in \Pi_1'. \delta(\xi_1') \cap \delta(\xi_1') \subseteq \delta(\xi)

\land \xi \not\equiv (\xi \cdot \xi_1')_{\Pi_1} \land \xi \cdot \xi_1' \not\equiv (\xi \cdot \xi_1')_{\Pi_1}'

\rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi \cdot \xi_1' \cdot \xi_1' \cdot x : V \models A \text{ Lem. 104}

\rightarrow \forall \xi_1' \in \Pi_1'. \delta(\xi_1') \cap \delta(\xi_1') \subseteq \delta(\xi)

\land \xi \not\equiv (\xi \cdot \xi_1')_{\Pi_1} \land \xi \cdot \xi_1' \not\equiv (\xi \cdot \xi_1')_{\Pi_1}'

\rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi \cdot \xi_1' \cdot \xi_1' \cdot x : V \models A \text{ Lem. 102}

\rightarrow \forall \xi_1' \in \Pi_1'. \delta(\xi_1') \cap \delta(\xi_1') \subseteq \delta(\xi)

\land \xi \not\equiv (\xi \cdot \xi_1')_{\Pi_1} \land \xi \cdot \xi_1' \not\equiv (\xi \cdot \xi_1')_{\Pi_1}'

\rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi \cdot \xi_1' \cdot \xi_1' \cdot x : V \models A \text{ Lem. 104 A-ExtIndSym}

\rightarrow \forall \xi_1. \xi \not\equiv \xi_1' \rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi_1' \cdot x : V \models A \text{ Nominal Det. Def. 25}

\rightarrow \forall \xi_1. \xi \not\equiv \xi_1' \rightarrow \forall M, V : M^{[\delta, \xi_{1d}]} \rightarrow \xi_1' \cdot x : V \models A \text{ Lem. 105, } A^{-\delta}

\leftrightarrow \xi \models \forall \delta. \forall x \in (\delta). A \text{ Sem.} \forall \delta. \forall x \in (\Pi + \delta).

line 24 holds as any name appearing in \xi_1 in line 24 which doesn't appear in \xi_1 in line 23 can be introduced through a fresh name in \xi_1 from line 23 and swapping the names for
the required fresh name.

\[ \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \text{-EXTINDSem} \]

**Lemma 121** (The formula used in the reasoning for \( \lambda x. \text{gensym}() \) is \( \text{EXTINDSem} \)).

Proof.

\[ \forall \xi. \xi, \xi' \models^* \xi' \rightarrow \xi \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \leftrightarrow \xi' \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \]

Assume some \( \Pi \) such that \( \Pi \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \). Assume some \( \xi^{\Pi, a}, \xi' \) such that \( \Pi \models \xi \) and \( \xi \not\models^* \xi' \) then prove the \( \leftrightarrow \) as follows.

Extending \( (\xi \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \rightarrow \xi' \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\}) \):

1. Assume \( \xi \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \)

2. \( \leftrightarrow \forall \xi_1^{\Pi, a}. \xi \not\models^* \xi_1 \rightarrow \xi_1 \cdot \delta : \Pi \setminus \text{TCV} \models \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \quad \text{Sem.} \forall \delta. \]

3. \( \rightarrow \forall \xi_1^{\Pi, a}. \xi \not\models^* \xi_1 \rightarrow \xi_1 \cdot \delta : \Pi \setminus \text{TCV} \models \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \quad \text{Subset} \forall \xi_1 \]

4. \( \rightarrow \forall \xi_1^{\Pi, a}. \xi' \not\models^* \xi_1 \rightarrow \xi_1 \cdot \delta : \Pi \setminus \text{TCV} \models \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \quad \text{Remove} \xi \not\models^* \]

5. \( \rightarrow \xi' \models \forall \delta. \forall x \in (\delta). f \bullet x = b\{b\#\delta + x\} \)
Contracting ($\xi \models \forall \delta . \forall x \in (\delta) . f \bullet x = b \{ \#b + \delta + x \}$)
Proof of
\[ \forall \xi, \xi', \xi'' \in \Pi, \xi \preceq \xi', \xi \preceq \xi'' \land \xi \preceq \xi \cdot \tilde{\xi}_1 \land \tilde{\alpha}(\tilde{\xi}_1) \cap \tilde{\alpha}(\tilde{\xi}') \subseteq \tilde{\alpha}(\xi) \]

\[ \xi_{1d} \equiv \xi \cdot \tilde{\xi}' \cdot \tilde{\xi}_1 \cdot \delta : (\Pi + \Pi' + \Pi_1) \mid_{-TCV} \]

\[ \xi_2 \equiv \xi \cdot \tilde{\xi}_1 \cdot \delta : (\Pi + \Pi_1) \mid_{-TCV} \]

\[ \forall M_x, V_x. M_x \mid_{\Pi + \Pi' + \Pi_1} \xi \tilde{\xi}_1 V_x \]

\[ \xi_{1d} \cdot x : V_x \models f \cdot x = b\#\delta + x \]

\[ \xi_2 \cdot x : V_x \models f \cdot x = b\#\delta + x \]

18. Assume some \( \xi, \xi', \xi'' \in \Pi \) s.t. \( \xi \preceq \xi' \cdot \xi'' \cdot \tilde{\xi}_1 \),

\( \xi \preceq \xi \cdot \tilde{\xi}_1 \) and \( \tilde{\alpha}(\tilde{\xi}_1) \cap \tilde{\alpha}(\tilde{\xi}') \subseteq \tilde{\alpha}(\xi) \) then:

19. Assume some \( M_x, V_x \) s.t. \( M_x \mid_{\Pi + \Pi' + \Pi_1} \xi \tilde{\xi}_1 V_x \) then:

20. \( \tilde{\alpha}(\tilde{\xi}_1) \cap \tilde{\alpha}(\tilde{\xi}') \subseteq \tilde{\alpha}(\xi) \rightarrow \xi \cdot \tilde{\xi}' \preceq \xi \cdot \tilde{\xi}'' \cdot \tilde{\xi}_1 \leftrightarrow \xi \cdot \tilde{\xi}_1 \preceq \xi \cdot \tilde{\xi}' \cdot \tilde{\xi}_1 \)

Lem. 104

21. \( \rightarrow \xi \cdot \tilde{\xi}_1 \cdot b : n_b \preceq \xi \cdot \tilde{\xi}' \cdot \tilde{\xi}_1 \cdot b : n_b \)

Lem. 104; \( n_b \notin \tilde{\alpha}(\xi \cdot \tilde{\xi}' \cdot \tilde{\xi}_1) \)

22. Let \( \xi_{3x} \equiv \xi \cdot \tilde{\xi}' \cdot \tilde{\xi}_1 \cdot \delta : (\Pi + \Pi' + \Pi_1) \mid_{-TCV} \cdot x \models V_x \) and \( \xi_{3xb} \equiv (\xi_{3x} \setminus \delta) \cdot b : n_b \)

23. Let \( \xi_{2x} \equiv \xi \cdot \tilde{\xi}_1 \cdot \delta : (\Pi + \Pi_1) \mid_{-TCV} \cdot x \models V_x \)

24. Assume: \( \xi \preceq \xi \cdot \tilde{\xi}' \land \xi \cdot \tilde{\xi}' \preceq \xi \cdot \tilde{\xi}'' \cdot \tilde{\xi}_1 \land \xi \preceq \xi \cdot \tilde{\xi}_1 \)

25. Assume: \( \xi_{3x} \models f \cdot x = b\#\delta + x \)

26. \( \leftrightarrow \exists n_b, f x \mid_{\Pi_{3x}, \xi_{3x}} \models n_b \land \nexists M_b, M_b \models [\delta x, \xi_{3x} \cdot b : n_b] \models n_b \)

Sem.\( \bullet = \{\}, \# \)

27. \( \leftrightarrow \exists n_b, f x \mid_{\Pi_{2x}, \xi_{2x}} \models n_b \land \nexists M_b, M_b \models [\delta x, \xi_{3x} \cdot b : n_b] \models n_f, x \mid_{\Pi_{2x} \mid_{\xi_{2x}}} \subseteq [\Pi_{3x} \mid_{\xi_{3x}}] \subseteq \Pi_{3x}, \)

Lem. 102

28. \( \leftrightarrow \exists n_b, f x \mid_{\Pi_{2x}, \xi_{2x}} \models n_b \land \nexists M_b, M_b \models [\delta x, \xi_{2x} \cdot b : n_b] \models [\delta + x]_{\xi_{2x}} = \Pi_{2x}, \)

Lem. 102

29. \( \rightarrow \exists n_b, f x \mid_{\Pi_{2x}, \xi_{2x}} \models n_b \land \nexists M_b, M_b \models [\delta x, \xi_{2x} \cdot b : n_b] \models \subset \Pi_{2x}, \)

Lem. 96, Line.20

30. \( \rightarrow \exists n_b, f x \mid_{\Pi_{2x}, \xi_{2x}} \models n_b \land \nexists M_b, M_b \models [\delta x, \xi_{2x} \cdot b : n_b] \models [\delta + x]_{\xi_{2x}} = \Pi_{2x}, \)

Lem. 102

31. \( \rightarrow \xi_{2x} \models f \cdot x = b\#\delta + x \)
Lemma 122 (\text{ExtInd}_\text{Syn} \implies \text{ExtInd}_\text{Sem}).

\text{A-ExtInd}_\text{Syn} \implies \text{A-ExtInd}_\text{Sem}

Proof. Proof by induction on the structure of $A$, knowing that $A$ is constructed using the definition of $\text{ExtInd}_\text{Syn}$ in Def. 54. Using Lem. 99 (i.e. $\Pi_0 \subseteq \Pi \implies [\Pi_0]_\xi \equiv [\Pi_0]_\zeta$) and Lem. 100 (i.e. $[e]_\xi \equiv [e]_\zeta$) the proof builds on the structure of Def. 54 as follows.

1. Base Formulas:

$A \equiv \top, \bot$. Clearly hold.

$A \equiv e \# \Pi_0 \quad \Pi \models e \# \Pi_0$ implies $\Pi \models e : Nm$ and $\Pi \models \Pi_0$.

Lem. 100 implies $[e]_\xi \equiv [e]_\zeta$.

Lem. 99 implies $[\Pi_0]_\xi \equiv [\Pi_0]_\zeta$.

Lem. 102 implies $\exists M. M [\Pi_0, \xi] \equiv \exists M. M [\Pi_0, \xi]$.

2. Core Inductive Cases:

$A \equiv \neg A_1$ Holds from I.H. on $A_1$ as $\xi \models A_1 \iff \xi' \models A_1$ hence $\xi \not\models A_1 \iff \xi' \not\models A_1$, hence $\xi \models \neg A_1 \iff \xi' \models \neg A_1$.

$A \equiv A_1 \land A_2$ Holds from I.H. on $A_1$ and $A_2$, as $\xi \models A_1 \iff \xi \models A_1$ implies $\xi \models A_1 \land A_2 \iff \xi \models A_1 \land \xi \models A_2 \iff \xi' \models A_1 \land \xi' \models A_2 \iff \xi' \models A_1 \land A_2$.

$A \equiv A_1 \lor A_2$ Derivable given $A \lor B \equiv \neg (\neg A \land \neg B)$

$A \equiv A_1 \rightarrow A_2$ Derivable given $A \rightarrow B \equiv \neg (A \land \neg B)$

$A \equiv e \bullet e' = m\{A_1\}$

Given $\delta(V_\xi) \cap \delta(\xi') \subseteq \delta(\xi)$:

Lem. 102 implies $ee' [\Pi, \xi] V_m \iff ee' [\Pi, \xi] V_m$.

Lem. 104 implies $\xi \prec \xi' \land ee' [\Pi, \xi] V_m \rightarrow \xi \cdot m : V_m \prec \xi' \cdot m : V_m$

Induction on $A_1$ implies $\xi \cdot m : V_m \models A_1 \iff \xi' \cdot m : V_m \models A_1$.

Hence $\xi \models e \bullet e' = m\{A_1\}$

\iff \exists V_m, ee' [\Pi, \xi] V_m \land \xi \cdot m : V_m \models A_1

\iff \exists V_m, ee' [\Pi, \xi] V_m \land \xi' \cdot m : V_m \models A_1

\iff \xi' = e \bullet e' = m\{A_1\}$

$A \equiv \forall x \in (\Pi_0). A_1$ Lem. 99 implies $[\Pi_0]_\xi \equiv [\Pi_0]_\zeta$

Given $\delta(V_\xi) \cap \delta(\xi') \subseteq \delta(\xi)$:

Lem. 102 implies $M [\Pi_0, \xi] V_x \iff M [\Pi_0, \xi] V_x$

Lem. 104 implies $\xi \prec \xi' \land M_x [\Pi_0, \xi] V_x \rightarrow \xi \cdot x : V_x \prec \xi' \cdot x : V_x$

Induction on $A_1$ implies $\xi \cdot x : V_x \models A_1 \iff \xi' \cdot x : V_x \models A_1$
Hence

\[ \forall x \in (\Pi_0).A \]

\[ \iff \forall M, V : [\Pi_0, \xi] V \rightarrow \xi \cdot x : V \models A_1 \quad \text{Sem. } \forall x \in (\Pi_0). \]

\[ \iff \forall M, V : [\Pi_0, \xi'] V \rightarrow \xi' \cdot x : V \models A_1 \quad \text{Lem. 102} \]

\[ \iff \forall M, V : [\Pi_0, \xi'] V \rightarrow \xi' \cdot x : V \models A_1 \quad \text{I.H. on } A_1 \]

\[ \iff \xi' \models \forall x \in (\Pi_0).A_1 \quad \text{Sem. } \forall x \in (\Pi_0). \]

A \equiv \exists x \in (\Pi_0).A_1 \text{ Derivable from } \exists x \in (\Pi_0).A_1 \equiv \neg \forall x \in (\Pi_0).\neg A_1

3. \forall \delta.-Inductive Cases:

A \equiv \forall \delta.A_1 \text{ holds by I.H. on } A_1, \text{ Knowing that } A_1 \text{ is } \delta\text{-free then:}

\[ \xi \models \forall \delta.A_1 \rightarrow \xi' \models \forall \delta.A_1 \text{ clearly holds through the semantics.} \]

\[ \xi' \models \forall \delta.A_1 \]

\[ \iff \forall \xi_1^\# : \forall \xi \models \xi \cdot \delta : \Pi_1 \models A_1 \quad \text{Sem. } \forall \delta. \]

\[ \iff \forall \xi_1^\# : \forall \xi \models \xi \cdot \delta : \Pi_1 \models A_1 \quad \text{Lem. 105 } A_1^\delta \]

\[ \iff \forall \xi_1^\# : \forall \xi \models \xi \cdot \delta : \Pi_1 \models A_1 \quad \forall \xi_1 \rightarrow \xi' \]

\[ \iff \forall \xi_1^\# : \forall \xi \models \xi \cdot \delta : \Pi_1 \models A_1 \quad \text{I.H.} \]

\[ \iff \forall \xi_2^\# : \forall \xi \models \xi \cdot \delta : \Pi_2 \models A_1 \quad \text{Lem. 105 } A_1^\delta \]

\[ \iff \forall \xi \models \forall \delta.A_1 \quad \text{Sem. } \forall \delta. \]

A \equiv \forall \delta.\forall x \in (\delta).A_1 \text{ holds by I.H. on } A_1^\delta, \text{ Lem. 120}

Let: \( \xi_1^{d_1} = \xi_1 \cdot \delta : \Pi_1 \) and \( \xi_1^{d_2} = \xi_1 \cdot x : V_x \) and \( \xi_1^{d_1x} = \xi_1dx \cdot x : V_x \)

\[ \xi \models \forall \delta.\forall x \in (\delta).A_1 \]

\[ \iff \forall \xi_1^{d_1} : \forall \xi \models \forall M, V : [\delta, \xi_1^{d_1}] V_x \rightarrow \xi_1dx \models A_1 \quad \text{Sem. } \forall \delta.\forall x \in (\delta). \]

\[ \iff \forall \xi_1^{d_1} : \forall \xi \models \forall M, V : [\delta, \xi_1^{d_1}] V_x \rightarrow \xi_1dx \models A_1 \quad \text{Lem. } \forall \xi_1^{d_1} \]

\[ \iff \forall \xi_1^{d_1} : \forall \xi \models \forall \delta.\forall x \in (\delta).A_1 \quad \text{Sem. } \forall \delta.\forall x \in (\delta). \]

For any \( j \) or \( \ell \) version of these then let:

\[ \xi_1^{d_1} = \xi_1^\delta \cdot \delta : \Pi_j \backslash -TCV \text{ and } \xi_1^{d_1x} = \xi_1^\delta \cdot x : V_x \]

\[ \xi_1^{d_1x} = \xi_1^\delta \cdot \delta : \Pi_1 \backslash -TCV \text{ and } \xi_1^{d_1x} = \xi_1^\delta \cdot x : V_x \]

Let: \( \xi_1^{d_1} = \xi_1^\delta \cdot \delta : \Pi_j \backslash -TCV \) and \( \xi_1^{d_1x} = \xi_1^\delta \cdot x : V_x \)

Write \( \xi_1^{d_1} = \xi_1 \cdot \xi \), \( \xi_1^{d_1} = \xi_1^\delta \cdot \xi \), \( \xi_1^{d_1} = \xi_1^\delta \cdot \xi \), \( \xi_1^{d_1} = \xi_1 \cdot \xi \cdot \xi' \), \( \xi_1^{d_1} = \xi_1 \cdot \xi \cdot \xi' \)
4. Two specific cases:

∀δ.f(\{\}) = b\{b\#δ\} This holds given Lem. 121 as simply stating \(x\) : Unit ensures this holds. The full proof follows a similar reasoning as the proof for Lem. 121 but with the slight simplification without the \(\forall x \in (δ)\) - complication.

∀δ.∀x \in (δ).f(\{\}) = b\{b\#δ + x\} Proven in Lem. 121.

□

Lemma 123 (Syntactically thin formulae implies semantically thin).

\[∀ \Gamma, A, x. \Pi \setminus x \vdash A \rightarrow (A\text{-}\text{THIN}_\text{Syn}(x) \rightarrow A\text{-}\text{THIN}_\text{Sem}(x))\]
Proof. This proof assumes that all models $\xi$ and $\xi \setminus x$ are well-constructed models.

1. If $\Pi \models x : \alpha_{\leftarrow \text{Nm}, \rightarrow}$ then $A$ THIN$_{Sem}(x)$:

Given $[\llbracket e \rrbracket]_\xi = [\llbracket e \rrbracket]_{\xi, x} V_x$ and $[\Pi]_\xi = [\Pi]_{\xi, x} V_x$ the proof holds easily. 

Lem. 81, Lem. 82, Lem. 83.

2. The assertions $A \equiv T, F, e = e', e \neq e'$ are all free from $x$ ($x \notin \text{fv}(A)$) then $A$ THIN$_{Sem}(x)$:

- $T, F$: clearly hold.
- $e = e'$: hold as follows.

3. If $A_1$ THIN$_{Syn}(x)$ and $A_2$ THIN$_{Syn}(x)$ then by I.H. $A_1$ THIN$_{Sem}(x)$ and $A_2$ THIN$_{Sem}(x)$

Then it is necessary to prove that $A_1 \wedge A_2$, $A_1 \vee A_2$, $e \cdot e' = m\{A_1\}$, $\forall y \in (\Pi_1).A_1$, $\exists y \in (\Pi_1 \setminus TCV).A_1$

are all THIN$_{Sem}(x)$

- $A_1 \wedge A_2$, $A_1 \vee A_2$: The proofs are trivial by induction and hence are omitted.
- $e \cdot e' = m\{A_1\}$: holds by I.H. on $A_1$ as follows.

4. $\xi \setminus x | e = e'$: Same proof as above as proof is $\leftrightarrow$.
\( \forall y \in (\Gamma_1).A_1: \) holds assuming \( A_1 \text{ ThINSyn}(x) \) as follows.

1. \( \xi \vdash \forall y \in (\Gamma_1).A_1 \)

2. \( \leftrightarrow \forall M_y, V_y. M_y^\Gamma_1, \xi \in V_y \rightarrow \xi \cdot y : V_y \models A_1 \)

3. \( \rightarrow \forall M_y, V_y. \delta(M_y) = \emptyset \land \llbracket \Gamma_1 \rrbracket_\xi \vdash M_y : \alpha \\
\land (\delta(\xi), M_y\xi) \downarrow (\delta(\xi), G', V_y) \\
\rightarrow \xi \cdot y : V_y \models A_1 \)

4. \( \rightarrow \forall M_y, V_y. \delta(M_y) = \emptyset \land \llbracket \Gamma_1 \rrbracket_{\xi \setminus x} \vdash M_y : \alpha \\
\land (\delta(\xi \setminus x), M_y\xi \setminus x) \downarrow (\delta(\xi \setminus x), G', V_y) \\
\rightarrow \xi \cdot y : V_y \models A_1 \)

5. \( \rightarrow \forall M_y, V_y. \delta(M_y) = \emptyset \land \llbracket \Gamma_1 \rrbracket_{\xi \setminus x} \vdash M_y : \alpha \\
\land (\delta(\xi \setminus x), M_y\xi \setminus x) \downarrow (\delta(\xi \setminus x), G', V_y) \\
\rightarrow \xi \cdot y : V_y \models A_1 \)

6. \( \rightarrow \forall M_y, V_y. M_y^\Gamma_1, \xi \setminus x \rightarrow V_y \rightarrow (\xi \cdot y : V_y) \models A_1 \)

7. \( \rightarrow \forall M_y, V_y. M_y^\Gamma_1, \xi \setminus x \rightarrow V_y \rightarrow (\xi \cdot y : V_y) \setminus x \models A_1 \)

8. \( \rightarrow \forall M_y, V_y. M_y^\Gamma_1, \xi \setminus x \rightarrow V_y \rightarrow (\xi \setminus x \cdot y : V_y) \models A_1 \)

9. \( \rightarrow \xi \setminus x \models \forall y \in (\Gamma_1).A_1 \)

\( \text{Sem.} \forall y \in (\Gamma_1).A_1 \)
\[ \exists y^\alpha \in (\Pi_1).A_1: \text{holds as follows.} \]

1. \[ \xi \models \exists y^\alpha \in (\Pi_1).A_1 \]

2. \[ \leftrightarrow \exists M_y, V_y. M_y ^{\Pi_1, \xi} V_y \land \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \exists y \in (\Pi_1).A_1 \]

3. \[ \rightarrow \exists M_y, V_y. \delta(M_y) = \emptyset \land [\Pi_1]_{\xi} M_y : \alpha \land \delta(\xi, M_y \xi) \downarrow \delta(\xi, G', V_y) \land \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \]

4. \[ \rightarrow \exists M_y, V_y. \delta(M_y) = \emptyset \land [\Pi_1]_{\xi, x} M_y : \alpha \\ \land \delta(\xi \backslash x, M_y \xi \backslash x) \downarrow \delta(\xi \backslash x, G', V_y) \land \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \rightarrow \]

5. \[ x \notin \text{fv}([\Pi_1]_{\xi, x}), \quad x \notin \text{fv}([\Pi_1]_{\xi, x}), \quad \text{from any TC, Lem. 80} \]

6. \[ \rightarrow \exists M_y, V_y. M_y ^{\Pi_1, \xi, x} V_y \land \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \]

7. \[ \rightarrow \exists M_y, V_y. M_y ^{\Pi_1, \xi, x} V_y \land (\xi \cdot y : V_y) \models A_1 \quad \text{I.H.} \]

8. \[ \rightarrow \exists M_y, V_y. M_y ^{\Pi_1, \xi, x} V_y \land \xi \cdot x \cdot y : V_y \models A_1 \quad \text{Def.} \xi \backslash x \]

9. \[ \rightarrow \xi \backslash x \models \exists y \in (\Pi_1).A_1 \quad \text{Sem.} \exists y \in (\Pi_1).A_1 \]
- $\exists y \in (\Gamma_1 \setminus \text{TCV}).A_1$: holds as follows.

1 $\xi \models \exists y \in (\Gamma_1 \setminus \text{TCV}).A_1$

2 $\leftrightarrow \exists M_y, V_y, M_y^{[\Gamma_1 \setminus \text{TCV}, \xi]} \models \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \exists y \in (\Gamma_1 \setminus \text{TCV}).A_1$

3 $\leftrightarrow \exists M_y, V_y, \delta(M_y) = \emptyset \land [\Gamma_1 \setminus \text{TCV}]\xi \models M_y : \alpha \land \delta(\xi), M_y \xi \downarrow (\delta(\xi), G', V_y) \land \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \downarrow$

4 $\leftrightarrow \exists M_y, V_y, \delta(M_y) = \emptyset \land [\Gamma_1 \setminus \text{TCV}]\xi \models M_y : \alpha \land [\Gamma_0]\xi \models \equiv [\Gamma_0]\xi \land \delta(\xi) \downarrow (\delta(\xi), G', V_y) \land \xi \cdot y : V_y \models A_1 \quad \text{Sem.} \rightarrow$

5 $\leftrightarrow \exists M_y, V_y, \delta(M_y) = \emptyset \land [\Gamma_1 \setminus \text{TCV}]\xi \models M_y : \alpha \land \delta(\xi \models M_y) \models A_1 \land \xi \cdot y : V_y \models A_1 \quad \text{I.H.}$

6 $\leftrightarrow \exists M_y, V_y, M_y^{[\Gamma_1 \setminus \text{TCV}, \xi \models \xi \models M_y : \alpha \land \xi \cdot y : V_y \models A_1 \quad \text{Def.} \xi \models \xi \models M_y : \alpha \land \xi \cdot y : V_y \models A_1 \quad \text{I.H.}$

7 $\leftrightarrow \exists M_y, V_y, M_y^{[\Gamma_1 \setminus \text{TCV}, \xi \models \xi \models M_y : \alpha \land \xi \cdot y : V_y \models A_1 \quad \text{Def.} \xi \models \xi \models M_y : \alpha \land \xi \cdot y : V_y \models A_1 \quad \text{I.H.}$

8 $\leftrightarrow \exists M_y, V_y, M_y^{[\Gamma_1 \setminus \text{TCV}, \xi \models \xi \models M_y : \alpha \land \xi \cdot y : V_y \models A_1 \quad \text{Def.} \xi \models \xi \models M_y : \alpha \land \xi \cdot y : V_y \models A_1 \quad \text{I.H.}$

9 $\leftrightarrow \xi \models \exists y \in (\Gamma_1 \setminus \text{TCV}).A_1 \quad \text{Sem.} \exists y \in (\Gamma_1 \setminus \text{TCV}).A_1$

The formula $\exists y \in (\Gamma_1).A_1$ is not $\text{Thin} \text{Syn}(x)$ for all cases of $\Gamma_0$ as $\Gamma_0$ may contain a TCV $\delta$ which could be used in $M_y$ hence be explicitly dependant on $x$. This means the two previous cases state two clear cases for $\Gamma$ (or the type of $y$) where formulae of this form are guaranteed to be $\text{Thin} \text{Syn}(x)$. 
4: If \( A_1 \text{ ThIN}_{Syn}(x) \) and \( \delta \notin \text{ftc}_v(A_1) \) then \( \forall \delta. A_1 \text{ ThIN}_{Sem}(x) \):

Holds by I.H. on \( A_1 \) as follows

1 \( \xi \models \forall \delta. A_1 \)

2 \( \leftrightarrow \forall \xi^{\Pi'}. \xi \preceq^* \xi' \rightarrow \xi' \cdot \delta : \Pi' \models A_1 \) \( \text{Sem.} \forall \delta. \)

3 \( \leftrightarrow \forall \xi^{\Pi'}. \xi \preceq^* \xi' \rightarrow \xi' \models A_1^{-\delta} \) \( \text{Lem. 105} \)

4 \( \leftrightarrow \forall \xi^{\Pi'}. \xi \preceq^* \xi' \rightarrow \xi' \models A_1^{-\delta} \) \( I.H. \)

5 \( \rightarrow \forall \xi^{\Pi' \setminus x}. \xi \preceq^* \xi' \rightarrow \xi' \models A_1^{-\delta} \) \( \text{Subset of } \forall \xi^{\Pi'} \)

as \( [\Pi' \setminus x]_{\xi \setminus x} \subseteq [\Pi]_\xi \) and \( \xi \setminus x \subseteq \xi \)

6 \( \rightarrow \forall \xi^{\Pi''}. \xi \preceq^* \xi' \rightarrow \xi'' \models A_1^{-\delta} \) \( \text{Rename } \xi'' \equiv \xi' \)

7 \( \rightarrow \forall \xi^{\Pi''}. \xi \preceq^* \xi'' \rightarrow \xi'' \cdot \delta : \Pi'' \models A_1^{-\delta} \) \( \text{Lem. 105} \)

8 \( \rightarrow \xi \models \forall \delta. A_1^{-\delta} \) \( \text{Sem.} \forall \delta. \)
∀ If \( A_1 \) \( \text{Thin}_\text{Syn}(x) \) then \( \forall \delta. \forall y \alpha^y \in (\delta). A_1^\delta \) \( \text{Thin}_\text{Sem}(x) \): Holds by I.H. on \( A_1 \) as follows.

1. Assume \( A_1 \) \( \text{Thin}_\text{Syn}(x) \)

2. i.e. assume \( \forall \Gamma, \delta, y^\alpha \cdot \delta + y : \alpha \backslash x \vdash A_1 \rightarrow \forall \xi^\alpha \cdot \xi_{iy} \vdash A_1 \rightarrow \xi_{iy} \backslash x \vdash A_1 \)

3. Assume \( \Gamma', \xi^\Gamma \) s.t. \( \Pi \backslash x \vdash \forall \delta. \forall y \in (\delta). A_1 \) and \( \xi \vdash \forall \delta. \forall y \in (\delta). A_1 \)

4. Typing rules, \( \text{Sem.} \forall, \forall \in () \)

5. \( \rightarrow \Pi \backslash x + \delta + y : \alpha \vdash A_1 \)

\[ \forall \xi^\Gamma_1 \cdot \xi \not\in^* \xi_1 \rightarrow \forall M^\alpha_y, V_y, \ M_y \left[ \delta, \xi, \delta_1^\Pi_1 \right] V_y \rightarrow \xi_1 \cdot \delta : \Pi_1 \cdot y : V_y \vdash A_1 \]

6. I.H., Line.2

\[ \forall \xi^\Gamma_1 \cdot \xi \not\in^* \xi_1 \rightarrow \forall M^\alpha_y, V_y, \ M_y \left[ \delta, \xi, \delta_1^\Pi_1 \right] V_y \rightarrow \xi_1 \cdot \delta : \Pi_1 \cdot y : V_y \vdash A_1 \]

7. \( \forall \xi^\Gamma_1 \cdot \xi \not\in^* \xi_1 \rightarrow \forall M^\alpha_y, V_y, \ M_y \left[ \delta, \xi, \delta_1^\Pi_1 \right] V_y \rightarrow \xi_1 \cdot \delta : \Pi_1 \cdot y : V_y \vdash A_1 \)

8. \( \forall \xi^\Gamma_1 \cdot \xi \not\in^* \xi_1 \rightarrow \forall M^\alpha_y, V_y, \ M_y \left[ \delta, \xi, \delta_1^\Pi_1 \right] V_y \rightarrow \xi_1 \cdot \delta : \Pi_1 \cdot y : V_y \vdash A_1 \)

\[ \left[ \delta \right]_{\xi_1 \cdot \delta : \Pi_1} \subseteq \left[ \delta \right]_{\xi_1 \cdot \delta : \Pi_1} \]

9. \( \forall \xi^\Gamma_1 \cdot \xi \not\in^* \xi_1 \rightarrow (\xi_1 \cdot \delta : \Pi_1) \backslash x \vdash \forall y \in (\delta). A_1 \)

10. \( \forall \xi^\Gamma_2 \cdot \xi \not\in^* \xi_2 \cdot x : V_x \rightarrow (\xi_2 \cdot x : V_x \cdot \delta : \Pi_1) \backslash x \vdash \forall y \in (\delta). A_1 \)

11. \( \forall \xi^\Gamma_3 \cdot \xi \not\in^* \xi_3 \rightarrow \xi_3 \cdot \delta : \Pi_3 \vdash \forall y \in (\delta). A_1 \)

12. \( \xi \backslash x \vdash \forall \delta. \forall y \in (\delta). A_1 \)

13. Hence: \( \forall \Gamma'. \Pi \backslash x \vdash \forall \delta. \forall y \in (\delta). A_1 \)

14. Hence: \( \forall \delta. \forall y \in (\delta). A_1 \) \( \text{Thin}_\text{Sem}(x) \)

Again it is emphasised that \( y \# \Pi_1 \) is \( \text{Thin}_\text{Syn}(x) \) given \( y \# \Pi_1 \) \( \equiv \forall z \# \Pi_1 \) \( z \neq y \) and this is \( \text{Thin}_\text{Syn}(x) \) hence also \( \text{Thin}_\text{Sem}(x) \).

### A.2 Soundness of the Extra Core Rules

Here are the proofs for the core derivation rules of the \( \nu \)-logic not included in Sec. 6.3.

#### A.2.1 Soundness of \([\text{PAIR}]_\nu\)

\[
\begin{align*}
\{A\} M :_m \{B\} & \quad \{B\} N :_n \{C[\langle m, n \rangle/u]\}_{\Pi^\alpha \gamma \nu \mu} \quad C \text{ Thin}_\text{Syn}(x) \\
\{A\} \langle M, N \rangle :_a \{C\} & \quad \text{[PAIR]}_\nu
\end{align*}
\]
Proof. Clearly Lem. 113 ensures $A$-$\text{THIN}_{\text{Sym}}(x)$ implies $A$-$\text{THIN}_{\text{Sem}}(x)$.

1. Let: $\xi_m^m \equiv \xi \cdot m : V_m$ and $\xi_m^{m+n} \equiv \xi_m \cdot n : V_n$

2. Assume $\Gamma$ s.t. $\Gamma \vdash \{A\} \langle M, N \rangle : u \{C[(m,n)/u]_{\text{m+n}}\}$

3. $\rightarrow \Gamma \vdash \{A\} M : m \{B\} \land \Gamma + m \vdash \{B\} N : n \{C[(m,n)/u]_{\text{m+n}}\} \land \Gamma \vdash N : \alpha$

4. $\forall \Gamma', \xi \xi_0 \Gamma' \triangleright \xi' \rightarrow \xi' \equiv A \rightarrow M [\Gamma', \xi'] \lor \Gamma' \vdash m : V_m \Rightarrow B \quad I.H.(1)$

5. $\forall \Gamma', \xi_0 \Gamma' \triangleright \xi' \rightarrow \xi'_m \Rightarrow B \rightarrow N [\Gamma', \xi'_m] \lor \Gamma' \vdash m : V_m \Rightarrow \alpha \lor \xi'_m \cdot n : V_n \Rightarrow C[(m,n)/u]_{\text{m+n}}$ \quad I.H.(2)

6. Assume $\xi_0$ s.t. $\Gamma \triangleright \xi \land \xi \equiv A$

7. $\rightarrow M [\Gamma, \xi] \lor \Gamma' \vdash m : V_m \Rightarrow B \quad I.H.(1)$

8. $\rightarrow M [\Gamma, \xi] \lor \Gamma' \vdash m : V_m \Rightarrow \Gamma \vdash N \xi_m^m \lor \Gamma' \vdash m, n \{C[(m,n)/u]_{\text{m+n}}\} \lor \Gamma \vdash m, n \Rightarrow C \quad I.H.(2)$

9. $\rightarrow M [\Gamma, \xi] \lor \Gamma' \vdash m : V_m \Rightarrow \exists \nu, \{m, n\} \lor \Gamma' \vdash \xi_m^m \lor \Gamma \vdash m, n \Rightarrow C \quad \text{Sem}.[e/x], \quad u \not\in \text{dom}(\xi_m^m)$

10. $\rightarrow M [\Gamma, \xi] \lor \Gamma' \vdash m : V_m \Rightarrow \langle M, N \rangle \lor \Gamma' \vdash \xi_m^m \lor \Gamma \vdash m, n \Rightarrow C \quad \text{Op. Sem. (Pair)}$

11. $\rightarrow M [\Gamma, \xi] \lor \Gamma' \vdash m : V_m \Rightarrow \langle M, N \rangle \lor \Gamma' \vdash \xi \lor \Gamma \vdash m, n \Rightarrow C \quad C \text{ THIN}_{\text{Sem}} (m,n)$

12. $\rightarrow \langle M, N \rangle \lor \Gamma' \vdash \xi \lor \Gamma \vdash m, n \Rightarrow C \quad \text{Remove Excess}$

13. $\rightarrow \forall \xi_0 \lor \Gamma \vdash \xi \equiv A \rightarrow \langle M, N \rangle \lor \Gamma' \vdash \xi \lor \Gamma \vdash m, n \Rightarrow C \quad \text{Assumption, Line.5}$

$C$-$\text{THIN}_{\text{Sym}}(m,n)$

14. Hence: $\vdash \{A\} \lor \{B\} \Rightarrow \{B\} \lor \{C[(m,n)/u]_{\text{m+n}}\} \Rightarrow \{A\} \lor \{A\} \lor \{C\}$ \quad Lines.1-12

\qed
A.2.2 Soundness of $[\text{PROJ}(i)]_ν$

\[ \{A\} \ M :_m \{C[\pi_i(m)/u]_{Π^m}\} \quad C \ \text{THIN}_{\text{Sym}}(m) \]

\[ \{A\} \ \pi_i(M) :_u \{C\} \]

Proof. Clearly Lem. 113 ensures $A$-$\text{THIN}_{\text{Sym}}(x)$ implies $A$-$\text{THIN}_{\text{Sem}}(x)$.

1. Assume $Π$ s.t. $Π \vdash \{A\} \ \pi_i(M) :_u \{C\}$

2. $\rightarrow \quad Π \vdash \{A\} \ M :_m \{C[\pi_i(m)/u]_{Π^m}\}$

3. $\forall ξ_{Π^0}, Π \triangleright ξ \rightarrow ξ \models A \rightarrow M \left[ Π, ξ \right] V_m \wedge ξ \cdot m : V_m \models C[\pi_i(m)/u]_{Π^m}$ I.H.(1)

4. Assume $ξ_{Π^0}$ s.t. $Π \triangleright ξ \wedge ξ \models A$

5. $M \left[ Π_{\sim}, ξ \right] V_m \wedge ξ \cdot m : V_m \models C[\pi_i(m)/u]_{Π^m}$ I.H.(1)

6. $M \left[ Π_{\sim}, ξ \right] V_m \wedge \pi_i(m) \left[ Π_{\sim}, ξ \cdot m : V_m \right] V_u$ Sem.$\left[e/x\right]$, $\wedge ξ \cdot m : V_m \cdot u : V_u \models C$ $u \notin \text{dom}(ξ \cdot m \cdot n)$

7. $M \left[ Π_{\sim}, ξ \right] V_m \wedge \pi_i(m) \left[ Π_{\sim}, ξ \cdot m : V_m \right] V_u$ $C \ \text{THIN}_{\text{Sem}}(m)$

8. $\pi_i(M) \left[ Π_{\sim}, ξ \right] V_u \wedge ξ \cdot u : V_u \models C$ Op. Sem.(Pair)

9. $\forall ξ_{Π^0}, Π \triangleright ξ \rightarrow ξ \models A \rightarrow \pi_i(M) \left[ Π_{\sim}, ξ \right] V_u$ Assumption, Line.4

\[ \wedge ξ \cdot u : V_u \models C \]

10. Hence:

\[ \models \{A\} \ M :_m \{C[\pi_i(m)/u]_{Π^m}\} \quad C \ \text{THIN}_{\text{Sym}}(m) \]

\[ \models \{A\} \ \pi_i(M) :_u \{C\} \]

\[ \text{Lines.1-10} \]

\[ \blacksquare \]

A.2.3 Soundness of $[\text{IF}]_ν$

\[ \{A\} \ M :_m \{\{B\} \ {B[true/m]} \ N_1 :_u \{C\} \ \{B[false/m]\} \ N_2 :_u \{C\} \]

\[ \{A\} \ \text{if } M \ \text{then } N_1 \ \text{else } N_2 :_u \{C\} \]

Proof. The proof is standard, given that substitution is equivalent to standard substitution for $b_ν$-values of type $\text{Bool}$. It holds trivially through the operational semantics of if $M$ then $N_1$ else $N_2$ and the semantics of substitution in the logic.

\[ \blacksquare \]

A.2.4 Soundness of $[\text{NEG}]_ν$

\[ \{A\} \ M :_m \{C[\neg m/u]\} \]

\[ \{A\} \ \neg M :_u \{C\} \]

\[ [\text{NEG}]_ν \]
Proof. The proof is standard, given that substitution is equivalent to substituting the negation of \( u \) for \( u \). It holds trivially through the operational semantics of \( \neg M \) and the semantics of substitution in the logic.