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Abstract

The adaptive regulation of bodily and interoceptive parameters, such as body temperature, thirst and hunger is a central problem for any biological organism. Here, we present a series of simulations using the framework of active inference to formally characterize interoceptive control and some of its dysfunctions. We start from the premise that the goal of interoceptive control is to minimize a discrepancy between expected and actual interoceptive sensations (i.e., a prediction error or free energy). Importantly, living organisms can achieve this goal by using various forms of interoceptive control: homeostatic, allostatic and goal-directed. We provide a computationally-guided analysis of these different forms of interoceptive control, by showing that they correspond to distinct generative models within Active inference. We discuss how these generative models can support empirical research through enabling fine-grained predictions about physiological and brain signals that may accompany both adaptive and maladaptive interoceptive control.
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Highlights

- We use active inference to provide formal models of interoceptive control
- We model homeostatic, allostatic and goal-directed forms of interoceptive control
- Our simulations illustrate both adaptive interoceptive control and its dysfunctions
- We discuss how the models can aid empirical research on interoception
Introduction

Living organisms constantly face adaptive regulation challenges, for example keeping bodily and interoceptive variables such as temperature and glucose levels within acceptable ranges, in the face of external hazards. The necessity of responding to such challenges is so fundamental for our existence that it has plausibly shaped the design of our brains across evolutionary history, long prior to the emergence of sophisticated forms of cognition (Cisek, 2019). This deep phylogeny is well attested by the centrality of interoceptive circuits in neuronal architectures (Barrett & Simmons, 2015; Craig, 2015; Zhang et al., 2019).

From a formal perspective, the adaptive regulation of bodily and interoceptive parameters is challenging, and benefits from predictive (allostatic) forms of control. The concept of allostasis emphasizes that to regulate bodily and interoceptive parameters efficiently, it is important to anticipate bodily needs (e.g., future increases of body temperature or oxygen demands) and prepare to satisfy them before they arise (e.g., perspiration or hyperventilation) rather than merely reacting to sensed bodily or interoceptive dysregulations (Sterling, 2012).

Mechanisms of predictive or allostatic control in living organisms can vary greatly in their complexity. As mentioned, a predicted increase of body temperature or oxygen demand may directly trigger allostatic and homeostatic autonomic processes for perspiration or hyperventilation. These are both rather simple forms of predictive control, which engage only autonomic and interoceptive systems.

More sophisticated ways to solve the same regulation problems go beyond autonomic reflexes of this kind, whether homeostatic or allostatic. For example, human beings can counteract potential increases in body temperature by buying and drinking a glass of water or by finding shade on a hot sunny day. Engaging these complex goal-directed loops requires sophisticated cognitive architectures that are multimodal, hierarchical and/or temporally deep (Pezzulo et al., 2015). Multimodality is important when it is necessary to coordinate exteroceptive and interoceptive streams; for example, to predict that some gustatory stimuli (e.g., those sensed when drinking water) can eventually solve an interoceptive problem (e.g., thirst). Temporal hierarchy is important when the phenomena of interest span different timescales. For example, obtaining and drinking a glass of water involves a sequence of actions (a ‘compound action’) that collectively last seconds or minutes, whereas interoceptive reflexes are much faster, taking place on the order of hundreds of milliseconds. Finally, temporal depth refers to the hierarchical depth of the planning process. It becomes important, for example, when a living organism has to predict how its actions now will change its interoceptive streams in the future; for example, the fact that carrying a bottle of water on a hot sunny day is useful, even if one is not currently thirsty. These features of multimodality, temporal sequencing and temporal depth pose additional challenges and opportunities for more complex forms of predictive allostatic control.

These challenges can be usefully articulated within a formal approach to adaptive regulation and allostasis provided by the perspective of active inference: a leading theory in computational neuroscience (Friston, 2010; Friston, FitzGerald, et al., 2017; Parr et al., 2022). Active inference describes the brains of living organisms as "prediction machines" that solve biological regulation problems by learning internal (generative) models of their bodily and interoceptive processes (Seth, 2013) and of how they can produce desired outcomes by acting in the world (Friston et al., 2015; Seth & Friston, 2016). It appeals to the normative imperative of prediction error (more formally, free energy) minimization, to explain a broad range of cognitive and emotional processes, such as perception and attention (Friston, 2005; Friston, Rosch, et al., 2017; Mirza et al., 2016, 2018, 2019; Parr & Friston, 2017, 2019), motor
control (Adams, Shipp, et al., 2013; Brown et al., 2011), goal-directed control (Friston, FitzGerald, et al., 2017; Parr et al., 2020; Pezzulo, Rigoli, et al., 2018; Tschantz et al., 2020), interoceptive processing (Allen et al., 2019; Pezzulo, 2013; Pezzulo, Iodice, et al., 2018; Seth et al., 2012; Seth & Friston, 2016; Smith et al., 2017; Yu et al., 2021) and various other aspects of cognitive processing (Clark, 2015; Corcoran et al., 2019; Hohwy, 2013; Sims & Pezzulo, 2021).

Furthermore, active inference has been recently used to shed light on various psychopathological conditions, such as psychosis, depression, eating disorders, anxiety and panic disorders, in terms of aberrant inference (Adams, Stephan, et al., 2013; Barca & Pezzulo, 2020; Barrett, 2017; Barrett et al., 2016; Harrison et al., 2021; Maisto et al., 2021; Paulus et al., 2019; Pezzulo et al., 2019; Pezzulo et al., 2019; Smith et al., 2019; Smith, Kirlic, et al., 2021; Smith, Kuplicki, Feinstein, et al., 2020; Smith, Kuplicki, Teed, et al., 2020; Smith, Schwartenbeck, Stewart, Kuplicki, et al., 2020; Stephan et al., 2016).

Here, we use active inference to develop five simulations of interoceptive control. Our simulations illustrate different forms of control, which range from the simple correction of sensed interoceptive errors to the more complex proactive regulation of the system that renders it able to anticipate and prospectively regulate future interoceptive errors. Furthermore, our simulations allow the exploration of both adaptive and maladaptive cases of interoceptive control, of the kind associated with psychopathologies (Petzschner et al., 2017).

One strength of active inference is that modelling these different forms of interoceptive control does not require changing the inferential framework. Rather, it only requires expanding the simulated organism’s generative model, by including more modalities (e.g., only interoceptive or also exteroceptive modalities) and hierarchical levels (e.g., only fast-changing or also slowly-changing variables). Another strength of active inference is that dysregulations of interoceptive control (that are increasingly recognized as central to understanding various forms of psychopathology) emerge naturally from suboptimal settings of the model parameters (Friston et al., 2014). Our simulations illustrate these strengths by showcasing how varying critical model parameters (e.g., the precision or inverse variance of interoceptive streams) can render simulated organisms more or less sensitive to interoceptive sensations and consequently, more or less able to achieve allostasis.

Our simulations offer both theoretical and methodological contributions. First, they provide a computationally-guided theoretical analysis of various forms (uni- vs. multimodal; shallow vs. hierarchical) of interoceptive control, from the normative perspective of active inference. Second, they illustrate how (simulated) physiological and brain signals can be generated that provide potentially measurable signals in biological organisms that engage in adaptive or maladaptive (e.g., psychopathological) forms of interoceptive control. One important role for such simulated signals is in model-based data analysis – or "computational phenotyping" (Schwartenbeck & Friston, 2016) – in future studies of interoceptive processing in both healthy individuals and those suffering from interoceptively-mediated psychopathologies (Smith, Mayeli, et al., 2021).

**Methods**

Active inference is a theory from computational neuroscience that describes perception, action and learning within a unified framework (Friston, 2010; Friston, FitzGerald, et al., 2017). It proposes that the brain forms a generative model of its sensory data, which comes to encode knowledge about the environment's statistical contingencies. On this account, perception is the process of "inverting" this model to infer the environment's state from noisy and ambiguous sensory data. Similarly, learning can be described as the process of inverting a model which includes beliefs about parameters (Friston et al., 2016). Finally, active inference
can account for behaviour in terms of inverting a model which encodes beliefs about actions (proprioceptive variables).

Under active inference, the inversion of generative models is achieved through variational inference, an optimisation procedure which approximates Bayesian inference. To implement this optimisation, active inference proposes that the brain's internal states (e.g., neural activity) parameterise an approximate posterior distribution, which describes an agent's beliefs about the (hidden) state of the world. These internal states then change in order to minimise an information-theoretic quantity, the variational free energy $F$, which includes the Kullback-Leibler divergence (or KL-divergence, $D_{KL}$) between the approximate posterior $q(s)$ over hidden states $s$ and the exact posterior $p(s|y)$ given by the generative model, along with the negative log-probability of observations (i.e., the evidence) to which free-energy is an upper-bound:

$$F(s,y) = D_{KL}[q(s)||p(s|y)] - \ln p(y)$$  \hspace{1cm} (1)

This formulation demonstrates that variational inference minimises the KL-divergence between the approximate and true posterior distributions, thereby providing an approximation to Bayesian inference (Buckley et al., 2017; Friston, FitzGerald, et al., 2017), otherwise intractable for complex generative models.

Active inference extends this approximate inference scheme to account for action. Mathematically, it posits an approximate posterior over states and actions $q(s,a)$, and a generative model over observations, states and actions $p(y,s,a)$. Actions are then inferred through the minimisation of variational free energy, with the generative model specifying the prior probability of actions. To account for purposeful, goal-driven behaviour, active inference proposes that an agent's generative model assigns a higher probability to preferred (e.g., rewarding) outcomes. This move ensures that variational free energy is minimised when sampling desired outcomes (e.g., receiving a reward). As behaviour can change which outcomes are sampled, minimising variational free energy with respect to action entails sampling preferable parts of the environment (e.g., searching for a reward). On this view, perception and learning correspond to updating one's beliefs to match the environment, whereas action corresponds to sampling the environment to match one's beliefs.

**Predictive coding**

While active inference provides a general scheme for describing perception, action and learning, the specific updates depend on the types of distribution employed. In computational neuroscience, a popular update scheme is provided by predictive coding, which treats both the approximate posterior and generative model as Gaussian distributions (Friston, 2005; Rao & Ballard, 1999). Under these assumptions, variational free energy can be rewritten in terms of precision weighted prediction errors:

$$F(\mu, y) = \kappa_I \varepsilon_I^2 + \kappa_p \varepsilon_p^2 + C$$  \hspace{1cm} (2)

where $\varepsilon_I = y - g(\mu)$ and $\varepsilon_p = \mu - \hat{\mu}$ are prediction errors, $\mu$ is the mean of the approximate posterior $q(s)$, $g(\mu)$ is some (possibly non-linear) function describing the relationship...
between states and observations, \( \hat{\mu} \) is the mean of the prior distribution over states \( p(s) \), and \( \kappa \) are the precisions (i.e., inverse variance of the corresponding distributions (Buckley et al., 2017; Friston, 2005).

A prediction error describes the difference between a prediction and the actual input, whereas the variance corresponds to the uncertainty in the prediction (or the input). Precision weighted prediction errors are formulated in terms of differences in mean values weighted by their relative precisions. Predictive coding is usually considered in the context of hierarchically organised generative models, where each level predicts the activity of the level below it (besides the lowest level, which predicts sensory data). In this context, beliefs and model parameters at each level are updated to minimise Equation 2, and the resulting scheme can be straightforwardly implemented in biologically plausible networks composed of prediction units (which convey predictions) and error units (which convey the difference between predictions and inputs) (Bastos et al., 2012). The network dynamics ensure that prediction errors are minimised over time, such that predictions and parameters come to capture the data in a more accurate manner.

In recent years, this predictive coding scheme has been generalised to action (Friston et al., 2010; Friston, FitzGerald, et al., 2017). Here, actions are deployed to minimise proprioceptive prediction errors (e.g., a classical reflex arc), where predictions about proprioceptive signals are provided by hierarchically superordinate layers. Crucially, these actions can still be cast as performing gradient descent on free energy, but now with respect to sensory data rather than beliefs (see below for the relevant equations). Therefore, while perception minimises prediction error through an iterative updating of descending predictions, action minimises prediction error by directly changing the sensory input.

To incorporate a notion of value or desire within active inference, an agent's generative model can be equipped with a set of prior beliefs that describe the agent's goals, and which become potential targets for motor control. For instance, a model may encode the belief that the agent will have an apple in the hand. Significant deviations from these prior beliefs will result in prediction errors, which are then minimised through action – such as grasping an apple.

Crucially, in the same way motor control can be cast as the minimization of proprioceptive prediction errors (via motor reflex arcs), interoceptive control can be cast as the minimization of interoceptive predictive errors (via, primarily, autonomic actions); see (Barrett & Simmons, 2015; Pezzulo, 2013; Seth, 2013; Seth & Friston, 2016; Seth & Tsakiris, 2018). For this, the agent's model can be endowed with prior beliefs that pertain to the interoceptive domain (and ensure the agent's continued survival), such as that the average body temperature will be around 37 degrees Centigrade. Any deviation from these prior beliefs engages autonomic actions, much like the case of motor control – with the caveat that “autonomic actions” for some interoceptive variables can be significantly more sophisticated than motor reflex arcs and engage (for example) hormone regulation processes, which operate at slower timescales.

**Partially observable Markov Decision Processes**

Most implementations of predictive coding assume an update scheme operating over continuous variables. These implementations are naturally suited to many biologically relevant quantities, such levels of light or degree of muscle extension. However, organisms also make decisions that involve selecting among a set of discrete actions or plans – or in other words, goal-directed behavior (Friston et al., 2010, 2012). To accommodate scenarios like this, active inference has been applied in the context of partially observable Markov decisions processes (POMDPs), in which the model variables have discrete values and change
at discrete time intervals rather than on a continuous basis. In POMDPs, the approximate posterior and generative model are both described by categorical distributions (with Dirichlet priors) (Friston, FitzGerald, et al., 2017; Friston, Parr, et al., 2017).

\[ q(\tilde{s}, \pi) = q(\pi) \prod_{t=0}^{T} q(s_t) \]  

\[ p(\tilde{y}, \tilde{s}, \pi) = p(\pi) p(s_0) \prod_{t=1}^{T} p(y_t|s_t) p(s_t|s_{t-1}, \pi) \]

where the \( \sim \) notation denotes a sequence of variables over time. Here, \( q(\tilde{s}, \pi) \) is approximate posterior, formed of a time-independent categorical distribution over policies \( \pi \), and (the product of) time-dependent categorical distributions over hidden states. The generative model \( p(\tilde{y}, \tilde{s}, \pi) \) is formed of a time-independent categorical distribution over policies, a categorical prior distribution of the initial state \( s_0 \), as well a likelihood distribution \( p(y_t|s_t) \), which described the probability of observations, given the current state, and a transition distribution \( p(s_t|s_{t-1}, \pi) \), which described the probability of the current hidden state, given beliefs about the previous state and current policy.

To infer the evolution of hidden states over time, an agent needs to minimize the variational free energy of Equation 1 with respect to \( q(\tilde{s}|\pi) \) for each policy:

\[ q(\tilde{s}|\pi) = \arg \min F(\tilde{s}, \tilde{y}, \pi) \]

\[ F(\tilde{s}, \tilde{y}, \pi) = E_{q(\tilde{s}, \pi)}[\ln q(\tilde{s}, \pi) - \ln p(\tilde{y}, \tilde{s}, \pi)] \]

where the second equation in (4) is a rearrangement of Equation 1. The solution to Equation 4 is provided by using the factorisations of the generative model, the approximate posterior defined in Equation 3, and computing the gradients (Friston, FitzGerald, et al., 2017; Friston, Parr, et al., 2017) for each time point \( t \) of the sequence:

\[ q(s_t|\pi) \equiv \sigma(\ln p(y_t|s_t) + \ln p(s_t|s_{t-1}, \pi)) \]

where \( \sigma \) denotes softmax function. The POMDP formulation additionally supports planning, and the evaluation of entire courses of actions (or policies) rather than just the next action – providing a connection to policy selection in classical reinforcement learning schemes. Formally, this implies that actions are now selected based on the minimizing the expected free energy \( G(\pi) \), which includes the free energy that is expected to occur from executing some sequence of actions or policy for some future time point \( \tau > t \):

\[ q(\pi) = \sigma(-G(\pi)) \]

\[ G(\pi) = E_{q(s_{\tau}, y_{\tau}|\pi)}[\ln q(s_\tau|\pi) - \ln p(y_\tau, s_\tau|\pi)] \]
Expected free energy scores policies in terms of their expected consequences, and as such enables prospective, goal-directed action. Note that the expression for expected free energy is formally identical to the expression for free energy in Equation 4. The crucial difference is that \( G(\pi) \) is expected with respect to an approximate posterior \( q(s_\tau, y_\tau | \pi) \) over both future latent states and outcomes generated by following the policy \( \pi \), whereas \( F(\tilde{s}, \tilde{y}, \pi) \) in Equation 4 (and ultimately in Equation 1) is expected just over the latent states.

Interestingly, the expected free energy \( G(\pi) \) can be unpacked in various ways. By factorising the approximate posterior as \( q(s_\tau, y_\tau | \pi) = q(s_\tau | \pi)p(y_\tau | s_\tau) \), Equation 6 can be rewritten as an expectation over \( q(s_\tau | \pi) \) or over \( p(y_\tau | s_\tau) \). The first factorization emphasizes the trade-off between risk (i.e., the difference between future and preferred outcomes) and ambiguity (i.e., the uncertainty associated with future observations), given predicted states. The latter decomposition emphasizes the trade-off between information gain (i.e., how much the uncertainty about the states changes after the observations) and utility (i.e., the log of the probability of preferred outcomes), given predicted outcomes. See (Friston, FitzGerald, et al., 2017; Millidge et al., 2020) for a technical account of expected free energy.

**Hybrid models**

Motivated by the fact that brains must deal with both continuous and discrete quantities, recent work has proposed a hybrid approach that utilises both types of model to describe perception, action and learning (Friston, Parr, et al., 2017). On this account, hierarchically shallow layers are implemented using predictive coding over continuous variables, as these layers directly interface with continuous sensory data and support continuous actions. In contrast, hierarchically deeper layers utilize POMDPs, as these layers evaluate and decide between a discrete set of action policies.

In such hybrid schemes, in order to enact a selected policy, it is necessary to map from discrete policies (e.g., picking up a bottle of water) to continuous actions (e.g., contracting muscles by a certain amount). To achieve this mapping, the outcomes of the POMDP are treated as priors for the subordinate predictive coding model. These prior beliefs define the set point for the predictive coding model, which are then realised through action. Formally, this mapping is implemented as a Bayesian model average over the predicted outcomes from a POMDP, see (Friston, Parr, et al., 2017). While the discrete model constrains the continuous model's activity, the continuous model provides observations or evidence for the discrete model. In the simulations presented here, these ascending messages are implemented by discretising the output from the top layer of the continuous model after it has converged.

**Results**

This section illustrates five simulations of interoceptive control (and its disorders) using increasingly complex generative models within an active inference scheme. The first simulation illustrates a simple scenario involving homeostatic regulation through autonomic reflexes. The second incorporates anticipatory, allostatic control by coupling exteroceptive sensations to beliefs about future interoceptive states. The third simulation explores how aberrant precision weighting can lead to maladaptive regulation, and the fourth simulation introduces a distinction between ascending and descending prediction errors. Finally, the fifth simulation introduces a hybrid model combining high-level discrete policy choices with the
First simulation: reactive (homeostatic) interoceptive control

The first simulation provides a simple example of reactive (homeostatic) interoceptive inference: the case of a living organism who keeps an interoceptive variable under control in spite of external disturbances. For illustrative purposes, we will refer to this interoceptive variable as "body temperature" in this and the following simulations. However, please note that the models discussed below are generic and not intended to mimic the biological details of thermoregulation, which are significantly more complex than discussed here (Tan & Knight, 2018). Rather, our goal is to illustrate the broad principles of how an active inference approach can be used to model interoceptive inference and (mal)adaptive regulation.

In active inference terms, the preferred ‘target’ value of the interoceptive variable is encoded as a prior, analogous to a "set point" in cybernetics (Ashby, 1952; Powers, 1973; Wiener, 1948). Any significant deviation from the prior produces an interoceptive prediction error, which has to be minimized. In the domain of motor control, these setpoints are known as equilibrium points, leading to a formulation of motor control in terms of the equilibrium point hypothesis (Feldman, 2009; Feldman & Levin, 1995). In other words, descending predictions to the cranial nerves nuclei and spinal cord provide the target for a particular movement that motor reflexes can then fulfill. Interoceptive inference uses exactly the same idea but applied to autonomic reflexes as mediated by the sympathetic and parasympathetic nervous system (and related neuroendocrine systems). This first simulation illustrates the physiological and brain signals that one should observe when a homeostatic challenge (e.g., excessively high body temperature) arises that elicits an interoceptive prediction error, which in turn triggers autonomic reflexes (e.g., vasodilatation) that respond to and suppress this error. Note that the prediction error can be conceptualized in Bayesian terms as a "surprise", in the sense of a deviation from an expected value; and is calculated in active inference as a "free energy" (see the Methods section). For simplicity, we will use these terms as synonyms in this and the next simulations.

The generative model used in the first simulation is shown in Figure 1A. This model is endowed with the prior belief (denoted $\mu_{\text{prior}}$) that interoceptive sensory data (body temperature) will remain at 0 degrees (we use 0 degrees for mathematical simplicity – you may think of 0 degrees as corresponding to a more normal thermal set-point of ~37 degrees if helpful). In turn, these prior beliefs predict posterior beliefs about body temperature ($\mu_{\text{intero}}$), which themselves predict the interoceptive sensory data which conveys the current body temperature ($y_{\text{intero}}$). The states and observations are treated as continuous variables and updated according to the predictive coding scheme described in the Methods section. When the body temperature deviates from prior beliefs, interoceptive predictions errors arise, due to the fact that posterior beliefs cannot satisfy both constraints simultaneously. However, these prediction errors can be minimised at the level of autonomic reflexes ($a$), which minimise the errors by updating sensory data so that it conforms to beliefs. In the current simulations, autonomic reflexes can directly update interoceptive sensory data, meaning that the gradient descent scheme for action can be specified in terms of interoceptive prediction errors:

$$\dot{a} = -\frac{dF}{da} = -\frac{dy_{\text{intero}}}{da} \frac{dF}{dy_{\text{intero}}} = -\kappa_i \epsilon_i$$  \hspace{1cm} (7)
Here it can be seen that precision plays the role of a learning rate or time constant for reflexive action.

Figure 1. Generative models used in the first and second simulations. (A) Generative model used in the first simulation. In the figure, nodes denote model variables, with grey nodes being hidden variables and white notes being observables. Edges denote statistical relations between the variables. The dotted edge indicates the fact that an (autonomic) action can affect observations. Specifically, \( \mu_{\text{prior}} \) is the prior belief that body temperature will remain at 0 degrees. \( \mu_{\text{intero}} \) is the posterior belief about body temperature, which is inferred based on the prior and the interoceptive data \( y_{\text{intero}} \). Autonomic reflexes (a) can cancel out any prediction error, which arises from a deviation between the prior belief and the sensed body temperature. (B) Generative model used in the second simulation. The model is the same as the first simulation, but it also includes a belief about an exteroceptive signal \( \mu_{\text{extero}} \) and the sensed external signal \( y_{\text{extero}} \). See the main text for explanation.

At the beginning of the simulation, body temperature (top-left panel) starts from a homeostatically acceptable value (here, 0 degrees). However, during the simulation an external event (e.g., a hot sunny day) determines two rapid increases of body temperature that perturb homeostasis. These two increases are indicated by the two vertical bars: the former, more rapid increase occurs at time point 1000 and the latter, slower increase starts at time point 5000. As a consequence, the internal representation of temperature (Figure 2A) also changes over time. Note that the internal representation is not the same as the interoceptive inputs, but rather a "compromise" between the prior and the inputs. This can be appreciated by noticing that the time series of the \( \mu_{\text{intero}} \) variable has the same shape as the time series of the \( y_{\text{intero}} \), but its numerical values are significantly scaled down. The deviations of the posterior belief about body temperature from the sensory data are registered as "surprise" signals (or more formally, increases of free energy, bottom-right panel), which trigger autonomic actions (Figure 2E) that cancel them out, hence restoring homeostasis.
Figure 2. Results from the first simulation. The six panels show the values of the variables of the generative model of Figure 1A (and auxiliary variables), over time. (A) Interoceptive (body temperature) sensations. Temperature is shown in the ordinate and time is shown in the abscissa (in this and the following panels, units are arbitrary). (B) Central representation of (posterior belief about) body temperature. (C) Free energy as a measure of interoceptive error (i.e., discrepancy between prior and posterior beliefs about body temperature plus the discrepancy between posterior beliefs and data). (D) Prior over body temperature, here fixed to 0 for all time. (E) Autonomic action that is elicited to compensate for the increases of free energy shown Figure 2C. See the main text for explanation.

The homeostatic model used here roughly corresponds to early cybernetic control schemes, such as the TOTE model of (Miller et al., 1960). Despite its simplicity, this model can correct (at least some) unpredicted deviations from homeostasis, by minimizing free energy. However, this generative model is limited and only supports reactive control: it can only
compensate for sensed deviations from the (fixed) prior, but it cannot anticipate deviations and prepare to deal with them in advance. Furthermore, the only way it can cancel out interoceptive prediction error is by engaging autonomic reflexes. In the next simulations, we will illustrate more sophisticated generative models of active inference that relax these constraints and afford more effective forms of adaptive regulation.

Note that in accordance with Bayesian theories of perception (Gregory, 1980), we might assume that a person's actual “interoceptive percept” (here, the body temperature she feels) corresponds to the posterior belief, or its mean value, not to her prior belief (Seth, 2013). On this view, to the extent that posterior beliefs change during interoceptive inference, so will interoceptive percepts – hence, even if prior beliefs remain fixed, we do not continuously perceive ourselves as being in homeostasis, when we are not. And autonomic reflexes have the potential to change a person’s perception, in addition to restoring homeostasis. Finally, interoceptive percepts will be drawn towards prior beliefs to a degree determined by the relative precision of the prior and the sensory data (as reflected by the posterior belief).

Second simulation: predictive (allostatic) interoceptive control

The second simulation extends the first simulation and illustrates predictive/anticipatory (allostatic) interoceptive inference. Imagine the case of an experienced runner, who participates very often in running competitions. For the athlete, participating in a competition produces a predictable increase of body demands (e.g., oxygen or glucose) and associated interoceptive changes (e.g., body temperature and ventilation), which in some cases can be very significant. In these conditions, reactive (homeostatic) strategies that attempt to maintain a fixed prior belief about the interoceptive variable of interest (e.g., body temperature) can be ineffective. For example, if deviations are too large, reactive control can fail to restore homeostasis in an acceptable time (Sterling, 2012).

The theory of allostasis proposes that the brain exploits the predictability of (some) bodily and interoceptive changes in order to cope with such potential deviations. A way to deal with a predictable increase of bodily demands is to make prospective changes to the prior belief about the interoceptive variable of interest. From a physiological perspective, making these prospective changes may correspond to mobilizing bodily resources (e.g., oxygen or glucose levels) in advance, as often observed in athletes before a competition. While this preemptive mobilization may disturb homeostasis in the short run, it can help the organism deal more effectively with future necessities and compensate future external perturbations more effectively, hence reducing average prediction error (or free energy) in the long run.

In this simulation, we illustrate the allostatic regulation of body temperature in an experienced runner before and during a competition. As remarked above, here thermoregulation is used only for illustrative purposes; the model is generic and not intended to mimic the biological details of the thermoregulatory system.

The generative model used in the second simulation is shown in Figure 1B. This is an extended (multimodal) version of the generative model used in the first simulation, which also includes an exteroceptive variable that is informative about a future increase of body temperature (e.g., a visual signal indicating that the competition is about to start). Crucially, in the agent’s generative model, the exteroceptive and interoceptive variable are coupled, such that the appearance of the exteroceptive stimulus (the visual signal) functions as a cue that body temperature is about to increase, hence permitting the agent to take corrective actions in advance.
More formally, in comparison to the Figure 1A, the generative model shown in Figure 1B includes an additional exteroceptive modality $y_{\text{extero}}$. The model estimates the posterior distribution over this modality through $\mu_{\text{extero}}$, which can be interpreted as the agent's beliefs about the causes of exteroceptive sensations. Moreover, this model encodes knowledge that exteroceptive and interoceptive data are related (e.g., that running leads to an increased body temperature and increased metabolic cost). This relation is formalised by having exteroceptive beliefs predict (e.g., act as a prior on) interoceptive beliefs. Specifically, the model encodes an inverse relationship between these two variables: as exteroceptive beliefs rise (fall), the model predicts that interoceptive beliefs will fall (rise) by an equal amount. While the fact that the relationship is inverse may sound strange, the reason is that the prior belief about body temperature in this model represents a desired value or set point, not a belief in the folk-psychological sense. What the agent desires is to avoid an excessively high body temperature. For this, when a cue that the body temperature is about to increase appears, it has to down-regulate the prior or set point, so that an autonomic action (e.g., vasodilatation) can be engaged that keeps body temperature low\(^1\). What's notable in this simulation is that the autonomic action is engaged before an actual change of body temperature is sensed, hence preventing body temperature from reaching excessively high values. This means that exteroceptive cues can give rise to a proactive change in autonomic processing, in the absence of any interoceptive changes.

The results of the second simulation are shown in Figure 3. Similar to Figure 2, this figure shows interoceptive data ($\mu_{\text{intero}}$), $\mu_{\text{prior}}$ (Figure 3G). However, it also includes two additional panels, showing exteroceptive inputs (Figure 3E) and their internal representation (Figure 3F).

In this simulation, the first vertical bar indicates the beginning of the exteroceptive signal (e.g., a signal that the competition is about to start), the second vertical bar indicates an increase of body temperature (here, we simulated a sudden change for simplicity) and the third vertical bar indicates the end of the exteroceptive signal (e.g., end of competition).

---

\(^1\) The mapping between exteroceptive variables and interoceptive priors does not need to be always inverse. For example, if the generative model includes a prior over the amount of metabolic resources (e.g., oxygen) to be consumed, this prior should plausibly increase before a run, to engage autonomic actions (e.g., hyperventilation) that increase metabolic resources. Furthermore, we could have designed an alternative generative model for thermoregulation, in which the $\mu_{\text{extero}}$ and $\mu_{\text{prior}}$ variables were not (inversely) related. In this alternative generative model, $\mu_{\text{extero}}$ would be coupled with a novel variable (a belief that temperature will rise) and in turn this novel variable would be (inversely) related to the $\mu_{\text{prior}}$. These examples show that there are various ways to design generative models for interoceptive and autonomic control, which can potentially be validated empirically.
Figure 3. Results of the second simulation. (A) Interoceptive (body temperature) sensations. (B) Central representation of (posterior belief about) body temperature. (C) Autonomic action that is elicited to compensate for the increases of free energy shown in Figure 3D. (D) Free energy as a measure of interoceptive error (i.e., discrepancy between prior and posterior beliefs about body temperature). (E) Exteroceptive sensations. (F) Internal representation (posterior belief about) exteroceptive sensations. (G) Prior over body temperature. See the main text for explanation.

In the simulation, the exteroceptive signal (first vertical bar) causes a sudden decrease of the prior belief over temperature, which in turn causes a small but important autonomic action (see the black arrow in Figure 3C) that acts upon the sensed body temperature (Figure 2A). We may interpret this autonomic action as a proactive vasodilatation that causes body temperature to (slightly) decrease, to prevent the possibility that future increases of body temperature during the run will bring this variable outside acceptable bounds. This anticipatory strategy is effective: during the run, when the actual increase of body temperature occurs (second vertical bar) body temperature does not exceed zero. With a purely reactive (homeostatic) controller, the increase of temperature would have been significantly greater.

It is worth noting that in the first simulation, all the significant changes to peripheral signals (body temperature, Figure 2A), central interoceptive representations ($\mu_{\text{prior}}$, Figure 2D; and $\mu_{\text{intero}}$, Figure 2B) were triggered by external events that act upon the interoceptive system (i.e., at the times indicated by the two vertical bars). By contrast, in this second simulation these variables change also as an effect of internal adjustments before any actual change of interoceptive inputs. For example, the decrease of body temperature apparent after the first
vertical bar is due to the internal down-regulation of the prior (that triggers an autonomic response), not to an external cause.

This proactive element of the simulation highlights important methodological implications for experimental studies of interoception. During such experimental studies, it is common to manipulate external variables (e.g., show emotional images), which are treated as "stimuli" or "inputs" to the system of interest, in order to measure peripheral and central "responses" or "outputs". However, this simulation illustrates that the input-output approach is insufficient to model a system whose behaviour is not captured by simple stimulus-response relations, and where changes to the model variables (e.g., body temperature and $\mu_{\text{intero}}$) can be caused by other internal variables (e.g., the interoceptive prior). Unless the effects of these other variables are measured or inferred using a computational model, the functioning of the system will be difficult to understand; see also (Buzsáki, 2019) for a broader discussion of the limitations of treating the brain as a purely input-output system. Note that these results rest upon the exteroceptive variable being presented continuously – future models should account for typical cases where external stimuli are more transient in nature, yet still enable effective allostasis.

Third simulation: failures of interoceptive control and the importance of precision

The first two (homeostatic and allostatic) simulations have illustrated how an active inference framework can be used to model challenges of biological regulation. Notably, in these simulations, both homeostatic and allostatic interoceptive control involved precise (i.e., low variance) interoceptive streams. Here, we note that precision is a technical term that refers to the inverse variance of the probability distributions included in the generative model. The precision of sensory (exteroceptive and interoceptive) channels is normally assumed to be proportional to signal-to-noise ratio, meaning that more (less) informative signals should be weighted more (less) during the inference. It has also been proposed that some psychopathological conditions are characterized by interoceptive insensitivity, or the failure to sense salient interoceptive changes, which may be caused by aberrant precision weighting during interoceptive inference (Smith, Feinstein, Kuplicki, Forthman, et al., 2020).

In the third simulation, we illustrate the maladaptive effects of setting the precision of interoceptive streams to excessively low levels. In full formulations of active inference, precision is a parameter that can be inferred (in this case the corresponding prior beliefs are known as ‘precision expectations’). However, in this simulation, we do not allow the model to infer values of interoceptive precision; rather, we explicitly set the interoceptive precision to a very low value (here, 0.01) to render the model largely insensitive to interoceptive changes.

Results from this simulation are shown in Figure 4. The setup and generative model are identical to the second simulation. However, in this simulation we decrease the precision of predictions about interoceptive sensory data, which in turn has two effects. First, it causes posterior beliefs about interoceptive data to be biased towards prior beliefs, as the reduced precision downweights the influence of sensory data. Second, it reduces the influence of autonomic reflexes, which are driven by the magnitude of precision-weighted prediction error.

---

2 Note that we described our simulation as if there were a specific exteroceptive (e.g., visual) stimulus that triggered internal adjustments of the prior and autonomic responses. However, in practical condition, this is hardly the case. Following our example, there may not be a specific sensory stimulus that signals the beginning of the mobilization of metabolic resources in athletes.
The reduced influence of sensory data on the posterior belief can be appreciated by noticing that despite the interoceptive changes (Figure 4A), the \( \mu_{\text{intero}} \) variable does not significantly change (see the arrow in Figure 4B, green line) and remains almost identical to the prior (Figure 4G). The reduced influence of autonomic reflexes can be appreciated by considering that compared to the first two simulations, the magnitude of autonomic actions (Figure 4C, green line) is very small. In turn, this causes a maladaptive interoceptive control, which becomes apparent by comparing much larger increase in actual body temperature under low precision (Figure 4A, green line) than that observed with normal precision (Figure 4A, red line).

This third simulation illustrates that in the absence of precise interoceptive streams, interoceptive changes are not sensed, leading to a form of interoceptive insensitivity. Furthermore, and most critically, in virtue of suboptimal precision weighting, the model fails to generate appropriate corrective responses. This observation speaks to an increasing consensus that the aberrant precision weighting of exteroceptive, proprioceptive and/or interoceptive streams may be an important factor in the explanation of various psychopathological conditions, such as psychosis, chronic fatigue, depression, eating disorders and panic disorders (Adams, Stephan, et al., 2013; Barca & Pezzulo, 2020; Barrett et al., 2016; Maisto et al., 2021; Paulus et al., 2019; Peters et al., 2017; Pezzulo et al., 2019; Rigoli et al., 2021; Smith, Feinstein, Kuplicki, Forthman, et al., 2020; Stephan et al., 2016). While some theoretical and computational models have explored these implications by examining the effects of low precision on beliefs and perception (using predictive coding), only few of them explicitly incorporated control (using active inference). Our simulation adds to this prior
work by illustrating how imprecise interoceptive streams can have maladaptive effects on both perception and control. The maladaptive effects of low precision interoceptive streams on perception are evident in the $\mu_{\text{intero}}$ variable, which are not updated in the light of novel (interoceptive) data. These effects would also be observed in a more restricted (predictive coding) model. The maladaptive effects of low precision interoceptive streams on control are evident in the fact that actual body temperature fails to be adjusted adaptively; see Figure 4A. This latter effect of low precision interoceptive streams on control can only be simulated by using a full active inference (or similar) model that includes action dynamics.

**Fourth simulation: decreasing the precision of descending prediction errors**

In the previous (third) simulation, we simply reduced the precision of interoceptive sensations to attenuate autonomic action – rendering the agent vulnerable to persistent departures from her homeostatic setpoint. In other words, we maintained $\kappa$ at high levels and decreased the precision of interoceptive prediction errors. However, this overlooks the fact that interoceptive prediction errors play a dual role: they update expectations about latent bodily states according to Equation [2] while, at the same time, mediating autonomic reflexes according to Equation [7]. Crucially, the effective precision of the ascending prediction errors (for interoception) and descending prediction errors (for autonomic action) are distinct. The relative precisions of ascending and descending prediction errors determine whether the prediction errors are resolved via action, or by the agent abandoning her prior beliefs and inferring that she is unduly hot or cold.

Generally speaking, descending proprioceptive and interoceptive predictions are fulfilled by motor and autonomic reflexes, respectively. When this happens, the precision of descending prediction errors has to be greater than the precision of ascending prediction errors (otherwise the reflexes would fail to be activated). In turn, this implies that during motor (or interoceptive) control, we should experience a sensory attenuation, as often documented in the field of motor control (Brown et al., 2013; Frith et al., 2000; Limanowski, 2017; Quattrocki & Friston, 2014; Wiese, 2017). In our previous simulations, we induced such sensory (interoceptive) attenuation by choosing $\kappa$ to be greater than interoceptive precision.

Here, instead, we simulate a failure of sensory attenuation by increasing the precision of interoceptive sensations, so that it matches the precision of prior prediction errors; while at the same time reducing $\kappa$ (read as the precision of descending prediction errors), see Figure 5. This effectively redirects interoceptive prediction errors centrally to subvert prior beliefs by moving the predicted setpoint away from its prior expectation. Because prediction errors are resolved through implicit belief updating, there is no autonomic drive and there is a failure to engage homeostatic reflexes. Hence, as shown in Figure 5B, posterior estimates of body temperature are largely determined by the actual temperature, thereby removing the pressure on autonomic reflexes to maintain the homeostatic setpoint.
Figure 5. Results of the fourth simulation, comparing the case where the precision of descending prediction errors streams is set to be low (green line, precision is 0.01), versus the case of normal precision (red line). Here, low precision on descending prediction errors causes posterior beliefs about temperature to track the true temperature more closely, such that the homeostatic set point induced by exteroceptive data has less influence on beliefs.

The failure of sensory attenuation in the autonomic domain illustrated in Figure 5 has been proposed as an explanation for dysautonomia (Owens et al., 2018) and the hypersensitivity to pain in conditions like autism (Gu & FitzGerald, 2014) – and more broadly, for the paradoxical condition in which subjects are hypersensitive to interoceptive sensations (i.e., prediction errors) and yet do not apparently respond to them autonomically; see also (Ainley et al., 2016; Fotopoulou & Tsakiris, 2017; Krähé et al., 2013). This is analogous to what happens in the motor domain, when a failure of sensory attenuation may produce a failure to initiate movement, as evident for example in Parkinson’s disease (Adams, Stephan et al. 2013).

Fifth simulation: goal-directed interoceptive control

The fifth and final simulation illustrates a more sophisticated case of predictive control: the case of a runner who has to decide whether to bring a bottle of water before a long run. As in the second simulation, the runner predicts a future increase of her body temperature; but this predicted increase is now so large that it cannot be compensated by autonomic reflexes alone (e.g., vasodilatation by itself cannot compensate for the large increase of body temperature caused by a long run). Hence, the runner has to form a goal-directed plan to bring a bottle of water, in anticipation of his or her future needs. We call this example of interoceptive control “goal-directed” (rather than allostatic) to highlight the fact that (unlike the previous
simulations) it requires considering actions courses or policies (in a POMDP setting) and to form explicit predictions about the future values of exteroceptive and interoceptive states.

The fifth simulation models this scenario by extending the generative model used in the second simulation, to render it both hierarchical (with the inclusion of two levels) and temporally deep (with the inclusion of variables that represent future states), see Figures 6 and 7. Similar to the model used in the second simulation, the model used for this simulation includes a continuous component at the lower hierarchical level, which interfaces with interoceptive sensory data. However, the set point (prior probability) for this model is not fixed, but is instead set dynamically by a hierarchically superordinate model. This hierarchically superordinate model is composed of discrete variables which assimilate multimodal observations, from both the continuous interoceptive model (whose highest-level acts as an observation for the lowest level of the discrete model), and from exteroceptive observations which convey whether the agent is carrying water and how long they have been running. The variables in the discrete model represent the probability that the agent is a) carrying water and b) the length of time the agent has been running (here, time is discretized in 20 intervals). Importantly, these variables span representations of the present time ($s_1$) and of future times ($s_2, \ldots, s_n$), which renders the generative model temporally deep.

The agent must select between one of two policies: run with water or run without water. Forming a plan to bring (or not to bring) a bottle of water requires engaging the entire generative model of Figure 6, hence encompassing both discrete and continuous variables. The planning process initially operates on higher-level (discrete) variables to predict the long-term (multimodal) consequences of bringing or not bringing water, using the transition function ($B$ in Figure 6). Then, the multimodal predictions are mapped into specific sensory (interoceptive and exteroceptive) outcomes; hence engaging the lower-level (continuous) variables, via the likelihood function ($A$ in Figure 6). The discrete model additionally encodes a prior belief that body temperature will remain at zero degrees. This prior belief favours the selection of policies that are not expected to increase body temperature. This is because during planning, when policy-specific predictions about body temperature are generated, the predictions which deviate from zero will incur a prediction error (here, scored by a KL-divergence between the expected and prior beliefs about body temperature).
Figure 6. Generative model used in the fifth simulation. This generative model is hierarchical. The lower-level variables model sensory data, as in the previous simulations. The higher-level variables represent the probability that the agent is carrying water and the length of time the agent has been running (here, for simplicity, all variables are collectively called $s$ and $s_1$ and $s_2$ indicate $s$ at two different times). Discrete exteroceptive observations, conveying the length of time running and whether the agent is running with water, are collectively denoted $y_{\text{extero}}$. Furthermore, the higher-level variable $\pi$ denotes the two policies to run with or without water, which are illustrated schematically in Figure 7. Note that the variables of the lower level have continuous values, whereas the variables of the higher level have discrete values, which implies that the generative model is not just hierarchical but also hybrid (Friston, Parr, et al., 2017). Finally, the model is temporally deep as the (discrete) variables of the higher level explicitly represent both the present ($s_1$) and future ($s_2, \ldots, s_n$) times. In the figure, circles indicate variables of the model. $G$ indicates expected free energy; $A$ indicates the likelihood function, which maps variables across hierarchical levels; $B$ indicates the transition function, which maps variables across consecutive time points, conditioned on policies $\pi$. See the main text for explanation and (Friston, Parr, et al., 2017) for technical details on hybrid generative models of active inference.

Figure 7. Cartoon of the (discrete) decision process of the runner, during the selection between two plans that involve bringing or not bringing a bottle of water. In step 1, the agent is faced with the decision of whether or not to bring a bottle of water while running. In step 2, the agent evaluates the future consequences of running with and without a bottle of water. Specifically, the agent predicts the consequences on body temperature as the run progresses, i.e., an increase of body temperature if the selected plan is not to bring the bottle of water (top panel) and a stable body temperature if the selected plan is to bring the bottle of water (bottom panel). In step 3, the agent chooses the preferable plan (as scored by expected free energy), which, given the prior belief that body temperature will remain constant, is running with a bottle of water.

The logic of the policy selection process is illustrated schematically in Figure 7. As the figure shows, the agent essentially predicts two possible sequences of future states (circles) and interoceptive sensations (“thermometers”) that would follow from the selection between the two policies to either run without water, or run with water (top panel). Crucially, it predicts
an undesired increase of temperature under the first policy and a stable temperature under the second policy, and hence selects the latter.

The results of this fifth simulation are shown in more detail in Figure 8, which plots the multi-modal observations predicted under each policy as a function of future time. For the 'running with water' policy (Figure 8A), the agent predicts that it will observe itself running with water (Figure 8B), and that the amount of time spent running will increase linearly into the future (top second left panel). The agent additionally predicts that its interoceptive body temperature (top second right panel) will remain roughly zero over time. Note that the predictions about running with water and the amount of time spent running use only the discrete component of the model. However, the predictions about interoceptive body temperature span both the discrete and continuous components of the model. These interoceptive predictions are facilitated by a generative model which encodes the belief that running with water will not lead to an increased body temperature.

As the agent also maintains a prior belief (e.g., preference) that body temperature will remain around zero, we can quantify the divergence from this prior preference using the KL-divergence between predicted and prior beliefs about body temperature (top right panel), which remains around constant for the duration of the simulation. Note that for simplicity, here we used KL-divergence rather than expected free energy, as the latter is mathematically equivalent to the former if (as in our simulations) there is no ambiguity about the current state (Friston et al., 2015).

For the 'running without water policy', then agent predicts that it will observe itself running without water (bottom-left panel) and that the amount of time spent running will increase over time (bottom second-left panel). However, the agent now predicts that the observed body temperature will increase over time, rapidly exceeding zero and then saturating after 12 time steps. This results in the expected KL-divergence between predicted and prior beliefs increasing over time (bottom-right panel).

Given these two sets of beliefs corresponding to the policy alternatives, the agent then selects the policy with the lowest overall KL-divergence between predicted and prior beliefs about body temperature, which is to run with water.

The key aspect of this simulation is that agent selects a policy based on anticipated prediction error. At the start of the simulation (time step $s_1$), the agent's body temperature is 0 (and thus accords with prior beliefs), and there is no immediate need for water. However, by engaging temporally deep hierarchical models (Figure 6), the agent is able to anticipate the future effects of action, and determine that running without water will lead to interoceptive prediction errors in the future. Here, we call this form of anticipatory regulation "goal-directed", to distinguish it from other forms of allostatic control, such as the one shown in the second simulation, which do not require temporally deep models and explicit representations of the future. Clearly, this form of anticipatory regulation is (at least in principle) more flexible and powerful, but it also requires a more sophisticated generative model and more cognitive resources to be deployed (Pezzulo et al., 2013).
Figure 8. Results of the fifth simulation. In this simulation, the agent must choose between two policies – running with water (top rows) and running without water (bottom rows). Before selecting a policy, the agent predicts the future consequences of each policy, in terms of a) whether the agent will be carrying water (left column), b) how long the agent has been running (second-left column), and c) the predicted body temperature (second-right column). The predictions about body temperature incur a prediction error (or KL-divergence, right column) between what is predicted and what is expected given prior beliefs (e.g., body temperature will remain at zero). Here, higher KL-divergence indexes an inability to fulfil one’s goals (to keep body temperature around zero). Note that for simplicity, we only added uncertainty to the continuous part of the model; this is why predictions about carrying water and time running (first two panels) are perfect, but predictions about temperature (third panels) are not.

Discussion

The adaptive regulation of bodily and interoceptive variables, such as body temperature, water balance and glucose levels, is a fundamental challenge for any biological organism. These control problems involve (at the peripheral level) a wide array of interoceptive signals from the interior of the body and (at the central level) a sophisticated network of brain areas, broadly termed the allostatic / interoceptive network (Barrett & Simmons, 2015; Craig, 2015; Critchley & Garfinkel, 2017; Kleckner et al., 2017; Tsakiris & De Preester, 2018). Besides the regulation of crucial bodily variables, the allostatic / interoceptive network is deeply involved in fundamental aspects of our emotional, motivational, self-awareness and cognitive processes (Barrett, 2017; Damasio, 2003; Seth & Tsakiris, 2018; Tsakiris & Critchley, 2016). Furthermore, it is becoming increasingly apparent that malfunctioning of this network may underlie a range of psychopathological conditions, including depression, somatic symptoms, eating disorders, and possibly many other (Barca & Pezzulo, 2020; Barrett et al., 2016; Khalsa et al., 2018; Petzschner et al., 2017; Pezzulo et al., 2019; Stephan et al., 2016; Van den Bergh et al., 2017).

In this article, we started from the premise that living organisms address these challenges of physiological regulation using different mechanisms. Such mechanisms range from simply reacting to sensed interoceptive errors, or by anticipating them through proactively engaging autonomic actions (e.g., vasodilatation), and finally by performing external, goal-directed actions (e.g., drinking or finding a shaded place). This diversity is extremely useful for biological organisms, which can select the most appropriate type and level of adaptive regulation, by balancing costs (e.g., time and metabolic demands) and benefits (e.g., more or
less flexibility), in a context dependent manner. However, these different forms of adaptive regulation can be difficult to disentangle - both conceptually and empirically.

Motivated by the need to clearly articulate the mechanisms and consequences of different forms of physiological regulation, we adopted a formal approach to describing mechanisms of adaptive regulation in terms of generative models of active inference. We used this framework to define three models of increasing levels of complexity. These models were illustrated in five simulations, in which the underlying generative models had different characteristics (e.g., uni- or multi-modal, shallow or deep) to address increasingly more complex (homeostatic, allostatic and goal-directed) problems of interoceptive control - and some of its possible dysfunctions.

The models, while diverse, are united by the common principle of active inference. In particular, the first two models are special cases of the deep (hierarchical) model used in the last set of simulations. In other words, by removing the Markov decision processes level the hierarchical model reduces to the model of allostasis that assimilates exteroceptive and interoceptive sensations. Removing the exteroceptive stream further simplifies the model producing a generative model used to illustrate homeostasis. Hence, perhaps remarkably, we have been able to account for many aspects of homeostasis, allostasis and related planning - in the setting of interoceptive inference - using exactly the same generative model and inference scheme.

The generative models we have described in this paper can be interpreted as hypotheses about the functioning of the allostatic / interoceptive system, at both peripheral and central levels. For example, the generative model shown in Figure 1A corresponds to the hypothesis that the brain has an interoceptive schema (Iodice et al., 2019): a central representation ($\mu_{\text{intero}}$) of key interoceptive variables, along with prior beliefs or set points for these variables ($\mu_{\text{prior}}$). The generative model shown in Figure 2A incorporates the additional hypothesis that the prior (interoceptive) beliefs can be modified by exteroceptive streams. Finally, the generative model shown in Figure 6 incorporates the additional hypothesis that living organisms can form counterfactual predictions about the ways their actions will affect their future interoceptive streams.

These generative models afford different (simple to complex) forms of interoceptive control. Simulation 1 modeled simple reactive control in which interoceptive prediction errors are resolved by autonomic reflexes. Simulation 2 incorporated allostatic (anticipatory) control by coupling beliefs about exteroceptive signals to beliefs about future interoceptive states. Simulations 3 and 4 explored the effects of suboptimally low precision weighting on interoceptive signals, showing that effective regulation was compromised. Finally, simulation 5 implemented a hybrid scheme which integrated discrete beliefs about action policies with the continuous predictive coding schemes in the previous simulations, enabling goal-directed policy selection based on temporally deep (and counterfactual) predictions.

The computational model used for the simulations 1-4 shares several resemblances with the model of (Stephan et al., 2016), which explored how interoceptive priors (and their precision, which we do not consider in our simulations) can be dynamically adjusted for allostasis. However, the generative model used here includes distinct precision parameters for ascending and descending prediction errors, respectively. Simulations 3 and 4 illustrate that manipulating the two precisions has different consequences for interoceptive inference and allostasis. Furthermore, the generative model used here includes exteroceptive variables (Figure 1B) and a hierarchically higher layer (Figure 6) that affords planning. The more extended, hierarchical generative model used in the fifth simulation permits running as-if
simulations (e.g., predicting the interoceptive consequences of running with or without a bottle of water), hence significantly expanding the scope of allostatic control.

The simulations reported here are not intended to model the specific details of any particular empirical situation, such as thermoregulation. In living organisms, thermoregulation does not depend on a single set point but is plausibly achieved using a combination of heterogeneous mechanisms (Romanovsky, 2007), which go far beyond the level of detail incorporated into our models. By appealing to a specific interoceptive process (here, thermoregulation) we simply intend to aid intuition and focus attention on the central imperative to regulate bodily parameters (here, temperature) in ways that ensure a prolonged existence. More broadly, these models showcase the ability of the active inference framework to capture essential features of physiological regulation at different levels of complexity, and to make predictions about what sorts of physiological (and brain) signals may be observed during interoceptive processing.

In this way, our models and simulations provide a basis for formulating computationally-guided, quantitative predictions about the physiological and brain signals that one may expect to observe during experimental studies of interoception (e.g., when we raise a person’s body temperature in predictable or unpredictable ways), as well as the dysfunctions of interoceptive processing (e.g., by setting model parameters, such as precision, to incorrect values). Broadly, speaking, in the context of active inference, there is a mapping between the structure and parameterisation of a generative model and a hypothesis about the biological mechanism underlying a phenomenon. For example, the generative models used in our simulations implicitly make a number of assumptions that could be tested empirically – should these models be elevated to the status of hypotheses rather than mere examples. For instance, in our models, prior and posterior beliefs about interoceptive states are separated and hence may be encoded by distinct neuronal populations. Furthermore, prior beliefs tend to remain stable in the face of changing interoceptive streams, but may change as a result of salient exteroceptive events which are predictive of future interoceptive dysregulations – which is a hallmark of allostatic control. The specific form of allostatic control considered here consists in down-regulating body temperature in anticipation of future increases (but of course this strategy could be replaced or complemented by the modulation of other variables not considered here; for example, hyperventilation). Finally, posterior beliefs (and hence interoceptive perceptions) should be systematically biased towards homeostatic setpoints. These examples illustrate a general strategy for deriving specific predictions from the generative models used for interoceptive simulations.

Importantly, to leverage the models for empirical research, it is first necessary to establish a correspondence between the time series shown in our simulations and observable physiological and brain signals that can be measured during experimental studies. To establish this correspondence, it is useful to treat the variables of the generative models not just as abstract mathematical entities but (at least in principle) as relevant bodily or brain states (Friston, FitzGerald, et al., 2017). Roughly speaking, there is a fundamental difference between the variables denoted as inputs (y) and as hidden variables μ in the generative model. Interoceptive inputs and autonomic responses should putatively correspond to peripheral signals (e.g., skin temperature and conductance), whereas μ_{intero}, μ_{prior} and free energy signals are more likely to correspond to brain variables within brainstem regions such as the NTS, parabrachial nucleus and hypothalamic nuclei, as well as the allostatic / interoceptive network, which comprises at minimum the dorsal anterior cingulate cortex (dACC), pregenual anterior cingulate cortex (pACC), subgenual anterior cingulate cortex (sgACC), the ventral anterior insula (vaIns) and posterior insular regions, see (Kleckner et al., 2017).
Having hypothesised these connections between variables in the model and in (the bodies and the brains of) living organisms, models can be used to generate quantitative predictions about possible interoceptive manipulations. As Figures 2 and 3 illustrate, there are lawful relations between the intensity and duration of interoceptive inputs, internal (free energy) error responses and autonomic activity that is elicited to cancel out the errors. However, these relations are not trivial to predict without an explicit computational model. As we discussed in the Results section, this is especially true when changes of the prior and autonomic actions are triggered internally (as in the case of allostatic control) and not by external stimuli (as in the case of homeostatic control). Furthermore, without an explicit computational model, it is more difficult to distinguish causal dependencies between variables from (mere) correlations among signals. Developing explicit computational models, such as the ones discussed here, may therefore usefully contribute to the experimental analysis of allostatic / interoceptive system and the intricate dependencies between peripheral and central signals (Allen et al., 2019; Friston et al., 2014; Maisto et al., 2021; Paulus et al., 2019; Pezzulo et al., 2019; Stephan et al., 2016). In future work, we hope to combine computational models with trial-by-trial analyses of interoceptive prediction errors (Harrison et al., 2021).

Besides this potential to support empirical investigations, computational modelling can help advance theoretical understanding of interoceptive inference and its dysfunctions. For example, comparing the first and second simulations sheds light on the differences between reactive (homeostatic) and predictive (allostatic) forms of control. In reactive control, priors or set points have fixed values (Cannon, 1939), whereas in predictive control priors can be regulated proactively (Sterling, 2012). This becomes evident if one considers that the value of the prior in the first simulation is fixed, whereas in the second simulation it changes as a consequence of an exteroceptive event. By proactively changing priors, allostatic control enables a system or organism to cope more efficiently with (predicted) interoceptive prediction errors, hence avoiding dysregulations and an "allostatic load" that may eventually precipitate psychopathological conditions (Barrett et al., 2016). This becomes evident by noticing that the increase of free energy (which, in this context, marks an unsolved interoceptive disturbance) is higher in simulations of homeostatic control (Figure 2) than in simulations of allostatic control (Figure 3). This example illustrates that preparing to deal with (predicted) interoceptive prediction errors can be more efficacious than simply reacted to sensed interoceptive prediction errors.

Finally, our analysis of interoceptive dysfunctions (simulation 3) shows that failing to set an adaptive level of interoceptive precision can severely disrupt interoceptive control. Active inference normally permits optimizing precision values as part of the normal inferential dynamics; but there may be pathological cases in which the precision-weighting mechanism is disrupted. To exemplify this, we simulated the effects of setting the precision of interoceptive streams to extremely low values. In this case, interoceptive changes are not sufficiently sensed and the model fails to generate appropriate corrective responses. This is a form of interoceptive insensitivity that may relate to various psychopathologies (Smith, Feinstein, Kuplicki, Forthman, et al., 2020). In line with this, previous theoretical and computational studies have highlighted that aberrant precision settings can cause various perceptual problems, such as hallucinations (Adams, Stephan, et al., 2013; Sterzer et al., 2018) and the reporting of false symptoms (Van den Bergh et al., 2017), which are often associated with psychopathological conditions. Our third simulation builds on these studies to illustrate how psychopathological consequences of incorrect precision settings can go beyond perception to encompass dysfunctions of interoceptive and allostatic regulation - which in turn can cause allostatic load (as observed in depression) (Barrett et al., 2016; Stephan et al., 2016) or maladaptive compensatory strategies (as observed in anorexia) (Barca & Pezzulo, 2020).
There is increasing consensus that interoceptive and allostatic disorders may be crucial for the genesis of several psychopathological conditions (Barrett & Simmons, 2015; Khalsa et al., 2018; Seth & Friston, 2016; Stephan et al., 2016; Tsakiris & Critchley, 2016). Designing and validating novel models of (adaptive and maladaptive) interoceptive regulation can help shed light on psychopathological conditions, by advancing our conceptual understanding and by providing sophisticated tools for quantitative hypothesis testing.
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