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Abstract—Robust dynamic interactions are required to move robots in daily environments alongside humans. Optimisation and learning methods have been used to mimic and reproduce human movements. However, they are often not robust and their generalisation is limited. This work proposed a hierarchical control architecture for robot manipulators and provided capabilities of reproducing human-like motions during unknown interaction dynamics. Our results show that the reproduced end-effector trajectories can preserve the main characteristics of the initial human motion recorded via a motion capture system, and are robust against external perturbations. The data indicate that some detailed movements are hard to reproduce due to the physical limits of the hardware that cannot reach the same velocity recorded in human movements. Nevertheless, these technical problems can be addressed by using better hardware and our proposed algorithms can still be applied to produce imitated motions.

I. INTRODUCTION

Performing dynamic tasks under uncertain interaction is currently one of the main challenges in robotics. Humans and animals are a great source of inspiration for scientists to obtain such performances, considering their ability to handle these conditions [1]–[6]. A series of optimisation based methods have been proposed to target the problem from a control and a planning perspective. Recently, we have seen the emergence of vertically integrated pipelines to teleoperate robots to reproduce human movements [7]–[11]. These architectures are often complex, require multi-modal sensing on the user, hardware-specific, and often limited to quasi-static movements. Ideally, a robot should be able to reproduce a movement simply by measuring the position of the demonstrated trajectories in multiple dynamic conditions. Doing so will mimic the ability of humans to learn by imitation while being robust to delays, discretisation, and allowing space-time scaling to adapt the movements to the hardware limitations.

Robust dexterous interaction with variable environments is central for having robot mimicking human movements and performing activities of daily living [7]. In recent years, we have seen multiple examples both in teleoperation and manipulation [12]. However, these actions are often quasi-static and rely on complex architecture with multiple optimisations and state estimation stages for both the robot and the human system and environmental dynamics [2], [3], [15]. Thus, the learned information is often difficult to generalise and be applied to affine cases (e.g., same action but different interaction dynamics). In contrast, it is known that humans and animals are capable of learning by demonstration even without physical interaction, and they are capable of adapting their behaviour to various dynamic conditions.

Though recently, data-driven approaches using neural networks have achieved outstanding results, evaluating the quality and completeness of the data set remains one of the main challenges to certify the safety and robustness of these methods [8]. The learning performance is dependent on the quality of the training set, which are large sets of data that are difficult to evaluate, especially in ample and highly non-linear state space of these problems. Consequently, it is challenging to assess the possibility of the system to become unstable or unsafe due to the encounter with a novel scenario not included in the data set. Therefore, the combination of learning algorithms with a robust control architecture might combine the guarantee of the controller with the flexibility of machine learning.

Passive controllers have been studied for more than two decades due to their theoretical robustness to uncertain dynamics and information delays. Recently, the Fractal Impedance Controller (FIC) has been proposed in [16]–[18]. This controller exploits the introduction of an anisotropic attractor to stabilise a non-linear stiffness in redundant systems without requiring inverse projection or non-linear optimisation. Consequently, the FIC is more robust compared to energy-tank and variable impedance controllers because it does not relies on the path integral (e.g., energy tank) in the control loop [16], [19]. The method has been successfully applied to generate robust interaction even in the presence of reduced bandwidth and delay in the feedback. Other successful applications have been in trajectory planning in quasi-convex domains, teleoperation, and computational neuroscience [5], [20], [21]. Particularly, the FIC allowed the implementation of the Harmonic Passive Motion Paradigm (H-PMP) to model human motor control, which is capable of generalising point to point reaching movements in various dynamic conditions.

This manuscript exploits some of the components of
the H-PMP to formulate a robust controller for robots to track human movements from the recording of the motion trajectories. The method is robust space-time scaling and exploits the benefit of quadratic programming for solving the Inverse Kinematics (QP-IK) problem to trade off the tracking accuracy to enforce velocity and position limits in joint-space. The output is the desired pose (\(x_d\)) and posture (\(q_d\)), which are passed to the controllers to generate the torque commands. They are then added with the NLDC to determined the desired torques vectors (\(\tau_d\)). The proposed method also receive in input the measured posture (\(q\)) and joint velocity (\(\dot{q}\)). The torques (\(\tau\)) are used to estimate the interaction forces, and they are not used in control.

The section II presents the formulation of the components of the proposed architecture, describes how the human movement are recorded, and describes the experiments. The section III describes the experimental set-up and the results of the experiments. section IV draws the conclusions.

II. METHOD

The architecture is composed of an updated version of the H-PMP task-space planner, the QP-Inverse Kinematics (QP-IK) algorithm, Postural Control, Non-Linear Dynamics Compensation (NLDC), and a Task-Space FIC, as shown in Fig. 1.

A. Task-Space Planner

The task-space planner take as input the desired trajectory, encoded as next via point \(x_t\), and desired tangential velocity \(v_d\). It generalises interactions by extending the harmonic trajectory planner to trajectory tracking by including a viscous field (i.e., \(-\mu \ddot{x}^v\)). This additional viscous field allows us to generalise the point to point planner for continuous trajectory tracking. The mono-dimensional equations are:

\[
x'_d = \int_0^t x''_d \; dt
\]  

\[
\dot{x}'_d = \int_0^t \dot{x}'_d \; dt \in [-v_d, v_d]
\]

\[
\dot{x}'_d = \begin{cases} 
\text{sign}(\ddot{x}_t) \min \left( \frac{K}{M_d} \left| \ddot{x}_t \right|, a_{\text{max}} \right) - \mu \dot{x}'_d, & \text{D} \\
\frac{2 A_{\text{max}}}{\dot{x}_T_0} \left( x'_d (t - 1) - \ddot{x}_T_0 \right) - \mu \dot{x}'_d, & \text{C}
\end{cases}
\]

where \(\ddot{x}_t = x_t(t) - x'_d(t-1), a_{\text{max}}\) describes the maximum acceleration limit of the movement, and \(\mu\) is the viscosity. In regards of the equation of the convergence phase (C), \(A_{\text{max}}\) is the acceleration associated with the maximum displacement (\(\ddot{x}_T_0\)) reached in the previous divergence phase (D). The convergence phase is discriminated from the divergence phase based on the evolution of time the state error \(\ddot{x}\), which is decreasing in magnitude without zero crossing (i.e, \(|\ddot{x}_t(t)| < |\ddot{x}_t(t-1)|\) and \(\text{sign}(\ddot{x}_t(t)) = \text{sign}(\ddot{x}_t(t-1))\)) during convergence.

Equation (3) describe an impedance controller for a unit of inertia; thus, the equation describes the equivalent dynamics of a mass-spring-damper system. As a consequence, the controller parameters can be derived from vibration theory setting the desired band-pass for the movements. The following equation is kept in the general vector form to show how it generalises to multiple dimensions because it can not be decoupled as (1).

\[
K = \omega_n^2, \quad \mu = 2 \zeta \omega_n \\
v_{\text{max}} = 1.595 \min \left( v_d, \omega_n ||d|| \right) \\
a_{\text{max}} = 2 \left( \frac{v_{\text{max}}}{||d||} \right)^2 d
\]

where \(\omega_n = 2 \pi f_n\) is the desired natural frequency, \(\zeta\) is the damping ratio, \(v_d\) is the desired tangential velocity, and \(d\) is the distance vector from \(x_t\) when a new target is issued.

It is worth noting that although the proposed method seems not capable of concurrently describing periodic and aperiodic movements, It can be tuned online to switch from oscillatory to non-oscillatory movements by adjusting the value of \(\zeta\).
The task-space FIC is defined based on the following force profile for every dimension.

\[ F_c = \begin{cases} 
K_0 \hat{x} = K_0 (x_d - x), & |\hat{x}| \leq \xi \hat{x}_b \\
\frac{\Delta F}{2} \left( \tanh \left( \frac{\hat{x} - \hat{x}_b}{S \hat{x}_b} + \pi \right) + 1 \right) + F_0, & |\hat{x}| > \xi \hat{x}_b 
\end{cases} \]

where \( K_0 \) is the constant stiffness, \( \hat{x} = x_d - x \) is the end-effector pose error, \( \Delta F = F_{\text{max}} - F_0 \), \( F_0 = \xi K_0 \hat{x}_b \), \( S = (1 - \xi) (\hat{x}_b/(2\pi)) \) controls the saturation speed, and \( \xi \in [0, 1] \) control the starting of the saturation behaviour while approaching the state error magnitude of \( \hat{x}_b \) in each direction. The \( F_c \) is then substituted in the attractor formulation.

\[ F(\hat{x}) = \begin{cases} 
F_c(\hat{x}), & D \\
\frac{2F_c(\hat{x}_{\text{max}})}{\hat{x}_{\text{max}}} \left( \hat{x} - \frac{\hat{x}_{\text{max}}}{2} \right), & C 
\end{cases} \]

where \( \hat{x}_{\text{max}} \) is the maximum state error recorded at the beginning of the last convergence phase.

### D. Torque Command

The control command in torque is generated by superimposing the FIC task-space controller, the postural controller, and the compensation for the robot’s non-linear dynamics \( C(q, \dot{q}) \) and gravitational forces \( G(q) \).

\[ \tau_d = C(q, \dot{q}) + G(q) + K_{SS} \ddot{q} - D_{SS} \dot{q} + J_{ee}^T (W_{\text{FIC}} - D_{TS} \dot{X}) \]

where \( q \) is the joint state, \( \dot{q} \) is the joint state error, \( K_{SS} \) is the postural control stiffness, \( D_{SS} \) is the postural control viscosity, \( J_{ee} \in \mathbb{R}^{6 \times n} \) is the end-effector jacobian, \( W_{\text{FIC}} \in \mathbb{R}^6 \) is the FIC wrench, \( D_{TS} \in \mathbb{R}^{6 \times 6} \) is the Task-Space viscosity, and \( \dot{X} \in \mathbb{R}^6 \) is the end-effector velocity.

### E. Space-time Trajectory Scaling

The space scaling is performed by multiplying the point coordinates by a scaling factor \( S_x \in \mathbb{R} \). The time scaling is obtained by multiplying the sampling frequency by the scaling factor \( S_t \in \mathbb{R} \). Given a recorded human trajectory \( x_h(t) \) recorded in the interval \([0, t_f]\), using the sampling frequency \( f_s \). The scaled trajectory is:

\[ x_s(t') = S_x x_h(k S_t^{-1} f_s^{-1}), \quad t' \in [0, t_f S_t^{-1}] \]

where \( k \in [0, f_s t_f] \subset \mathbb{N} \) selects the available data sample. The tangential velocity is computed online with finite-difference over the scaled demonstrated trajectory. The four trajectories recorded from the subject are shown in Fig. 2.

### III. Experimental Validation

#### A. Motion Recording

The writing movements from the subject were recorded using a Vicon Motion Capture System. The hand-movement were tracked using the rigid-body tracking tool, placing five markers on the subject’s hand at a frequency of 100 Hz. Two markers were placed on the 1st and 4th metatarsal joints; one marker was placed in the centre of the metatarsus, a marker was on the Scaphoid bone, and the last was on the Pisiform bone. The recorded trajectories were exported in comma-separated values (CSV) file format, which is loaded and streamed online to the proposed controller.
B. Experimental Set-Up

The validation of the proposed method has been conducted in three stages. At the beginning we evaluated the proposed planner against a minimum velocity bang-bang planner in both velocity and tracking accuracy using multiple sets of parameters (Table I) to write ‘Ciao’. The evaluation has been done comparing the RMSE from the input trajectory for the position and velocity on the motion plane.

The second test is conducted on the robot to test the accuracy of the system without interaction, and how the tracking is affected by the tuning of the parameters. The writing tasks are the capital $B$, $F$ and $H$ at a speed equal to $1/4$ of the recorded human trajectories. The following two sets of parameters are used: Set 1 is $\tilde{x}_b = 0.05 \text{m}$, $K_0 = 200 \text{Nm}^{-1}$ and $F_{\text{max}} = 20 \text{N}$, and Set 2 is $\tilde{x}_b = 0.02 \text{m}$, $K_0 = 1200 \text{Nm}^{-1}$ and $F_{\text{max}} = 30 \text{N}$.

The last test is drawing the trajectories in Fig. 2 on a whiteboard. The Circle and Figure-Eight trajectories are also tested with external perturbations, which have been introduced either by pushing the robot directly or moving the board. This latter experiment evaluates the evaluation of robot compliant behaviour, as well as its robustness.

<table>
<thead>
<tr>
<th>N</th>
<th>$\zeta$</th>
<th>$f_n$</th>
<th>$\alpha_{\text{max}}$</th>
<th>$v_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>4</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>10</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>10</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE I

SETS OF PARAMETERS USED FOR THE PLANNER COMPARISONS. $\zeta$ AND $f_n$ ARE USED ONLY FOR THE PROPOSED METHOD. $\alpha_{\text{max}}$ (m/s$^2$) IS USED FOR PLANNERS. $v_{\text{max}}$ (m/s$^2$) IS USED ONLY FROM THE BANG-BANG TRAJECTORY PLANNER.

C. Results

The RMSE for the comparison between the two planners are reported in Table II for the proposed approach, and in Table III for the bang-bang planner. The data show that the proposed method has a better tracking accuracy, and it is more robust to selecting sub-optimal parameters. For example, let’s consider the third set of parameters, the best tracking performance for both planners. It shows that our planner is two times more accurate in position, and it is about 20% better in tracking the reference velocity. However, Fig. 3 shows that the trajectories do not have a sensible distance in position. However, there is a small deviation of the bang-bang velocity profile from both the proposed planner and the human data. It is also worth noting that both planners are computationally inexpensive, scale easily, and can both be deployed online.

The trajectories obtained for the letter $B$, $F$ and $H$ with the two sets of parameters are shown Fig. 4. The data show that despite the more compliant controllers retains the geometrical features; it shrinks the letter dimension compared to the desired dimension. It is worth reminding that due to special characteristics of the FIC controller, the parameters can be updated online without any risk for the system stability [4], [16], [17]. The space-time scalability of the trajectories has been tested on the Circle, which has been shrunk (Fig. 5) and slowed down, as can be appreciated in the attached video. It is also worth noting that all the motion played on the robot reached up to half of the human movement speed due to hardware limitations. The comparison between the unperturbed and perturbed conditions for the Circle and the Figure-Eight are shown in Fig. 6 and Fig. 7, respectively. The magnitudes of the interaction forces recorded in the experiments are reported in Fig. 8 for the Circle and the Figure-Eight. The trajectories at the different stages of the proposed method for ‘Ciao’ and ‘Grazie’ are shown in Fig. 9, while the magnitude of interaction forces are shown in Fig. 10. The data indicate that the tracking error is introduced.

<table>
<thead>
<tr>
<th>N</th>
<th>RMSE($y$)</th>
<th>RMSE($z$)</th>
<th>RMSE($y$)</th>
<th>RMSE($z$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.002</td>
<td>0.002</td>
<td>0.012</td>
<td>0.016</td>
</tr>
<tr>
<td>2</td>
<td>0.001</td>
<td>0.001</td>
<td>0.022</td>
<td>0.023</td>
</tr>
<tr>
<td>3</td>
<td>0.001</td>
<td>0.001</td>
<td>0.013</td>
<td>0.016</td>
</tr>
<tr>
<td>4</td>
<td>0.002</td>
<td>0.002</td>
<td>0.012</td>
<td>0.017</td>
</tr>
<tr>
<td>5</td>
<td>0.001</td>
<td>$\approx 0$</td>
<td>0.021</td>
<td>0.022</td>
</tr>
<tr>
<td>6</td>
<td>0.002</td>
<td>0.002</td>
<td>0.012</td>
<td>0.017</td>
</tr>
</tbody>
</table>

TABLE II

RESULTS FOR THE PLANNER COMPARISONS. THE POSITIONS ARE IN m AND THE VELOCITIES IN m/s$^2$.

<table>
<thead>
<tr>
<th>N</th>
<th>RMSE($y$)</th>
<th>RMSE($z$)</th>
<th>RMSE($y$)</th>
<th>RMSE($z$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001</td>
<td>0.001</td>
<td>0.025</td>
<td>0.026</td>
</tr>
<tr>
<td>2</td>
<td>0.001</td>
<td>0.001</td>
<td>0.025</td>
<td>0.027</td>
</tr>
<tr>
<td>3</td>
<td>0.002</td>
<td>0.002</td>
<td>0.018</td>
<td>0.017</td>
</tr>
<tr>
<td>4</td>
<td>0.002</td>
<td>0.002</td>
<td>0.018</td>
<td>0.017</td>
</tr>
<tr>
<td>5</td>
<td>0.007</td>
<td>0.007</td>
<td>0.048</td>
<td>0.049</td>
</tr>
<tr>
<td>6</td>
<td>0.004</td>
<td>0.004</td>
<td>0.024</td>
<td>0.022</td>
</tr>
</tbody>
</table>

TABLE III

RESULTS FOR THE BANG-BANG PLANNER. THE POSITIONS ARE IN m AND THE VELOCITIES IN m/s$^2$.}

Fig. 3. Comparing the human data and the trajectories generated by the two planners using the third set of parameters (N=3) shows a negligible difference between the three trajectories. However, the velocity profiles show that the velocity profile of the bang-bang planner less accurate than the proposed method. Thus, confirming the comparison between the values reported in Table II and Table III.
The letter written with the first set of parameters ($x_b = 0.05 \, \text{m}$, $K_0 = 200 \, \text{Nm}^{-1}$ and $F_{\text{max}} = 20 \, \text{N}$) are on the top row. The letters written with the second set ($x_b = 0.02 \, \text{m}$, $K_0 = 1200 \, \text{Nm}^{-1}$ and $F_{\text{max}} = 30 \, \text{N}$) are on the bottom. As can be expected, a higher rigidity of the controller allows better tracking of the desired trajectory.

Fig. 5. The Circle trajectory scaled in speed and dimension is shown. The trajectory generated from the planner is on the leftmost. The trajectory mediated by the QP-IK is in the centre. The trajectory executed from the robot is on the rightmost.

Fig. 6. The Circle performed without perturbation is on the top and the Circle performed with perturbation is on the bottom. The trajectories generated from the planners are on the leftmost. The trajectories mediated by the QP-IK are in the centre. The trajectories executed from the robot are on the rightmost.

Fig. 7. The Figure-Eight performed without perturbation is on the top and with perturbation is on the bottom. The trajectories generated from the planners are on the leftmost. The trajectories mediated by the QP-IK are in the centre. The trajectories executed from the robot are on the rightmost.

Fig. 4. The letter written with the first set of parameters ($x_b = 0.05 \, \text{m}$, $K_0 = 200 \, \text{Nm}^{-1}$ and $F_{\text{max}} = 20 \, \text{N}$) are on the top row. The letters written with the second set ($x_b = 0.02 \, \text{m}$, $K_0 = 1200 \, \text{Nm}^{-1}$ and $F_{\text{max}} = 30 \, \text{N}$) are on the bottom. As can be expected, a higher rigidity of the controller allows better tracking of the desired trajectory.

at the hardware level. Nevertheless, the words still retain their main features despite the robot does not allow to fully capture all the features of these words Fig. 9, validating how the proposed method can preserve the main characteristics of complex movements. However, the more intricate details are lost at the controller level during writing. This indicates that the chosen controller parameters might require some \textit{ad hoc} tuning in this task. Therefore, considering that all the parameters of the proposed architecture can be updated online, a data-driven approach using machine learning can be considered a possible solution to this limitation.

IV. CONCLUSIONS

The introduction of the QP-IK simplifies the deployment of the H-PMP to robots by reducing the numbers of parameters to be tuned. However, this comes at the cost of reduced robustness to singularity, similarly to a null-space controller relying on projected dynamics. Nevertheless, the QP-IK discourages the convergence to singular configuration, making it more robust than the projected dynamics. Regarding applications where singular configuration might be helpful in some task (e.g., legged locomotion). Singular configurations can be handled as exceptions (i.e., specific target postures), or the H-PMP solution to the postural control can be implemented. The results show that the proposed method can replicate a human-like trajectory without the need for any learning or model-based control of the robot interaction. This allows the robot to be robust to external perturbation and be able to make and break contact without any stability concerns. The robot accuracy in tracking and recovering from the introduction of external perturbation is determined by the FIC non-linear impedance, which adapts the stiffness based on the pose error. This characteristic is also what allows the system to be accurate to model errors which can be regarded as external perturbations. It is worth mentioning that the compensation of the non-linear dynamics can be removed [18]. It has been introduced to reduce the load on the FIC spring, which makes the system more responsive. Furthermore, the ability to tune the parameters online and the robustness to unknown dynamics sets aside this method from dynamic primitives and neural network approaches. Machine learning methods encode motor strategies that couple together the system and the environmental interaction during the regression process performed the encoding of the motor strategies.
(i.e., learning). Furthermore, it is a challenge to guarantee stability and generality in data-driven approaches due to the difficulty of assessing the quality of large and complex data sets. On the other hand, the proposed approach has a strong guarantee of stability and generality, which decouples the tracking and postural optimisation from the system stability. Thus, combining the proposed method with machine learning algorithms might result in robust systems capable of better knowledge generalisation. However, this is just a hypothesis at this stage and requires further investigation.

In summary, the presented an architecture is capable of reproducing human-like movements during robust interaction with the environment. There are still some improvements to be made in reproducing the finer details of complex movements. Nevertheless, these imperfection are mainly related to the need for adaptive tuning of the controller and planner parameters, which could be implemented with machine learning algorithms.

---

**Fig. 8.** The magnitudes of the interaction forces during unperturbed experiments are on the left, perturbed on the right. The Circle’s data are on the first row, and the data for the Figure-Eight are on the second row.

**Fig. 9.** ‘Ciao’ and ‘Grazie’ trajectories performed without external perturbations. The trajectories generated from the planners are on the leftmost. The trajectories mediated by the QP-IK are in the centre. The trajectories executed from the robot are on the rightmost.

---

**Fig. 10.** The figure reports the magnitudes of the interaction forces recorded during the two writing experiments. The ‘Ciao’ data are on the left, and ‘Grazie’ data are on the right.
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