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Abstract

Resilience is a vital concept in engineering, business, and natural sciences, and is a measure of the ability of an entity to withstand High Impact Low Probability (HILP) events. During the COVID-19 pandemic, which started in late 2019/early 2020, power system utilities around the globe have responded in effective and efficient ways to enhance the resilience of their organisations, both in terms of real time operations and prudent management of its infrastructure, in order to continue their mandate in providing reliable supply to meet customer demands. This paper presents the CIGRE definition for power system resilience, established by the C4.47 Working Group in 2018, and demonstrates the application of resilience-oriented thinking within the electrical sector. The response and recovery efforts are described, with respect to the key actionable measures that are an integral part of the power system resilience definition, taken before, during and after the COVID-19 pandemic. A practical conceptual framework is also presented, for thinking about resilience in terms of three key components of resilience strategies: organisational, infrastructure and operational resilience. The paper also discusses the different strategies adopted in response to COVID-19, based on the C4.47 members’ experiences during the pandemic. Finally, a case study is presented, which proves the effectiveness of a set of response measures, using graph theory and the characteristics of the staff-asset interactions.
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1. Introduction

In November 2019, the first cases of a new disease, later named COVID-19 by the World Health Organisation (WHO), were reported by health care workers from Wuhan, China. In December 2019, researchers from Wuhan reported a cluster of pneumonia cases caused by a novel coronavirus, which has since been named SARS-CoV-2, and declared a pandemic. The infection rate of the virus at the time of writing this paper is seen in Fig. 1 [1]. The COVID-19 pandemic stretches the capacity of emergency response agencies, health care providers, utilities and operators, which sometimes results in an inability to contain the impact of the virus and respond in a coordinated manner. It tested existing disaster business continuity plans and the ability of utilities, in real time operation, to respond to and contain the impact of otherwise typical disturbances on the interconnected power system by ensuring system stability, that voltage, frequency, and harmonic limits are respected, as well as to continue to provide the needed maintenance and repair on power plants and transmission facilities while seeking to minimise employee exposure to COVID-19 infection. The consequences of High-Impact Low-Probability (HILP) events like the COVID-19 pandemic on the power system could spread rapidly across all sectors and communities due to the complexity and interdependencies between critical infrastructures that are dependent on electricity supply. To improve resilience-based planning in the power system, it is important to recognise the nature of the COVID-19 pandemic’s potential impact on the power system as well as prepare and execute systematic responses to minimise disruption.

At the beginning of the COVID-19 pandemic, there were fears of potential widespread blackouts, and network operators warned customers to “keep a torch handy” [2]. This was the first indication that organisational resilience was key in a pandemic situation. Thankfully, extensive blackouts did not materialise, although it is still unclear if this was due to reduced reporting of outages or the effectiveness of network operator response [3].

Since the start of the pandemic, there has been a significant effort in documenting its impacts on electric utilities and consumers. Most striking is the variation in energy demand, typically an overall reduction, which has shifted from the industry and commercial buildings towards residential premises [4]. This shift was expected, since many businesses and manufacturing plants have been prevented from operating or were operating at a much-reduced capacity while many employees continued working from home. Straightforward comparisons of energy demand in 2020 against previous years show a significant reduction in overall load, which could have potentially challenging implications on the operation of the power system, because it requires a radical shift in generator dispatch patterns [4, 5, 6, 7, 8]. Thus, the energy mix has also been impacted significantly, with the positive consequence of less utilisation of fossil fuels (e.g. 40% down in the UK) and more utilisation of renewables (e.g. more than 30% up in the UK) [5]. The reduction in demand and the changing energy mix have pushed the market prices to record low levels, sometimes reaching zero. In addition, the prices of ancillary services have significantly escalated, due to the increased need for the network operator to ensure the reliability of the system [9]. More significantly, high renewables and low demand forced National Grid (Great Britain’s system operator) to create an entirely new ancillary service, called Optional Downward Flexibility Management (ODFM).

From the interactions that the authors have had with the industry over the past year, it has become evident that the response of the network operators has been systematic in tracking the causal chains that may lead to the inability to operate the grid effectively [10, 11]. The US Electricity Subsector Coordinating Council (ESCC) has developed a resource guide for assessing and mitigating the COVID-19 by investor-owned electric companies, electric cooperatives, and public power utilities [12]. The Resource guide is primarily designed to protect the health of workforce employed by utilities and to ensure energy operations and infrastructure are supported properly throughout the pandemic emergency. Measures were taken to reduce risk, such as staff containment, separation of operational teams and minimisation of planned outages, albeit without hard evidence of intervention effectiveness [10].

Methodologies have been proposed in the literature on how power systems should respond under HILP events, and how resilience should be measured under HILP events like earthquakes and typhoons [13, 14, 15, 16]. There is limited literature linking COVID-19 to energy infrastructure resilience, e.g. through labour shortages [17], as most of the studies focus on impacts on demand patterns, as described above. Even though COVID-19 can be characterised as a HILP event, it is necessary to ensure that resilience to other, potentially co-incident HILP events is not compromised [18]. HILP response methodologies have been tested throughout the pandemic and have largely been found effective [10, 11]. Operational and policy-oriented recommendations have been proposed in the literature, albeit not within an established resilience framework [19]. Flexibility plays an important role in the resilience of the energy infrastructure.
Still, an analysis of why operational and policy interventions have been or will be effective is arduous to do, and in many cases, it may not even be possible due to the non-linearity and abstractness of the data and organisational structures. People behave in very complex ways.

Staff illness is difficult to predict, but in the literature it has been characterised by network theory and models such as Susceptible-Infected-Susceptible (SIS) [21]. There are parallels between epidemics and power networks [22] in how a failure or infection of one node can spread through a whole system, and similar patterns have been identified in organisational structures [23].

1.1. Key contributions and outline of the paper

This paper aims to explore the effects of the COVID-19 pandemic on power systems, with a specific focus on resilience. Experts from across the world, through the CIGRE C4.47 Working Group, worked together to integrate infrastructure, operational and organizational resilience in one holistic framework, which is then demonstrated using graph-based analysis.

Electric utility experience throughout the pandemic has been captured, and a set of observed measures that have been taken by electric utilities is presented. In particular, the authors discuss how the CIGRE C4.47 definition for resilience [24] can be applied to the response of power system organisations to the pandemic, and the observed measures are categorised in accordance with the definition.

Finally, a graph-based analysis is presented, which validates the effectiveness of the two most significant interventions for mitigating the impact of COVID-19, using an example organisational structure model of an electric utility. This novel approach, which is common in epidemic analysis but not in the electric utility context, enables utilities to view their staff in a more systematic way. This opens up the possibility of using quantitative techniques for safeguarding the resilience of electric utility organisations.

The rest of the paper is structured as follows. Section 2 discusses the importance of staff and asset interactions in the context of epidemics, Section 3 provides the challenges that electrical utilities across the world faced during the COVID-19 pandemic, Section 4 presents a categorisation of the utility response to the pandemic, Sections 5 and 6 briefly present the CIGRE C4.47 resilience definition and contextualise it with regards to COVID-19, Section 7 presents the lessons learned by electric utilities during the pandemic, while Section 8 discusses the implications of COVID-19 on interdependent utility infrastructure. Finally, Section 9 presents a graph-based analysis of COVID-19 counter-measures, and conclusions are drawn in Section 10.

2. The importance of organisational structure

COVID-19 and other transmissible diseases can adversely impact power system resilience in three areas:

- Organisational resilience, since staff absences inhibit decision-making and preparedness, creating practical and logistical challenges;
Infrastructure resilience, due to lack of preventative or corrective maintenance and repair on generation and transmission facilities resulting in increasing unavailability of these facilities and ultimately inoperability of the power system; and

Operational resilience, since staff absences cause deficiencies in essential operation (e.g. network control centre, SCADA, EMS).

The primary source of fears associated with COVID-19 in the power sector was the dependence of the infrastructure on company staff, mainly operational and maintenance workers. Real time operation of a power system is not fully automated and requires continuous human intervention, due to its constant changing conditions, either during normal operation or during faults and other emergencies. This is especially important after a contingency has occurred resulting in loss of facilities and/or under emergency operations. Just as importantly, routine maintenance and repair must be carried out to ensure availability of generation and transmission facilities (e.g. maintenance and supply chain staff). During a pandemic, this human intervention may be disrupted, or may even be the source of disruption, in the case where inadequate maintenance and repair, due to maintenance staff absence, could cause a fault or multiple faults to occur more frequently on the system. Inadequate system operation staff could also result in disruption if the system was not continuously operated in a secure operating state in response to changing operating conditions, including faults. Fig. 2 conceptually illustrates this interconnectedness between staff and assets, and how an infection and/or fault can cascade and propagate across those physical and conceptual boundaries. The structure of an infrastructure organisation can be adapted to become more resilient to staff disruption due to pandemics. Fig. 3 illustrates the difference between (a) a less resilient and (b) a more resilient organisational structure. In the first case, a fault develops in Asset 1, but the operator is infected and not able to return the system to a secure operating state after fault clearance. Hence, the insecure operating state cascades further to Assets 2 and 3. In the second case, after the fault is cleared the system is re-secured by Operator 3, who is not infected, because they were segregated. Hence, by placing Operator 3 in a segregated location, they are able to maintain secure asset operation after their colleagues are infected. When trying to analyse the organisational structure of a network company, such as an electric utility, it is important to categorise the key staff and asset attributes that might influence the company’s resilience (e.g. asset operators), as well as the interactions between entities. A high-level list of attributes and interactions is presented in Table 1.

Table 1. Attributes and interactions of the different entities in a network company.

<table>
<thead>
<tr>
<th>Staff attributes</th>
<th>Asset attributes</th>
<th>Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level (director, head, manager, operator, etc.)</td>
<td>Functionality</td>
<td>Organisational structure</td>
</tr>
</tbody>
</table>
3. Utility experience and challenges during the COVID-19 pandemic

The COVID-19 pandemic has placed tremendous pressure on most countries’ healthcare systems, economies, general social activities, and electricity provision. It has created three major challenges for utilities, namely:

1. Safeguarding employees,
2. Business continuity - Sustaining critical operations to ensure continuity of electricity provision, and
3. Power system operational challenges - Providing guidance or support to all employees to ensure adherence to preventative measures is maintained despite the occurrence of operational challenges.

These challenges are discussed below.

3.1. Safeguarding employees

Safeguarding of employees has been imperative for utilities in order not to compromise the health and safety of both the employees and public while executing their duties. Several preventative practices have been utilised to ensure general hygienic measures, adopted as recommended by the WHO to limit the spread of the virus when essential
service employees are executing their duties. This also required new ways of performing their duties for the critical operations during the lockdown period.

3.2. Business continuity

Business continuity challenges result from complexities in organisational decision-making and human resources, for instance a shortage of qualified staff due to illness or isolation measures. Utilities are therefore unable to operate the system or respond to emergencies in the same way they would during normal circumstances.

During crises such as the COVID-19 pandemic, one important aspect which was observed is the operation of a backup control centre at short notice and makeshift arrangement of additional backup centres in case of need. The need to have a backup control centre is mainly due to singular risks from outside (e.g. terrorist threat or local security issues) or risk of major equipment failure rendering the main control centre inoperable. However, this pandemic has also provided the opportunity to explore the setup of temporary backup control centres in the same facility at various other levels and in any other utilities where communication with this control centre is available. In India, the State/Regional/National control centre has set up a small backup centre in the same building, but on different floor levels to avoid any cross-contamination, using it only if the main centre is contaminated [25]. In addition, other organisations with similar facilities have been identified and a temporary control centre is also established in the exact location. This has provided an added level of local backup during the pandemic.

It was observed that there is a need for identification of Critical Staff for Core Functions and reserve manpower readiness to handle such events. The role of critical staff is to perform the assigned tasks, while reserve manpower can step in, in case of critical staff unavailability. This also ensures the functionality of a local temporary backup control centre operation if needed. In some cases, manpower in control centres was divided among various groups due to movement restrictions. It constitutes critical staff (to attend on regular basis), reserve manpower (to attend office on few designated days and the rest of the time Work from Home – WfH) and non-critical staff (WfH). In addition, being a 24/7 operation, to reduce the movement of critical staff, the 3-shift schedule has been changed to a 2-shift schedule, for reducing the chances of contamination. However, not all network operators chose to adopt such measures in their control centre. Some operators chose not to use the backup control room in regular business, but to keep it “clean” in case there was a need to move there, or decided not to go for 12h shifts.

The option of working from home for the control centre staff has also highlighted the risks of cyber security. Systems like SCADA and Market Management generally have their own dedicated network, but accessing such systems from home has increased vulnerability to cyber security risks.

Electricity markets are also affected, in terms of the levels of demand and prices for energy and ancillary services. Indeed, electricity prices in wholesale markets have significantly decreased due to a combined effect of various factors, notably lower electricity demand and fossil fuel prices. Both lower energy prices and lower demand levels may have severe impacts on an energy company. In some countries, for example, some generators/suppliers have lost more than 60% of their contracted demand (e.g. Enel Green Power, Chile), which is combined with lower power production and/or selling at significantly depressed prices. Business continuity has also been challenged by the need to supply even when some consumers cannot pay (disconnection bans) [26]. Governments such as Canada, Chile, Italy and Spain have already put in place such schemes, especially for consumers under energy poverty programs. Some governments have also implemented complementary schemes to help companies, particularly electricity companies (suppliers and retailers) and others that provide critical services, that may need financial support to survive during this period [27].

3.3. Power system operational challenges

Operational challenges result from changes in electricity demand and consumption patterns. Data so far indicates that residential demand has increased, while industrial demand has decreased in most cases [4, 28]. During times of low demand like the summer, demand even dropped below baseload level, causing significant challenges for network operators.

From a power system operational challenges perspective, the COVID-19 pandemic contributed significantly to the reduction of load seen by many countries which has created concern for utilities in managing low load conditions. Many operating entities such as Transmission System Operators (TSO), Independent System Operators (ISO) and
Distribution Network Operators (DNO) have worked together to ensure that voltage, reactive power and system strength can be controlled while the operational demand is reduced, deploying plans based on operational forecasts that recognise the impacts of COVID-19. These plans include disconnecting transmission lines with high capacitance, working with large industrial customers to ensure they stay connected during critical times, working with customers with on-site generation to increase their imports from the grid and changing the operational mode of some generators that could operate as synchronous condensers. In most cases each action has been rehearsed and tuned. In the UK, storage capacity such as hydroelectric pumped storage and curtailment of wind generation on short notice are considered as further measures. In South Africa, curtailment of wind generation has been experienced only for a few days within a week. In addition, demand response programs and under-frequency schemes have been reviewed since the reduction in the load has been significant, e.g., 7500 to 9000MW. This reduction has also triggered an increase in the maintenance of generators. The significantly reduced load during the night has resulted in several coal units being placed as reserves and caused the disconnection of baseload hydro during the minimum load condition.

Power System Operation Corporation (POSOCO), which operates the Indian power system, has observed a reduction in energy supplied in the range of 20-30%, when compared to the period before COVID-19. In terms of load, it has observed 40-50 GW of load reduction and in percentage terms it represents around 25-30% of their peak demand. Due to the lower demand, many plants were shut down, resulting in a reduction in system inertia; thus decreasing the stiffness of the system from 10 GW/Hz to 7.5 GW/Hz (a drop of 25%) for frequency events. With the demand reduction, the utilisation of the transmission system was also reduced, resulting in higher voltage occurrences in the system. Thus, the number of EHV lines kept out on voltage regulation has increased by three times at the level of 400 kV and above. In addition, as the lockdown has also impacted the movement of manpower for transmission line monitoring, it was observed that the number of faults related to vegetation and clearance increased significantly [25]. During this pandemic, the Indian power system also faced the extremely severe cyclone Amphan on 19-20 May 2020. Due to manpower shortage, the restoration and recovery post cyclone was also impacted. However, quick deployment and effective strategy has reduced overall restoration hours significantly.

The COVID-19 pandemic also caused a drastic reduction in electricity demand in the Italian system, which significantly increased the contribution from renewables to cover the load (on a Sunday, 5 April 2020, an average hourly production rate of 70% from renewables in total, and specifically 59% from solar and wind power generation was achieved). At the same time, lower gas prices reduced coal generation to a minimum, simulating a situation similar to a “phase out”. This is a situation with a similar generation mix to the 2030 electricity system designed by the National Integrated Energy and Climate Plan (PNIEC). Hence, important lessons can be learnt during this period in light of the decarbonisation process. During the COVID-19 pandemic, the operator has operated the system in a stable and secure way without curtailing renewable production significantly, efficiently managing the flexibility from gas, hydro, pumped hydro, and cross-border interconnectors. This, however, has been achieved by establishing and managing reserve margins, i.e. relying on ancillary services markets, causing extra costs associated with security and flexibility.

From a resilience perspective, the exploitation of flexible systems and the utilisation of suitable reserve margins (supplied especially by gas and hydro) represent an important preparation measure deployed by the Italian Transmission System Operator (TSO), Terna, to maintain system resilience against the drastic demand decrease due to the pandemic.

Finally, the Federal Energy Regulatory Commission (FERC) and the North American Electric Reliability Corporation (NERC) have provided guidance to the industry, to ensure grid reliability amid potential COVID-19 impacts [29]. FERC and NERC have also specified the necessary steps to ensure that operators of the bulk electric system balance the concerns for the health and welfare of their workforce while staying focused on the mission of supplying power to consumers across North America.

4. General utility response to the COVID-19 pandemic

The utility response efforts to pandemics such as COVID-19 can be generally categorised into four response and recovery practices adopted by utilities namely: (i) emergency response structure, (ii) processes and procedures to enable operational response, (iii) business continuity and disaster plans, and (iv) stress testing. Table 2 summarises this categorisation.
An emergency response structure requires the adoption of a crisis management team with a mandate to coordinate utility response, and which will be collecting information to ensure situational awareness is maintained to inform decision making at a strategic, tactical, and operational level. This includes:

- Communicating with employees relevant information to keep them safe and guide operational matters.
- Facilitating awareness and guidelines to inform employees of practices to be adopted.
- Developing plans to respond to threats and risks exposure during this constraint and health concerns when executing their duties.
- Enable informed decision making to support the response and sustainability of critical operations. This would also require integration between utility, state, provincial and country disaster response emergency structures due to region-specific impacts.

Continuous review and development of new processes and procedures to respond to COVID-19 threat and new operating norms were essential to support the continuity of electricity provision while ensuring the safety of employees. This required coordination of supporting information from a central basis to provide guidelines, processes, and procedures based on risk-informed decisions. The level of the utility COVID-19 responses was a function of the mature digitalisation of business and mission-critical systems that enabled a flexible work arrangement. It has been observed that the level of flexible working arrangement tested the capability and scalability of ICT infrastructure during lockdown.

Business continuity of critical operations is crucial for the sustainability of utilities during and after the COVID-19 pandemic. Continuity of organisational and operational functions required utilities to review the adequacy of staffing and segregation of areas to sustain critical operations. In maintaining network integrity and continuity of supply, utilities have to ensure sufficient spares and that materials are available in order to prevent deterioration to the point where the normal operational N-1/N-2 criteria need to be relaxed. The disaster response efforts required continuous communication and coordination with country disaster response structures or agencies. This is to ensure that COVID-19 regulations or legislation do not impede the operations of utility employees to ensure the provision of electricity for essential services and critical economic operations. It was essential to maintain situational awareness of the effectiveness of the controls or practices, and tracking the infection rate within the operating areas and employees, which then informed the operational response (e.g. decision on splitting the control centre). Reducing the normal business activities to restrict movement and interactions required utilities to reduce operation and maintenance to only safety and emergency operation activities that sustain the provision of electricity. This required the use of Personal Protective Equipment (PPE) by medium or high-risk employees who expose themselves to the public and are unable to maintain social distancing practices.

Stress testing the effectiveness of the COVID-19 controls and practices is imperative to assure that outcomes deliver the desired results to sustain critical operations and safeguard employees. This requires regular inspections of sites and observing the activities of employees to ensure the safe execution of their duties. The lesson learned is to require the continuous review of COVID-19 processes and procedures, which enriches the decision-making processes.

Table 2. Categorising electric utility response to COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Emergency Response Structure</th>
<th>Processes and Procedures</th>
<th>Business Continuity and Disaster Plans</th>
<th>Stress Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Invoking crisis management teams</td>
<td>• Work from home (WfH) arrangement</td>
<td>• Situational awareness is key</td>
<td>• Weekly inspection of controls effectiveness</td>
</tr>
<tr>
<td>• Division and operational utility emergency response structures</td>
<td>• Issued COVID-19 guidelines</td>
<td>• Business and DR plans deployed (split and WfH)</td>
<td>• Continuous review of measures and controls as the understanding evolves</td>
</tr>
<tr>
<td>• Integration of country disaster structures and government departments</td>
<td>• Conducted risk assessment</td>
<td>• Reduced operation and maintenance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Test Disaster Recovery (DR) capabilities</td>
<td>• Personal Protective Equipment (PPE)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>requirement is assigned to employees at high risk</td>
<td></td>
</tr>
</tbody>
</table>

An emergency response structure requires the adoption of a crisis management team with a mandate to coordinate utility response, and which will be collecting information to ensure situational awareness is maintained to inform decision making at a strategic, tactical, and operational level. This includes:

- Communicating with employees relevant information to keep them safe and guide operational matters.
- Facilitating awareness and guidelines to inform employees of practices to be adopted.
- Developing plans to respond to threats and risks exposure during this constraint and health concerns when executing their duties.
- Enable informed decision making to support the response and sustainability of critical operations. This would also require integration between utility, state, provincial and country disaster response emergency structures due to region-specific impacts.

Continuous review and development of new processes and procedures to respond to COVID-19 threat and new operating norms were essential to support the continuity of electricity provision while ensuring the safety of employees. This required coordination of supporting information from a central basis to provide guidelines, processes, and procedures based on risk-informed decisions. The level of the utility COVID-19 responses was a function of the mature digitalisation of business and mission-critical systems that enabled a flexible work arrangement. It has been observed that the level of flexible working arrangement tested the capability and scalability of ICT infrastructure during lockdown.

Business continuity of critical operations is crucial for the sustainability of utilities during and after the COVID-19 pandemic. Continuity of organisational and operational functions required utilities to review the adequacy of staffing and segregation of areas to sustain critical operations. In maintaining network integrity and continuity of supply, utilities have to ensure sufficient spares and that materials are available in order to prevent deterioration to the point where the normal operational N-1/N-2 criteria need to be relaxed. The disaster response efforts required continuous communication and coordination with country disaster response structures or agencies. This is to ensure that COVID-19 regulations or legislation do not impede the operations of utility employees to ensure the provision of electricity for essential services and critical economic operations. It was essential to maintain situational awareness of the effectiveness of the controls or practices, and tracking the infection rate within the operating areas and employees, which then informed the operational response (e.g. decision on splitting the control centre). Reducing the normal business activities to restrict movement and interactions required utilities to reduce operation and maintenance to only safety and emergency operation activities that sustain the provision of electricity. This required the use of Personal Protective Equipment (PPE) by medium or high-risk employees who expose themselves to the public and are unable to maintain social distancing practices.

Stress testing the effectiveness of the COVID-19 controls and practices is imperative to assure that outcomes deliver the desired results to sustain critical operations and safeguard employees. This requires regular inspections of sites and observing the activities of employees to ensure the safe execution of their duties. The lesson learned is to require the continuous review of COVID-19 processes and procedures, which enriches the decision-making processes.
5. Definition of power system resilience

Resilience definitions address a multi-faceted concept that depends on the context of the discipline/field [30, 31, 32]. Resilience is more than simply “the ability to bounce back” after a failure – an organisation seeking to be highly resilient needs to also continuously focus on aspects related to the potential for failure at all levels of the organisation [33]. Electrical infrastructure is one of the critical infrastructures, which influences other essential services, such as telecommunications, water supply, etc. [34]. A major electricity-related incident can, therefore, have a significant impact on the country [35, 36].

Resilience is a property of a system that complements the traditional risk-analysis paradigm of identifying vulnerabilities of specific systems and the subsequent risk management of those vulnerabilities. Resilience, instead, looks at the “ability to prepare and plan for, absorb, recover from, and more successfully adapt to adverse events” especially with respect to the fact that (1) interconnections to social, technical, and economic networks of large systems that make risk management of individual components cost and time prohibitive, and (2) the vulnerabilities of these systems are uncertain [37]. In the face of COVID-19, the importance of building resilience in systems is highlighted strongly by the key role the electricity sector plays in healthcare and communications sectors, and the unprecedented vulnerabilities to staffing and operations that COVID-19 has placed on utility systems.

The CIGRE C4.47 Working Group associates the concept of resilience to the system’s ability to limit the extent, severity and duration of system degradation following an event. As the criterion of application for this property mainly relates to extreme events, the CIGRE C4.47 WG defines Power System Resilience as [24]:

*The ability to limit the extent, severity and duration of system degradation following an extreme event.*

Power system resilience is achieved through a set of key actionable measures to be taken before, during and after extreme events, such as:

- anticipation,
- preparation,
- absorption,
- sustainment of critical system operations,
- rapid recovery,
- adaptation, and
- application of lessons learnt.

6. Applying the resilience definition on the COVID-19 pandemic

The need for power system resilience is highlighted by the COVID-19 pandemic. In particular, the lockdown period caused significant load reduction. This reduction, combined with significant renewable energy generation, causes the power system to be operated under large uncertainties. The pandemic, just like any other threat, causes power system operators to deploy all the actionable measures needed to boost their system’s resilience. In particular, weather monitoring services allow to anticipate critical situations with large coverage of demand from renewables (e.g. Sundays during lockdown). Preparation measures include (a) improving weather forecasts (to reduce the exchanges on ancillary service market), (b) buying a suitable amount of reserve in the ancillary services market to cope with critical situations and (c) increasing the exploitation of flexible systems. Moreover, advanced controls of flexible systems, such as HVDC links and storage, may contribute to reducing frequency fluctuation during situations of low load and high RES share, which represents an example of an absorption measure.

In the context of the COVID-19 pandemic, a fundamental measure consists of assuring the supply of critical loads, with a special reference to hospitals that are characterised by extra loads due to the large number of patients accessing the health care services. The experience of the COVID-19 pandemic also pushes a change in the internal procedures of system operators, favouring flexible working and improving safety during on-field works.
The underlying concept of the resilience definition described before relies upon the resilience trapezoid. An adapted version is presented in Fig. 4. The resilience trapezoid is not necessarily referring to particular timescales, but in this case it is adapted to the timescales and relevant tasks of a pandemic.

The CIGRE definition of power system resilience is achieved through a set of key actionable measures, which can only be achieved by well planned, executed human interventions to preserve and enhance power system resilience at all phases of extreme events such as the COVID-19 pandemic. To that end, the CIGRE WG C4.47 proposes to further break down the definition in terms applicable to COVID-19. This includes three important resilience aspects, which provide a holistic approach to complement the definition, namely: (i) Organisational, (ii) Infrastructure and (iii) Operational. It provides a practical conceptual framework for thinking about resilience and identifies three key components of resilience strategies as illustrated in Fig. 5 [38]. Balchanos et al. [39] demonstrated an assessment technique based on these three essential capabilities of a system’s resilient response namely: (i) absorptive capacity, (ii) adaptive capacity, and (iii) restorative capacity. Therefore, COVID-19 response and recovery efforts would be described in terms of resilience capacities regarding strategies against the conceptual framework.

6.1. Organisational resilience

Organisational resilience is defined as strategies and mechanisms that are an outcome of the effective multi-disciplinary management principles and strategic planning to manage disruptive incidents to its business operations. It is a product of a wide range of well-established processes such as risk-informed decision making, business continuity of critical operations, emergency response to sustain and ensure appropriate controls are adopted, and crisis management teams to coordinate the response and recovery with well-informed communication [40].

In terms of COVID-19 response efforts, it requires organisations to swiftly enact measures to support, protect and empower employees with reliable and accurate information to sustain response and recovery and limit exposure or spread. It is imperative to secure the health and safety of utility employees when executing duties entrusted to them as essential services during operations, maintenance and construction activities to sustain electricity provision. There is an increased need to understand the factors that will affect the wider energy business (in addition to utilities) in both
the short and long term, so that energy businesses with the foresight and agility can make informed decisions and safeguard their assets, as well as to capitalise on those opportunities under a green economic recovery.

6.2. Infrastructure resilience

Infrastructure resilience refers to the physical robustness and redundancy of network assets to external shocks, and the capability to maintain and repair them. According to the US National Infrastructure Advisory Council [41], infrastructure resilience is the ability of the system to reduce the magnitude and/or duration of disruptive events.

In terms of COVID-19 response efforts, it requires organisations to review the existing ICT infrastructure to support working from home. This is a function of the maturity of the digitalisation of the Information Technology (IT) and Operational Technology (OT) system’s ability to absorb working from home for some business and mission-critical operations. Splitting mission-critical operations provides the redundancy strategies that enable flexibility to contain an infection (e.g. control, call or resource centres). The robustness and redundancy investment in any power system is usually conducted in terms of a normal demand and supply condition. The lightly loaded conditions associated with COVID-19 require a review of the existing reactive management support to sustain the security and reliability of a power system (such as deployment of static VAR compensators, capacitors, or reactors, and switching high voltage lines out of service).

6.3. Operational resilience

Operational resilience refers to the secure operational strength of a power system to provide uninterrupted supply to customers, as well as rapid and flexible restoration. The adaptive capacity of the system requires it to be adjusted to an undesirable situation by undergoing some changes to safely operate and maintain the interconnected power system.

In terms of COVID-19 response efforts, it requires operations and maintenance teams to review the hazard in terms of severity and exposure of operations and maintenance activities. It requires an operational risk assessment to understand the vulnerabilities to safely operate a power system and executing duties for electricity provision. Furthermore, adopting adequate preventative measures to protect employees exposed to high-risk activities is imperative. This requires flexible resourcing and the creativity of field teams to respond instantly from home. Recovery to normal operations must be staged, considering the projections to normality (reduction in infection rate or no positive cases).

A special report by the North American Electric Reliability Corporation (NERC) reviewed reliability considerations and operational preparedness during the COVID-19 pandemic [42]. The following section unpacks the actions taken by electric utilities against the key measurable actions within the time slot before, during and after COVID-19. A set of approaches are presented below, which utilities may consider in striving towards becoming more resilient during and after the COVID-19 pandemic.

7. Lessons learned by COVID-19 response and recovery strategies adopted by utilities

COVID-19 has highlighted vulnerabilities and operational requirements to the electricity sector. Tables 3, 4, 5 and 6 summarise key lessons learned from the different strategies adopted to respond to the COVID-19 pandemic. These
lessons learned are mapped against two axes: the timeline of adverse events (anticipation, preparation, absorption, adaptation, rapid recovery, and sustainment) and the relevant resilience aspects (Organisational, Infrastructural, Operational). Tables 3, 4, 5 and 6 describe practices that have improved energy sector resilience to COVID-19, specific to the timeline of the pandemic’s impact and the relevant resilience domain. While all of these strategies were developed as a response to COVID-19, by mapping these strategies to the adverse event timeline and their resilience domains, these could be extensible to other unforeseeable adverse events. Each cell could also be used to create metrics to evaluate resilience of the electricity system in the future. Such recommendations are more focused and systematic than the ones found in the literature [19], as they will be based on CIGRE’s clearly defined resilience framework.

It is important to note that different system or network operators followed different or contrasting strategies, according to their individual needs and circumstances. For instance, some network operators chose to maintain the backup control centre “clean”, so that it can be used only if the need arises. Hence, the below tables should not necessarily be used as a best practice guide, but as a starting point for developing possible response strategies. It is also important to note that many of these actionable measures are not specific to the response to COVID-19, or other pandemics. Some of these actions are operating procedures and processes commonly used by utilities in response to any emergency scenario. Still, they are highlighted as relevant considerations during the COVID-19 pandemic.

Table 3. Summary table of practices adopted by utilities.

<table>
<thead>
<tr>
<th></th>
<th>Organisational resilience</th>
<th>Infrastructure resilience</th>
<th>Operational resilience</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anticipation</strong></td>
<td>Design response plans</td>
<td>Invest in ICT infrastructure</td>
<td>Establish response resilience</td>
</tr>
<tr>
<td><strong>Preparation</strong></td>
<td>Develop more detailed plans</td>
<td>Investigate system impacts</td>
<td>Prepare decision-making structures and operational structures</td>
</tr>
<tr>
<td><strong>Absorption</strong></td>
<td>Activate response plans</td>
<td>Maintain value chain and resources</td>
<td>Maintain critical staff activities and security of assets</td>
</tr>
<tr>
<td><strong>Adaptation</strong></td>
<td>Adjust management arrangements and sustain maintenance capacity</td>
<td>Split mission-critical operations, maintain security</td>
<td>Cancel planned outages, focus on operation and maintenance, undertake risk assessments</td>
</tr>
<tr>
<td><strong>Rapid Recovery</strong></td>
<td>Disinfect, educate, return to work</td>
<td>Restore normal operation, mitigate temporary network impacts</td>
<td>Deactivate emergency response structures</td>
</tr>
<tr>
<td><strong>Sustainment</strong></td>
<td>Adopt new working arrangements, review and learn</td>
<td>Disconnect temporary connections, review investment decisions</td>
<td>Staged return to normal operations, restart planned maintenance</td>
</tr>
</tbody>
</table>

Table 4. Organisational resilience practices adopted by utilities.

<table>
<thead>
<tr>
<th>Organisational resilience practices adopted by utilities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anticipation</strong></td>
</tr>
<tr>
<td>• Develop Business and Disaster management plans to sustain mission-critical operations during the pandemic.</td>
</tr>
<tr>
<td>• Develop COVID-19-specific crisis communication protocols.</td>
</tr>
<tr>
<td>• Assign priorities and interactions between response partners.</td>
</tr>
<tr>
<td>• Develop trigger levels to invoke COVID-19 emergency structures.</td>
</tr>
<tr>
<td><strong>Preparation</strong></td>
</tr>
<tr>
<td>• Promote a resilience culture at all levels of the organisation, specific to the COVID-19 pandemic.</td>
</tr>
<tr>
<td>• Identification of lockdown sites for mission-critical operations and logistic support required.</td>
</tr>
<tr>
<td>• Develop a phased COVID-19 response and recovery plan.</td>
</tr>
<tr>
<td>• Develop an integrated COVID-19 emergency response structure.</td>
</tr>
<tr>
<td>• Develop plan to protect the control room and critical operations if the pandemic situation worsens.</td>
</tr>
<tr>
<td><strong>Absorption</strong></td>
</tr>
<tr>
<td>• Procure location for disaster response sites.</td>
</tr>
<tr>
<td>• Promote preventative measures to safeguard staff (e.g. wiping of all equipment pre- and post-use; deep cleaning of kitchens, bathrooms and common areas; maintaining social distancing; mask wearing).</td>
</tr>
<tr>
<td>• Establish and communicate staff rules (self-isolation, WfH, restrict access, limit travel, no face to face meetings).</td>
</tr>
<tr>
<td>• Distribute regular credible information on COVID-19 status and guidance.</td>
</tr>
</tbody>
</table>
Adaptation

- Backup stock of supply food to sustain isolation of critical staff at lockdown sites.
- Establish new management arrangements to maintain productivity, while working patterns are disrupted.
- Ensure procurement and supply chain processes for immediate procurement of health and hygiene-related products, including related equipment.
- Develop emotional and psychological support required for staff during and after COVID-19.
- Work with authorities to issue certificates for staff clear of the virus after infection period.
- Obtain legal opinion on the innovative measures adopted to track interaction of staff, for contact tracing.
- Verify spare equipment inventory to sustain repair, maintenance and critical capital work.

Rapid Recovery

- Disinfect work areas, especially during shift changes.
- Roll out programme to educate staff about the do's and don'ts, e.g. avoiding clustering in one area, maintaining of social distancing.
- Provide individualised equipment and implement procedures to keep that equipment sanitised.
- Enforce screening process of reporting and returning to work - staff rotation on alternative days.
- Plan for introduction of back-office staff returning from home (cleaning of work areas).
- Review operations against risk-adjusted approach to reduce mortality and health demand.
- Establish return to work arrangements, and review and monitor its effectiveness.
- Develop a disposal plan for PPE, sterilisation and review the continuation onsite health monitoring and testing after COVID-19.

Sustainment

- Phase in staged removal of travel restrictions while continuing to prevent non-essential business travel.
- Implement return to work programme to phase-in normal operations.
- Adopt new working arrangements and rearrangement of seating space where reasonably practicable.
- Limit (eradicate) where possible sharing of desks.
- Collaborate with national and international utilities to enhance pandemic disaster planning required based on lessons learnt.
- Expand disaster planning to accommodate a fast-evolving situation.
- Review the enhancements in emergency response structures.
- Review the amendments required to the Human Resources and safety operational practices beyond COVID-19.
- Develop relief packages for sectors impacted significantly by reduced economic activities during the pandemic.

Table 5. Infrastructure resilience practices adopted by utilities.

<table>
<thead>
<tr>
<th>Infrastructure</th>
<th>resilience practices adopted by utilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anticipation</td>
<td>Design ICT infrastructure to enable remote working arrangements.</td>
</tr>
<tr>
<td></td>
<td>Invest in infrastructure to enable integration with country emergency response structures and sectors.</td>
</tr>
<tr>
<td>Preparation</td>
<td>Conduct simulations to assess the adequacy and security during light load conditions and possible generation unit shutdown scenarios.</td>
</tr>
<tr>
<td></td>
<td>Procure appropriate spares and equipment to support the response capabilities.</td>
</tr>
<tr>
<td></td>
<td>Investigate how changes in electricity demand are causing the deployment of generating resources and changes in the price of energy in the wholesale market.</td>
</tr>
<tr>
<td>Absorption</td>
<td>Apply remote working arrangements to management of meetings to sustain operations from home.</td>
</tr>
<tr>
<td></td>
<td>Partner with key response stakeholders and vendors to maintain value chain.</td>
</tr>
<tr>
<td></td>
<td>Use contractors to supplement the resources when necessary for construction and maintenance activities.</td>
</tr>
<tr>
<td>Adaptation</td>
<td>Splitting mission-critical operations or activities to limit infection rate.</td>
</tr>
<tr>
<td></td>
<td>Obtain temporary relief from certain regulatory obligations.</td>
</tr>
</tbody>
</table>
• Develop infrastructure requirements for permanent preventative measures to improve continuous health monitoring, designing for social distancing, increased restricted access, quicker alternative work arrangements and adequacy of backup centres.

• Review cybersecurity attack vectors and defence barriers at backup sites to ensure protection of critical operational systems that may be at higher risk by the pandemic.

**Rapid Recovery**

• Increase ICT infrastructure to minimise face-to-face meetings and enhance remote operations capability.

• Review operating measures to support reactive management during very lightly loaded conditions resulting in higher than normal voltage across the interconnected power system.

• Reinstate cancelled capital work.

• Develop plans for bringing back assets where non-critical switching impacted the outage planning.

• Review tools to mitigate low inertia, oscillatory, light load issues and reverse power flow, hosting capacity.

**Sustainment**

• Assess investment decisions to determine the adequacy of the backup or lockdown sites.

• Utilise the Disaster Recovery Site as a Distribution Management System (DMS) hot standby site, i.e. continuously kept in sync with the main Operations Centre, to prevent loss of data.

• Review contractual arrangements and infrastructure requirements for the sequestration plans or enhancement of pandemic response planning.

• Disconnect temporary supply connections for essential or critical loads.

• Assess ICT considering the increased remote working and increased load on data centre infrastructure.

• Implement cyber-secure solutions to enable remote grid operations.

---

Table 6. Operational resilience practices adopted by utilities.

<table>
<thead>
<tr>
<th>Operational resilience practices adopted by utilities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anticipation</strong></td>
</tr>
<tr>
<td>• Establish emergency COVID-19 pandemic response structures to coordinate and communicate.</td>
</tr>
<tr>
<td>• Activate emergency and contingency plans.</td>
</tr>
<tr>
<td>• Assist ICT infrastructure to maintain mission-critical operations remotely.</td>
</tr>
<tr>
<td>• Conduct risk assessment on operations to develop appropriate response and recovery efforts.</td>
</tr>
</tbody>
</table>

| **Preparation**                                     |
| • Initiate commercial procedure to validate the transformer design criteria. |
| • Conduct operational risk assessment on operations, maintenance and constructive activities during the threat of COVID-19. |
| • Compile business plan on operational and investment decision making required to equip the mission of the utility. |
| • Activate the utility emergency response structures and crisis management team. |
| • Identify critical staff and associated tools needed to enable working from home as a first option. |
| • Identify and separate critical employees from the general population. |
| • Identify critical units under possible reduction of operational activities. |
| • Prepare backup control centre and operational centres. |

| **Absorption**                                      |
| • Maintain vigilance of employees’ ability to adjust to the uncertainty and crisis situation (ensure psychosocial support). |
| • Maintain power system security and reliability threshold during lightly loaded conditions with reduction of baseload. |
| • Create situational awareness for the identification of high-risk staff. |
| • Ensure availability of PPE for high-risk staff. |
| • Maintain operational activities for outage and fault management criteria. |
| • Make available medical testing of infection status and disease treatment for staff. |
| • Review staff availability and skills levels to limit impact on operations (e.g. > 60 years and underlying health conditions). |
| • Identify and deploy staff who have previously operated in the control or dispatching centres, as necessary. |
Adaptation

- Develop procedures on good practices of use of PPE, adding COVID-19 preventative measures in job planning or work instruction.
- Revise COVID-19 response and recovery plans to guide operation and maintenance activities.
- Conduct regular educational awareness on COVID-19 on exposure threat and preventative measures.
- Provide accessibility to credible information.
- Conduct regular testing of preventative measures and new operating regime.
- Review the operation and maintenance response plans as the threat to human life is better understood.
- Cancel all planned outages that do not affect safety and critical operations.
- Conduct risk assessments on all work activities and issue necessary PPE for high risk jobs.
- Re-authorise “storm role” staff.
- Suspend the disconnection of customers due to lack of payment.

Rapid Recovery

- Create COVID-19 Dashboard: tracking of key activities per operational region.
- Deactivate emergency response structures.
- Demobilise lockdown sites.
- Restrict access to only designated people.
- Conduct observations of work sites to ensure social distancing is maintained.
- Develop return to work arrangement for COVID-19 segregation efforts (sequestered).
- Develop plans to reinstate normal maintenance activities, electrification connections and construction efforts.
- Demobilise special contractor emergency teams or cross border arrangements.
- Develop plans to reintegrate vulnerable or infected staff to critical operations.
- Deactivate the use of backup centre after lockdown restrictions and determine infection rate trigger.
- Monitor speed and shape of the recovery and the impact of deferred outages and decision on recovery.

Sustainment

- Ensure staged return to normal operations.
- Provide guidance on the steps to be taken to sustain operations and enhance “storm” guidelines.
- Adopt processes and procedures to contain future pandemics.
- Partner with key stakeholders internally and external stakeholders to strengthen institutional arrangement before, during and after an extreme incident.
- Review enhancement to “storm role”, staffing, processes and mutual assistance between response partners.
- Review shift patterns/cycle management to reduce turnovers and length of duty.
- Review standard operating procedures considering the key insights of the system operations and security of supply.
- Determine the minimum demand and energy reduction during the COVID-19 period and economic recovery time.
- Restore generation units that have been placed in reserve or major maintenance activities attempted during this period.
- Review the recovery time of the reinstatement of ancillary services and demand response partnerships.

8. Infrastructure interdependencies in the context of COVID-19

In recent years, unprecedented and singular extreme events (such as the 9/11 terrorist attack and COVID-19 pandemic) have revealed the interdependencies of critical infrastructures. These extreme events had severe negative consequences across multiple sectors. These consequences can be attributed to complex interrelationships and interdependencies across sectors, due to the interconnected nature of critical infrastructures and essential services [43]. Rinaldi et al. [44] proposed some of the earliest descriptive interdependency types, namely, (i) physical, (ii) cyber, (iii) geographic, and (iv) logical. The fundamental definition of infrastructure interdependency and its modelling has led to a further distinction among first-, second-, and third-order dependencies. According to [44], there are several complex interdependencies between critical infrastructure systems. Power networks, water networks and social
networks share similar characteristics [22]. These networks are interdependent and they interact at particular nodes. The risk becomes more pronounced when considering second, third and n-th order effects [44].

The power system depends on critical personnel to operate and maintain the grid, and during pandemics the power system becomes critically dependent on keeping those people healthy, non-infectious, and available to work [45]. There is a clear dependence on the health industry to be able to test for the virus and infectious status, treat the virus, and certify recovery. If not isolated at the control centre, the critical personnel are vulnerable to infection from family members and other social interactions. They also need to travel to work safely. Access to medical testing can be a critical factor for good decisions about the health and availability of groups of critical workers who must work together in the same space.

In terms of staff sickness that could be caused by COVID-19, the interdependency is mainly logical and practical. As shown in an illustrative example in Fig. 6, staff issues have the potential to cascade to almost every infrastructure system where human intervention is required, such as operation and maintenance.

Combined resilience models of interdependent infrastructure systems have been considered in the literature, starting with a simplistic definition that “loss of resilience, R, can be measured as the expected loss in quality (probability of failure) over the time to recovery, \( t_1 - t_0 \)” [46]. More elaborate models have been considered, but are beyond the scope of this paper, such as Agent-Based Modelling (ABM), network graph theory and/or Monte Carlo simulations. ABM has been used in similar studies before, to simulate the interconnectedness of assets [47, 48].

Broader energy systems and socio-economic implications should also be considered in the context of pandemics-driven resilience propositions. For example, the potentially higher risk of blackouts due to staff shortages could lead to substantial economic damage for a number of industries in an already weakened economic context. This may be particularly severe for energy-intensive industries such as aluminium smelters, for instance, which could lead to prolonged or even permanent termination of their activities. Other difficult situations may arise. Many small retailers and Small and Medium Enterprises (SME) (e.g., aggregators) may have to deal with insolvent customers who are unable to pay their bills due to the pandemic economic crisis. Small suppliers and generation companies may be unable to efficiently participate in the market and recover investment due to reduced demand. The above issues could lead these companies to bankruptcy, with further knock-on effects on (short- to medium-term) system resilience. All these very complex aspects incorporate high nonlinearities and nonlinear feedback loops between technical power system issues and more general socio-economic matters. Hence, they should be considered carefully by regulators and policymakers. Thus, the COVID-19 pandemic may be seen as an opportunity to further enhance power system resilience for long term adaptation besides purely technical or infrastructure considerations. This is especially the case since the electricity infrastructure is playing an increasingly important role as the backbone of modern societies.

![Diagram](image-url)  

**Fig. 6:** Examples of infrastructure interdependencies, with a focus on staff
9. Case study of a notional network operator organisation

9.1. Notional network operator

In order to study the impact of the above measures on the organisational, infrastructural and operational resilience of network operators, an example case study was put together. The case study is based on a basic conceptual understanding of the different staff teams within a network operator, and also loosely based on concepts from [49, 50]. The company’s organisational structure is considered a graph, and different teams are designated as sub-graphs. The teams that were considered are as follows:

1. Control centre (sub-graph C) – staff who work in the control centre and operate the Distribution Management System (DMS).
2. Technology office (sub-graph T) – staff (e.g. engineers) who work in office-based tasks (e.g. planning), as well as managers and team leaders in the “field-based” teams.
3. Maintenance teams (sub-graph M) – staff who maintain the safe and proper operation of the assets.
4. Operations for substation A (sub-graph OA) – staff who operate notional substation “A”.
5. Operations for substation B (sub-graph OB) – staff who operate notional substation “B”.
6. Field manager (node Gf) – staff coordinating the “field” teams, i.e. operators and maintenance staff.
7. CEO (node Gc) – High-level leadership of the organisation.

The notional staff organisational structure before any intervention related to COVID-19 is shown in Fig. 8. The physical interactions are shown with black arrows, and these include interactions between staff and assets. Staff interactions are important since they represent a route for infection, whereas asset interactions are also important because they can cause a staff infection to have an impact on the operation of an asset. For instance, if a distribution line is not maintained properly because of maintenance staff illness, this could create a fault or outage.

9.2. The need for probabilistic analysis, and interventions considered in the case study

One effective way of limiting contagion is dividing the organisation into isolated groups. Some of these decisions are obvious, such as physically isolating the managers, since they normally interact in person with many parts of the organisation, but can function quite well remotely. Many office staff can also work remotely. More consideration can be given to how much to divide the control room and maintenance crews into smaller groups, since the smaller groups are less effective, there may be difficulties in handing off tasks between groups, and the isolation may be costly in both resources and socially, as when workers do not live at home with their families. Thus, there is a trade-off between the size of the groups and organizational effectiveness and costs.

The effect of the group size depends on probability [51] and can be roughly analysed as follows. Suppose the group has \( n \) people, and each person in the group has probability \( p \) of becoming infected in a specified time period. Specifying the time period allows the limited extrapolation of the present, often uncertain conditions, and also allows rough estimates of the rate of infection to be multiplied by the time period to obtain an estimate of \( p \). Assuming that the number of people infected follows the binomial distribution, the average number of people infected over the time period is \( n \times p \). More to the point, the probability \( P \) of someone in the group becoming infected is \( P = 1 - (1 - p)^n \), which increases with both \( n \) and \( p \). In particular, for small \( p \), we can approximate \( P = 1 - e^{np} \), which is further approximated by \( P = n \times p \). To minimise \( P \), and hence the probability of the entire group becoming infected, one can minimise either \( n \) or \( p \) and get a roughly proportional benefit. Thus, halving the infection probability \( p \) is comparably effective halving the group size \( n \). Moreover, given an estimate of the infection rate and hence \( p \), \( P \) can be roughly estimated as \( n \times p \) for the purpose of deciding the group size \( n \). There are many options to reduce \( p \), including masks, cleaning, hand washing, and most importantly, as has been known for millennia with quarantine, physical isolation. A more detailed probabilistic analysis is undertaken in the following section.

The criticality of each group; that is, their impact on operations, should also be considered. For example, system operators are more critical than maintenance workers or cleaning staff in the short term. It is also worth considering an investment in frequent testing to detect and try to stop the spread of contagion from any infected group member to the rest of the group. And access to medical care would cure an infected group more quickly and be able to verify their
cure. All staff should be vaccinated when vaccines are available. Many of these tactics rely on access to health care advice, testing, services and supplies, as well as working through the arrangements with all the staff and all these are best arranged in anticipation of the next pandemic.

In this study, two interventions were considered, (a) a split control centre and (b) remote working for some staff members. Fig. 9 shows the same network after these two interventions. In terms of the investigated parameters, these were based on graph theory [52], looking at the structure of the network through the closeness centrality, as well as a probabilistic model of epidemic spread [21]. The implementation of these concepts was based on MATLAB. A flowchart of the assessment methodology is presented in Fig. 7.

![Flowchart of the COVID-19 resilience assessment methodology](image)

**Fig. 7: Flowchart of the COVID-19 resilience assessment methodology**

### 9.3. Graph structure analysis – closeness centrality

Graph theory has been used extensively to analyse the resilience and robustness of networks [53]. In this case, the network is a human epidemic network, rather than an electrical network, but it can still be analysed with the same graph theory methodologies. A number of indicators have been considered, such as closeness centrality, degree centrality and betweenness centrality [54]. Closeness centrality was chosen as the most relevant [52], as it represents the distance from a specific node $i$ to all other nodes in a graph. If not all nodes are reachable, then the centrality of node $i$ is:

$$c(i) = \left( \frac{A_i}{N-1} \right)^2 \frac{1}{C_i}$$  \hspace{1cm} (1)

Where: $A_i$ is the number of reachable nodes from node $i$ (not counting $i$),
$N$ is the number of nodes in the graph, and
$C_i$ is the sum of distances from node $i$ to all reachable nodes.

This effectively represents the distance that the virus must traverse across the graph, in order to get from one staff member to any other staff member. With regards to the assets, their adjacency was only considered against each other, but with regards to staff nodes, the adjacency was directed. Asset adjacency implies that the disturbance (i.e. COVID-19) can transfer from one asset to the other. In practice, this is not possible, but in terms of the closeness centrality, this may represent the transfer of the disturbance from the human domain to the electrical domain, by means of the dependencies of the asset to human intervention (e.g. securing assets after a fault). Fig. 10 and 11 show the closeness centrality of the two networks plotted through MATLAB, whereas Table 7 shows the values for each node category.
Each of the two interventions was considered separately, which is shown in Table 7, whereas the values in Fig. 10 and 11 are for both interventions. It can be seen that splitting the control centre provides most of the improvement in the closeness centrality of this particular staff group, but has no bearing on the rest, whereas most of the improvement in the other groups is gained by the WfH arrangement.

<table>
<thead>
<tr>
<th>Node type</th>
<th>Closeness centrality (Pre-intervention)</th>
<th>Closeness centrality (Splitting control centre)</th>
<th>Closeness centrality (Working from Home (WfH))</th>
<th>Closeness centrality (Both interventions)</th>
<th>Improvement with both interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control centre</td>
<td>0.0051</td>
<td>0.0046</td>
<td>0.0023</td>
<td>0.0017</td>
<td>68%</td>
</tr>
<tr>
<td>Technology office</td>
<td>0.0051</td>
<td>0.0050</td>
<td>0.0000</td>
<td>0.0000</td>
<td>100%</td>
</tr>
<tr>
<td>Maintenance teams</td>
<td>0.0051</td>
<td>0.0050</td>
<td>0.0023</td>
<td>0.0023</td>
<td>56%</td>
</tr>
<tr>
<td>Operations (Subst. A)</td>
<td>0.0040</td>
<td>0.0040</td>
<td>0.0014</td>
<td>0.0014</td>
<td>66%</td>
</tr>
<tr>
<td>Operations (Subst. B)</td>
<td>0.0040</td>
<td>0.0040</td>
<td>0.0014</td>
<td>0.0014</td>
<td>66%</td>
</tr>
<tr>
<td>Field manager</td>
<td>0.0072</td>
<td>0.0069</td>
<td>0.0000</td>
<td>0.0000</td>
<td>100%</td>
</tr>
<tr>
<td>CEO</td>
<td>0.0064</td>
<td>0.0062</td>
<td>0.0000</td>
<td>0.0000</td>
<td>100%</td>
</tr>
<tr>
<td>Assets</td>
<td>0.0050</td>
<td>0.0049</td>
<td>0.0037</td>
<td>0.0037</td>
<td>26%</td>
</tr>
</tbody>
</table>

The above results show that closeness centrality is improved by the interventions. In particular, the closeness centrality of the asset nodes is reduced by 26%. This implies that their vulnerability to adverse effects from the spread of COVID-19 could be reduced by more than a quarter, if the two measures are implemented. This is also obvious in the plots in Fig. 10 and 11, and the probabilistic analysis in the following section confirms this relationship.

9.4. Epidemic Control Analysis (ECA) methodology, based on a probabilistic SIS model

A probabilistic analysis of the two organizational structures was also performed, based on the methodology presented in [21]. The methodology is called Epidemic Control Analysis (ECA) and uses a Susceptible-Infected-Susceptible (SIS) epidemic spread model to evaluate the impact of removing a node on the overall spread of the disease. The SIS probabilistic network model is very useful in analysing epidemic control strategies [55]. In this case, the ECA model was used to evaluate the criticality of specific people within the organisation, with regards to the spread of COVID-19. This provides a very practical assessment of disease dynamics.

More specifically, the ECA model uses an SIS model and graph theory to perform a sensitivity analysis of infection dynamics across the nodes of an epidemics network, and then derive interventions that have the potential to improve these dynamics. This is a probabilistic approach and considers the infection probability of nodes, which is calculated stochastically. The intervention strategies are derived based on certain epidemic control coefficients [21].

The parameters of COVID-19 spread were considered based on [56], and are: timestep of 1 day, infectious transmission rate of 0.5 per day and recovery rate of 1/7 per day. It is important to note that the “ambient” infections were not considered, i.e. it was assumed that, apart from the virus propagating across the organisation, the staff were not infected by their external environment.

Table 8 shows the number of infected individuals once the virus has reached a steady state in the population. Note that this study doesn't take into account self-isolation, but this is reasonable given the 5 day asymptomatic incubation period. These results show the impact of the virus depending on the inception point into the network. Due to the segregation of groups, the virus is always contained within each group in the post-intervention network. Meanwhile in the pre-intervention network the virus achieves a widespread steady-state infection regardless of the inception point.

It is observed that the control centre split doesn’t make any difference in the ultimate number of infections, since there is still a route for the virus to cross to both groups. Hence, unless the control centre staff are fully isolated from the rest of the staff, they are still vulnerable. The Working from Home measure is the most effective in reducing infections, since in this particular case it removed the contact points between the individual teams.
Fig. 8: Notional example of the organisational structure of a distribution network operator before any interventions. Nodes are numbered.

Fig. 9: Notional example of the organisational structure of a power network operator after two interventions. Nodes are numbered.
Fig. 10: Closeness centrality graph of the example organisational structure of a power network operator before any interventions. Node numbering is sequential, following the order in Table 9.

Fig. 11: Closeness centrality graph of the example organisational structure of a power network operator after two interventions. Node numbering is sequential, following the order in Table 9.
The ECA methodology produces a score for each of the nodes in Fig. 9. This score is the value assigned to the benefit of removing a node from the system; the higher the value, the more of a hotspot the node is for disease transmission. It indicates not only a nodes' chance of infection but also how much they will infect others.

The ECA score results are presented in Table 9. The pre-intervention score is the ECA score for the original organisational structure, whereas the post-intervention score is the ECA score for the organisational structure after the split control centre and WfH measures were implemented. Each set of results simulates every point of viral inception into the network and takes the average ECA score. This ensures the results are robust against different starting points for the virus. However, this does limit potential insights such as how to respond if the virus initiates in a particular group. The interaction matrix is directed; staff can infect anyone they are connected to, whereas assets cannot infect any other node. In any case, the asset interconnections do not seem to affect the ECA results.

It can be seen that nodes $C_6$, $M_1$, $OA_2$ and $OB_4$ were originally in contact with management ($G_6$ & $G_7$) giving them a high ECA score. Once management begin working remotely, the scores for these nodes drop significantly, as they are no longer key transmission vectors.

In the case of splitting control centre, it can be seen that most of the nodes actually increase their ECA score, sometimes dramatically, which is counter-intuitive. However, this is correct, since with the new control centre team arrangement, each node is marginally more important, since the ECA value is a score of how much impact a node has on its neighbours. If the transmission routes are significantly reduced then each remaining route becomes proportionally more significant. This is especially prominent in node $C_7$, which now becomes the unique entry point for the virus to spread between the two control centre teams. From the results in Tables 7, 8 and 9, it can be concluded that the control centre isolation must be complete, in order to bring any benefit, since even one contact can invalidate the effectiveness of the measure.

A key observation is that despite the fact that specific nodes present a very high ECA score, they are not necessarily the best ones to be removed for safeguarding the rest of the nodes from COVID-19 spread. Instead, it is shown that when the control centre teams are split, and some managers start to work from home, the ECA score of those nodes drops significantly. This shows that the proposed interventions work, and that assumptions about the spread of the virus are not straightforward.

Table 9. ECA score, as a measure of impact of the two considered changes

<table>
<thead>
<tr>
<th>Node type</th>
<th>Node</th>
<th>Pre-intervention</th>
<th>Splitting control centre</th>
<th>Working from Home (WfH)</th>
<th>Both interventions</th>
<th>Improvement with both interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control centre</td>
<td>$C_1$</td>
<td>0.0337</td>
<td>0.0412</td>
<td>0.0078</td>
<td>0.0102</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>$C_2$</td>
<td>0.0337</td>
<td>0.0412</td>
<td>0.0078</td>
<td>0.0102</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>$C_3$</td>
<td>0.0337</td>
<td>0.0749</td>
<td>0.0078</td>
<td>0.0169</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>$C_4$</td>
<td>0.0337</td>
<td>0.0749</td>
<td>0.0078</td>
<td>0.0169</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>$C_5$</td>
<td>0.0337</td>
<td>0.0749</td>
<td>0.0078</td>
<td>0.0169</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>$C_6$</td>
<td>0.0337</td>
<td>0.0749</td>
<td>0.0078</td>
<td>0.0169</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>$C_7$</td>
<td>0.0337</td>
<td>5.5551</td>
<td>0.0078</td>
<td>0.8710</td>
<td>-2484%</td>
</tr>
<tr>
<td></td>
<td>$C_8$</td>
<td>13.1012</td>
<td>13.9315</td>
<td>0.0184</td>
<td>0.9328</td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td>$C_9$</td>
<td>0.0337</td>
<td>0.0412</td>
<td>0.0078</td>
<td>0.0102</td>
<td>70%</td>
</tr>
</tbody>
</table>
Thus, this challenge calls for a leadership that can adaptability to infrastructure systems. The COVID-19 pandemic is testing the utility response to an “unknown or non-traditional threat” and an evolving situation to the provision of electricity (in terms of reliability dimensions). Its consequences could last longer and present greater difficulties than anyone anticipates. This challenge calls for a conscientious, aware and resilient leadership to get through the COVID-19 pandemic. Therefore, the safety of utility employees, contractors, and the

10. Conclusions

In recent decades the world has experienced a number of extreme events that disrupted critical infrastructure systems with major economic losses that threatened essential services. These events have exposed critical infrastructure systems beyond their design margins, thus revealing vulnerabilities regarding the readiness and adaptability to such events.

The COVID-19 pandemic is testing the utility response to an “unknown or non-traditional threat” and an evolving situation to the provision of electricity (in terms of reliability dimensions). Its consequences could last longer and present greater difficulties than anyone anticipates. This challenge calls for a conscientious, aware and resilient leadership to get through the COVID-19 pandemic. Therefore, the safety of utility employees, contractors, and the
public is paramount during this time, while addressing the new power system operating challenges. This will be achieved by adopting the following:

- Safeguard employees in a manner that does not compromise the health and safety of both employees and the public;
- Provide guidance and support to all employees to ensure adhering to preventative practices and lockdown regulations;
- Review and enhance staff continuity plans to ensure critical system operation can be maintained in the event of higher than expected number of infections on critical staff;
- Ensure that utility operation (maintain, operate and collect) and duties are executed during a lockdown period caused by a pandemic, and
- Integration with provincial/state/national disaster response structures, as appropriate, will be imperative if the infection rate increases dramatically.

This paper presents the experiences of the CIGRE C4.47 Working Group in Power System Resilience, with regards to the response of electrical utilities during the COVID-19 pandemic. The paper also explores the different resilience strategies to frame decisions and their timing. In particular, the power system resilience definition proposed by the WG in [24] has been discussed, and how it can be applied in this situation. In addition, different types of resilience thinking adopted during the electric utility response to COVID-19 are also discussed, as experienced by the WG members.

Finally, a notional case study is constructed, based on graph theory and a probabilistic SIS model, which provides preliminary validation of the effectiveness of remote working for some staff and splitting the distribution control centre, which were two of the measures adopted by these utilities. It is shown that, under the assumed electric utility model, these two measures can reduce the spread of COVID-19 amongst company staff by 76%, as well as reduce the chances of staff sickness causing disturbances to assets by up to 26%.
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