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Abstract

This paper first considers what is meant by good reading comprehension and makes a distinction between the product of reading comprehension and the processes that are required to attain that product. It goes on to consider how less-skilled comprehenders can be identified and provides a summary of the research into how less-skilled and skilled comprehenders differ in terms of the skills and processes that they apply during text comprehension. Finally, the implications of these research findings for instruction are considered, and generalizable research-based recommendations for teaching reading comprehension strategies are considered.
1. Introduction

Good reading comprehension is important not just for understanding written texts, but also for learning more generally, and so is a crucial ingredient for later academic success. In this paper, I outline the different abilities and processes that contribute to good reading comprehension and explore the implications of these findings for effective pedagogy. Much of the research in this area has been conducted with children learning to read in alphabetic languages and, in particular, English-speaking children, but it should be evident that the findings are relevant across all languages and orthographies.

1.1 The Simple View of Reading

The reader may be familiar with the Simple View of Reading, originally proposed by Gough and Tunmer (1986) (see Figure 1), which makes it clear that successful reading (in any language) is comprised of two distinct constructs: word recognition and language comprehension, which come together multiplicatively to contribute to overall reading ability. Thus, if a child cannot read any words and/or if a child has no language comprehension ability, their reading comprehension will be zero. The Simple View of Reading does not imply that reading, or learning to read, is “simple” but rather that variation in reading ability can be captured (simply) by variation in these two components. In this paper, I consider the specific skills that contribute to the language comprehension strand, and the implications for teaching those skills to support for reading comprehension.

Insert Fig 1 about here.

The Simple View of reading is often presented schematically, which makes it clear that there can be different reading profiles, including three distinct poor reader profiles (see Figure 2). The group that will be the focus of this paper are those in the bottom right quadrant:
children who have good word reading skills, but poor language comprehension, i.e., children with a specific reading comprehension deficit. Such children (often simply termed ‘less-skilled comprehenders’) have difficulties with reading comprehension, despite having age-appropriate word reading skills. Often, their difficulties do not become apparent before the 3rd or 4th year of schooling, because they are perceived as ‘good readers’ (i.e., good at word decoding) and the material they are being asked to read in the early years of school may not make complex demands on comprehension. But, as the texts they are expected to read and understand become increasingly complex, some children who initially seemed quite competent at reading can turn out to have reading comprehension problems (see, e.g., Catts, Compton, Tomblin & Bridges, 2012). It should be noted that such children also tend to have difficulties in the case of listening comprehension of written texts, though not in spoken language comprehension more generally. The important differences between these two forms of oral comprehension are outlined below.

Insert Fig 2 about here.

2. What constitutes good comprehension and how are skilled and less-skilled comprehenders selected?

Whatever the modality in which a text is presented (i.e., whether written down or read aloud), successful comprehension involves the construction of an integrated representation of the overall meaning of that text. This integrated representation of the meaning of a text has been termed a *mental model* (Johnson-Laird, 1983) or a *situation model* (Kintsch, 1998). The crucial question to be addressed here is why it is that some young readers have so much difficulty in achieving such a representation. One thing that should be made clear at this point is that the term “comprehension” can mean different things. Comprehension the product is something that can be measured (e.g., by means of a comprehension test) and is
concerned with the overall quality of the mental representation of the text. However, performance on a comprehension assessment can tell us very little about why a particular child’s comprehension is good or not so good, or what can be done to improve a particular individual’s comprehension ability. Thus, the research I will outline below has taken a different perspective on comprehension, in that it has focused on the identification of the comprehension processes that contribute to the overall product – an integrated representation of the text as a whole. It is important to understand these processes that work together to support comprehension, because it is by changing the processes that we can intervene to support and improve comprehension and, therefore, have an impact on the product.

In the following sections, I consider the skills and processes that are needed to support effective text representation. The comprehension processes discussed below are central not only to reading comprehension but also to listening comprehension, with an important caveat: listening comprehension in this context is intended as the understanding of a text read out loud, and not listening in the sense of everyday conversations and interactions. Written text and spoken language interactions differ in many important respects: in particular, written texts contain different and typically rarer vocabulary items, and more complex syntax than do spoken utterances and, of course, one cannot interact with and interrogate a written text in the way that one can an interlocutor.

Before moving on to discuss the skills and abilities that differentiate between skilled and less-skilled comprehenders, it is also important to consider how such groups are selected, and the ways in which they do not differ. Despite the fact that there is typically a high correlation between word reading and comprehension, it is possible to find children who have comprehension problems despite their good word reading. Such children are
selected using tests that provide separate age-related scores for word decoding and text comprehension (and the children are provided with help with words that they do not know, or misread), so that word recognition and comprehension measures are not confounded in the way that they are in many reading comprehension assessments. In our own studies, we have also administered assessments of receptive vocabulary and have matched the groups on this measure (though such tests may not reflect the full picture re. vocabulary – see below). Typical groups of good and poor comprehenders are shown in Table 1. Of course, children with word reading problems might also have comprehension problems of a similar nature, but they will not be considered here.

Insert Table 1 about here

3. In what ways do skilled and less-skilled comprehenders differ?

It is important first to consider what less-skilled comprehenders do not have problems with. An obvious possibility is that less-skilled comprehenders simply do not remember the content of the text that they are required to understand, but this explanation was ruled out in an early study (Oakhill, 1984) in which it was found that less-skilled comprehenders still have difficulties answering questions about a text when it is there for them to refer back to. Neither do skilled and less-skilled comprehenders differ in the speed and automaticity with which they can recognise words, and do not (in contrast to children classified as dyslexic) differ on tests of short-term memory (see Oakhill, 2020, for a summary).

3.1 Inference and Integration

The idea that text comprehension is an integrative and constructive process dates back at least as far as the seminal studies of John Bransford and colleagues in the 1970s (see, e.g., Bransford & Franks, 1971; Bransford & Johnson, 1972). These studies provided clear evidence that readers do not retain the precise wording of texts for long but, rather,
integrate information from different sentences, and construct meaning from a text by interpreting it in relation to what they know about the world. These decades-old studies are still very relevant to our understanding of text comprehension today and form the basis of influential theories of text comprehension (for instance, Kintsch’s theory is termed the “Construction-Integration Model” of text comprehension). The important point is that skilled readers go beyond the literal meaning of sentences; they connect up the ideas in the text, and “fill the gaps” with inferences. Indeed, only a fraction of our understanding is licensed by what is stated explicitly in a text. A good story will create opportunities for the reader to make inferences to work out what is going on. Even a very short text (three sentences) can be a rich source of inferences (slightly adapted from Rumelhart & Ortony, 1977):

Mary heard the ice-cream van coming.
She remembered her pocket money.
She rushed into the house to get it.

You almost certainly spontaneously made links between those sentences so that they were no longer independent sentences, but a short, coherent, text. *She* in the second and third sentences refers back to *Mary* in the first sentence and, thus, provides a link between the sentences. Similarly, *it* in the final sentence refers back to *Mary’s pocket money*. These links that you made to connect these sentences require local cohesion inferences (often called bridging inferences). But you almost certainly made global coherence inferences as well: e.g., that Mary is a child, and that she wants to buy an ice cream. She needs her pocket money to pay for the ice cream and rushes into the house because she knows about the behaviour of ice-cream vans – they do not stay in one place for long - and that Mary might miss an opportunity to fulfil her goal if she does not hurry. Of course, the reasons for
Mary’s thoughts and actions are not stated in the text but, like most readers, you most probably made those inferences very readily by drawing on background knowledge. Global coherence inferences such as these contribute to the meaning and coherence of the text overall and, as this example demonstrates, even a very short, apparently simple, text supports a number of inferences. These inferences are necessary to understand the essence of the text (Mary’s motivations and behaviour). But it is certainly not the case that more inferences are better. Other inferences, such as an estimate of Mary’s age, are elaborative in that they embellish the mental model, but don’t directly support understanding of the text as presented. Such inferences might be helpful in some circumstances, but they could actually be detrimental to understanding because they are not licensed by the text, and might turn out to be not just irrelevant, but wrong (as well as being time-consuming and distracting).

There are now numerous studies to show that skilled and less-skilled comprehenders differ in the extent to which they make many necessary local cohesion and global coherence inferences (Cain & Oakhill, 1999; Cain, Oakhill, Barnes & Bryant, 2001; Oakhill, 1984). However, they do not have problems answering literal questions from text (a further demonstration that their verbatim memory for the text is not at issue). Neither can these differences in inference ability be attributed to differences in background knowledge between the groups. Cain and Oakhill (1999) checked to ensure that all children had the relevant background knowledge to make the specific inferences required. It seemed that the poorer comprehenders were simply not activating that knowledge and using it to support their understanding of the text. Furthermore, when knowledge is carefully controlled for, less-skilled comprehenders still make fewer inferences than good comprehenders (Cain et al., 2001). Thus, many problems with inference making do not
occur simply because less-skilled comprehenders lack the relevant knowledge. Of course, relevant knowledge is important, but the activation of that knowledge, and the speed with which that knowledge can be activated, are also critical for good comprehension.

One reason that less-skilled comprehenders might make fewer inferences during reading is that they may have a lower “standard for coherence” so that they are less likely to make active attempts to ensure that the text they are trying to understand coheres as a whole (van den Broek, 1997). This standard for coherence can vary both between readers and within readers (e.g., depending on the purpose of reading). For instance, when adults are required to read to study for a test they generate more inferences than when required to read for entertainment (van den Broek, Lorch, Linderholm, & Gustafson, 2001). Thus, it seems that skilled readers set goals, and can adjust their standards for coherence according to those goals. However, there is evidence that less-skilled comprehenders are less likely than their skilled counterparts to adjust their reading strategies according to the goals they are set (Cain, 1999). This ability to monitor for coherence is also linked to comprehension monitoring more generally, which will be discussed below.

3.2. Vocabulary and Word Meanings

It goes without saying that a certain level of vocabulary knowledge is essential in order to understand a text. The strong relations between vocabulary knowledge and reading comprehension have long been recognised (e.g., Carroll, 1993; Davis, 1944, 1968; Thorndike, 1973). Some authors estimate that about 90% of the words in a text need to be known for a reader to have a good chance of understanding it adequately (Nagy & Scott, 2000). But there is not a simple unidirectional relation between good vocabulary and good text comprehension. Good reading comprehension is also an important source of vocabulary knowledge. A skilled reader can often work out, or refine, the meanings of
unknown words from the context (see Cain, Oakhill & Bryant, 2004, for evidence that more skilled comprehenders are better at using context to infer the meanings of unknown words). Avid readers add new items to their vocabularies throughout their lifetimes and, similarly, existing vocabulary is refined through reading. Once children become fluent readers, written text is a major source of new vocabulary (Cunningham, 2005; Nagy & Scott, 2000).

Thus, the relation is reciprocal: vocabulary development and reading comprehension can have mutually beneficial effects (e.g., Seigneuric & Ehrlich, 2005). This mutual reciprocity between vocabulary and reading comprehension means that readers can enter either virtuous or vicious circles. If a child has limited vocabulary knowledge, their comprehension is likely to suffer, and without adequate comprehension (and concomitant exposure to text) their exposure to, and ability to acquire, new vocabulary will be limited. On the other hand, a skilled reader who has a good vocabulary to begin with, is likely to read a lot more and will, therefore, have more opportunities to learn new vocabulary. Indeed, we have shown that children’s reading habits (amount of voluntary reading) and reading comprehension skill at age 8 are strong predictors of vocabulary skills even eight years later (Cain & Oakhill, 2011). These positive circles are frequently referred to as the Matthew Effect in reading, which captures the idea that the rich get richer (Stanovich, 1986).

So, we can see that comprehension ability, amount of reading and appropriate inferences from context can influence vocabulary acquisition. But we also have evidence that vocabulary knowledge – and in particular the quality of that vocabulary knowledge – can influence inference making and text comprehension more generally. The issue here is that “knowing” a word is not all or none. Indeed, it is difficult to specify what it means to ‘know’ a word, because such knowledge can span from fairly superficial recognition –
knowing that it is a word in a particular language – to being able to explain the word’s meaning in depth and providing appropriate examples of usage. Measures of vocabulary knowledge at shallow levels are also known as measures of vocabulary breadth. Such measures typically require simple recognition or production of single words as in the British Picture Vocabulary Scale (BPVS: Dunn, Dunn, Whetton, & Pintillie, 1992). As mentioned above, it is not difficult to match good and poor comprehenders on such measures. Depth of vocabulary, in contrast, can be conceptualised as what is known about those words (so it presupposes a certain level of vocabulary breadth), but also the relations and associations between individual words and concepts. It is typically measured by tasks that require knowledge of multiple meanings or word definitions. Some researchers have differentiated between these different ‘levels’ of vocabulary knowledge and have explored their relations to reading comprehension (Ouellette, 2006; Tannenbaum, Torgesen & Wagner, 2006).

More recently, we have found that a measure of depth of vocabulary is predictive of children’s ability to make global coherence inferences, even after breadth of vocabulary knowledge has been taken into account (Cain & Oakhill, 2014). We hypothesised that the availability of associative links between words and concepts – the consequence of a rich (deep) vocabulary – can aid comprehension by supporting inference making. We also showed that it is not only the knowledge of vocabulary that it important, but the speed with which information about a word can be accessed. Thus, rich and well-connected semantic representations will permit the rapid activation not only of word meanings, but also of concepts, which in turn will support reading comprehension. There is further evidence from a very different paradigm that supports this notion. We have found that comprehension skill is related to children’s ability to automatically derive themes from word lists, even though the task is simply to recall (or recognize items from) a word list. Weekes, Hamilton,
Oakhill & Holliday (2008) used the DRM (Deese, Roediger, McDermott) false memory paradigm, in which the task is to listen and remember a series of lists such as:

- *rest, bed, snooze, dream, tired, blanket.*

The results showed that, although good comprehenders did not have a better or poorer memory for the word lists overall, they were more likely than the less-skilled comprehenders to falsely claim that *sleep* had been in the original list. This finding was attributed to their propensity to derive themes from the lists – i.e., each of the words in the list above is associated with the concept of sleep.

### 3.3. Monitoring comprehension

Comprehension monitoring refers to the ability to think about one’s own comprehension: whether or not it is progressing well, and whether there are there any problems.

Comprehension does not always happen seamlessly so effective readers need to be able to not only assess their understanding of what they have read, but also be able to have strategies available if they detect a problem with their comprehension. Problems with comprehension might arise for a number of different reasons. For example, a reader might simply have a lapse of attention, or they may realise that they lack relevant knowledge: they might not know the meanings of critical words or they may lack the relevant background knowledge that they need to make sense of the text to make an appropriate inference.

Readers who monitor their understanding will have the opportunity to fix any lapses in understanding providing they have the resources to do so. Thus, comprehension monitoring can be viewed as a two-stage process: first realising that you do not understand and, second, knowing what to do to remediate that lack of understanding.

Young readers and those with specific comprehension difficulties often fail to adequately monitor their comprehension, which is typically assessed by means of error-
detection tasks (see, e.g., Markman, 1979). For example, a study by Oakhill, Hartt and Samols (2005) showed that children identified as less-skilled comprehenders have difficulties in spotting internal inconsistencies in texts, and have particularly marked problems when the inconsistencies are not in adjacent sentences in the text (i.e., the information that had to be integrated in order for the inconsistency to become apparent is separated by several sentences). A possible explanation of this finding is that less-skilled comprehenders do not set up an adequate text representation (or mental model) as they are reading, so that information later in the text is not necessarily recognized as being in conflict with information presented earlier because the representation of the earlier text was inadequate or incomplete (see Oakhill, 2020, for a fuller discussion of this point).

3.4. Understanding of text structure.

If a reader is able to identify the underlying structure of a text, they can use the structure to guide and inform their developing mental model of the text and perhaps make predictions about how it will unfold and even what inferences might be justified (or not). Text structures can be regarded as signals to text genre, which can support communication and comprehension. There are typical genres for many different types of text: for letters and postcards, for fairy tales and other narratives, for information about nutritional facts (labels), for brief scientific reports (journal papers), meal choices (menus), etc. Text genres are useful once they have been learned because the reader will quickly know what to expect from the text and where to read for certain types of information.

An alternative perspective on text structure is to consider the underlying logical structure across genres (e.g., Meyer & Freedle, 1984). So, texts could, for example, be grouped according to whether they fall under the heading of description, sequence, compare and contrast or problem/solution. Although these structures have typically been
observed and taught in relation to informational (expository) texts, they also apply to narratives, though a narrative might include a number of different, but related, structures like a temporal sequence that includes a problem/solution.

The understanding of text structure can encompass a number of different aspects and has, accordingly, been studied in different ways with different types of task. This range of tasks is also noteworthy because some of the tasks do not require any reading (e.g., understanding and retelling a story from a picture sequence; telling a story orally based on a given title). One fairly obvious way to explore children’s understanding of text structure is to ask them to reorganise a set of jumbled sentences to create a well-ordered and coherent story (a “story anagram task”; Oakhill, Cain & Bryant, 2003), and the findings showed that skilled and less-skilled comprehenders differ on this task. Another important aspect of understanding text structure is to appreciate why the title of a text and any subheadings might be helpful as guides to comprehension (as clues to what a text, or a specific section of a text, is about) and, indeed, less-skilled comprehenders are less good at picking out the main point of a picture story from a set of alternatives (Yuill & Oakhill, 1991).

The quality of children’s story production is also linked with their reading comprehension and reading difficulties (Cain, 2003; Shapiro & Hudson, 1997). Furthermore, in an oral story production task (where they are given a topic on which to base their story), less-skilled comprehenders produce less well-structured stories; their stories have poorer global coherence and often lack a main point (Cain & Oakhill, 1996). The link between story structure awareness and reading comprehension is further supported by other findings. For example, less-skilled comprehenders have been found to be less likely than their peers to produce continuations of stories that fit in with the structure up to that point (Englert & Thomas, 1987).
4. Pedagogical applications: Implications for teaching reading comprehension.

Of course, it should be borne in mind that almost all of the studies outlined above are correlational, in that they consider differences between groups. As such, they do not show that there is a causal link between any of the skills discussed and reading comprehension. There is evidence that simply reading a lot can improve knowledge and verbal intelligence (see, e.g., Stanovich, 1993) and so it may be the case that better comprehenders are better at many things simply because they read a lot (with good comprehension) and so get lots of practice at making inferences and monitoring their comprehension and they are exposed to more and more varied examples of different text structures, and so on. Thus, the skills discussed could be considered as by-products of being a good comprehender and reading a lot.

However, we do in fact have evidence that the skills and abilities outlined above are causally implicated in the development of good reading comprehension (Oakhill & Cain, 2012). In that longitudinal study we found that: inference making, comprehension monitoring, understanding story structure and vocabulary skills were all predictive of later reading comprehension from ages 7-8 to 10-11, over and above the autoregressive effect of reading comprehension. Thus, the contribution of these skills is not simply because of their early association with comprehension. Whatever these skills are contributing over and above concurrent comprehension accounts for later comprehension. There is, thus, good evidence that they are causal factors (see de Jong & van der Leij, 2002, for fuller discussion of this point), and training in these skills should improve reading comprehension. Of course, training studies in themselves are a further test of causal direction. If particular skills are causally implicated in (rather than being simply incidentally related to) reading
comprehension, then training those skills should improve comprehension, and we have
evidence that it does (see, e.g., Yuill & Oakhill, 1988).

A further important point emerged from the longitudinal study (Oakhill & Cain,
2012): there was a dissociation between predictors of word reading and predictors of
reading comprehension with almost no overlap. This finding supports the conclusion that
reading comprehension does not necessarily develop automatically once word decoding is
proficient, but that it is dependent on different skills, and may need specific teaching.

Thus far, I have been mostly discussing studies that have explored differences
between skilled and less-skilled comprehenders. But, of course, comprehension skill is on a
continuum, and almost all children can benefit from some direct instruction in reading
comprehension. In the final sections of this paper, I consider what can be done to support
reading comprehension in the classroom.

5. Teaching Reading Comprehension

There are several different research-based programmes (both paper-based and computer-
or tablet-based) that have been demonstrated to improve reading comprehension. In this
paper, I do not wish to focus on specific training programmes but, rather, consider in
principle how the different aspects of comprehension outlined above could be trained in
order to support reading comprehension. It is also important to understand the research
base and principles so that one is not dependent on a particular programme or materials
but can, rather, teach flexibly with whatever resources are available.

Below, the teaching of each of the components is considered in turn, but that is not
at all meant to imply that they should be taught independently. As mentioned above, there
are many mutually-supportive links between these skills (e.g., vocabulary can support
inference making and vice-versa, monitoring skills might signal that an inference is required,
a good understanding of how texts are structured can support inferences, and so on). Thus, it is likely that the best way to teach these skills is to encourage their use in the understanding of rich texts to which the various strategies can be applied in concert to support understanding. This mutual interdependence between the components of reading comprehension also means that weaknesses in just one component can weaken comprehension significantly. In the next sections, I outline how the individual components might be supported, but will then consider the importance of ensuring that they are used in synchrony to understand text.

In order to assess and support reading comprehension, the teacher must be able understand the component skills and must be able to identify which strategies are most appropriate at which points in a text (see Oakhill, Cain, & Elbro, 2014, for a more detailed account). By choosing interesting and complex texts to discuss with their class, the well-informed teacher will be able to use the opportunities afforded by such texts to help students become better comprehenders (and, one would hope, also more engaged and enthusiastic readers).

5.1 Teaching Vocabulary

Evidence shows that reading comprehension can be improved by substituting the more difficult words in a text with easier ones (Kameenui, Carnine & Freschi, 1982). However, the adaptation of texts in this way is clearly not a reasonable strategy in the longer term: it is not practicable and it will not help children to increase their vocabulary through reading. Thus, a more viable and helpful approach is to help children develop and expand their vocabularies through reading.

A number of studies have explored different methods of teaching vocabulary to children, but the immediate results of vocabulary training are moderate, and the transfer
effects to reading comprehension are even less substantial and are the exception rather than the norm (NRP, 2000). However, there are some promising ways in which the interplay between vocabulary knowledge and reading comprehension may be improved.

There are two main approaches to teaching vocabulary. The first is simply to help children learn the meanings of specific words. The other is to help children become better at **figuring out the meanings of new words** through use of context and morphology in particular. These methods are described in more detail below.

**5.1.1. Teaching specific words.** It can be helpful to select, or encourage children to select, key words in a text that they do not know or are unlikely to be sure of. The teacher can then explain, and/or encourage the children to hypothesise about, the meanings of these words, and to link them to relevant topic knowledge before they start reading the text. Studies have shown that such strategies can improve text comprehension. For example, Carney, Anderson, Blackburn and Blessings (1984) found that teaching relevant vocabulary to 5th grade students had an effect on learning of, and memory, for a social studies text, and Medo and Ryder (1993) found that vocabulary instruction helped 8th grade students to make causal connections in an informational text, and that this support was effective across a wide range of ability levels.

Other words that are frequently targeted for direct teaching are those that children are likely to encounter frequently in texts from a variety of content areas; words such as **coincidence, absurd, hasty, perseverance** (these are termed "tier two words": Beck, McKeown & Kucan, 2005). These are neither the most frequent and early-acquired words ("tier one" words, such as **clock, baby, happy**) nor infrequent, topic-specific words ("tier three" words, such as **osmosis, nucleus, archeologist**). Tier 2 words are particularly
important to teach because they are transferable and useful and can provide access to more complex topics and discussions outside of the everyday.

Based on the research thus far, some methods and strategies for teaching vocabulary are likely to be more helpful than others. First, as would be expected given the research outlined above on the relations between vocabulary and reading comprehension, the successful teaching of vocabulary needs to be aimed at deeper levels of vocabulary knowledge. Hence, children should be encouraged to think about how new words relate to other words. So, for example, it is not very helpful to learn that a ‘platypus’ is an animal. It is much more useful to know, more specifically, that a platypus is a mammal, and to know in which ways it is a typical mammal, and how it differs from most other mammals. In this way, the child’s knowledge about this word will be linked to many other words and concepts in a “semantic network” (or meaning network). The broader implication is that vocabulary teaching should take place in a rich context (Beck, Perfetti & McKeown, 1982; NRP, 2000), and the formation of connections (networks) between words should be actively encouraged. Second, when children are given opportunities to identify and use new words, e.g., with their classmates and teacher, their vocabulary learning is likely to be enhanced (Coyne, McCoach & Kapp, 2007). Third, vocabulary learning can be supported by repetition, as shown in the survey of training studies by Stahl and Fairbanks (1986). So, for example, pre-reading activities with key words should be followed up by activities that reinforce that learning during reading of texts containing those words, and follow-up activities on later occasions. For younger children, simply re-reading of storybooks will provide them with important opportunities to rehearse the meanings of new words (Biemiller & Boote, 2006).

5.1.2. Teaching children to acquire new vocabulary. Biemiller (2005) has argued that it is possible for children to learn 10 new words a week through a well-structured
vocabulary training programme. But that would add up to only about 400 new words a year, which is only a fraction of the number of new words that a child would typically acquire in a year. So, children must be learning the meanings of words without direct teaching. Even if more words could be taught directly, it would be difficult for the teacher to predict which key content words the children might need to know in the longer run. Thus, some more recent programs aim to teach children ways in which they can acquire new word knowledge in the course of their independent reading.

There are two main ways in which children can be helped to learn the meanings of new words. These methods are not mutually exclusive; rather, they may supplement each other. One way is to help children to derive meanings from the text context. Children can be taught to search the context for clues about the meaning of the unknown word ("what sort of thing is it?"), for defining characteristics ("how would you describe it?") and for likes and opposites ("do you know of something similar or the opposite?"). For instance, Tomesen and Aarnoutse (1998) found that such direct instruction was helpful in improving the vocabulary learning of both poor and average readers.

Another way to support learning of unknown word knowledge is through the use of morphology. Morphemes are the smallest units of meaning in words: prefixes, roots, suffixes, inflections, e.g., mis/read/ing/s (see Bowers & Kirby, 2010). The same root morphemes occur in several different words, e.g., the root read is part of reads, reader, unread, reading etc., and derivations and inflections can be applied to whole classes of words. So, learning to recognise a morpheme in one word is potentially helpful for recognising and understanding many new words in which the same morpheme occurs. For example, if you know that the morpheme eval relates to “age” then you will see that medieval means “middle age,” primeval means “first age” and you can probably work out
the meaning of coeval, if you don’t already know it. Several studies have shown that
teaching morphology to children has significant effects not only on the development of their
vocabulary, but also their reading comprehension. Such effects are enhanced if teaching
does not just focus on the analysis of single words but is combined with comprehension
instruction (see Bowers, Kirby & Deacon, 2010).

One successful programme, designed to improve vocabulary (RAVE-O: Barzillai,
Morris, Lovett & Wolf, 2010), focuses on training understanding of meaning in the context
of the other linguistic properties of the word to be learnt. That is, it emphasises the
interrelations between the orthographic, phonological, morphological, semantic and
syntactic aspects of reading (the overall “lexical quality” of the word (e.g., Perfetti, 2007;
Perfetti, Yang & Schmalhofer, 2008). The idea behind such training is that the more that is
known about a word (i.e., its phonemic and orthographic structure, its semantics, syntactic
uses, and morphological roots and affixes), the more efficiently the word can be decoded,
retrieved, and understood. This type of integrated training was shown in Barzillai et als’
study to improve second and third grade poor readers’ vocabulary knowledge. Not only was
the training effective in the case of the words taught within the programme, but it also
improved the children’s knowledge of the meanings of untaught words, presumably
because they were able to use what they had been taught to help them work out the
meanings of unknown words. Importantly, these gains were maintained one year later.

5.2. Teaching Inference Making
There is evidence (cited above) that difficulties in inference making might arise for at least two different reasons: access to, and rapid activation of, relevant knowledge, and the reader’s standards for coherence: see above (related to comprehension monitoring)\(^1\). Two main types of intervention that seek to raise awareness of when inferences are needed and also to show readers how to generate inferences from vocabulary and background knowledge have been trialled. These types of intervention, although they do not directly address the child’s use of appropriate standards of coherence, are likely to influence such standards.

One effective way to raise children’s awareness of the need to make an inference is to encourage them to question the text. For instance, in a recent classroom intervention, McMaster, van den Broek, Espin, White, Rapp, Kendeou, Bohn Gettler and Carlson (2012) compared three questioning techniques: wh-questions, which in this study were: *who, what, when, and where*; causal inference questions; and also a general questioning technique in which students were asked “How does the sentence you just read connect with something that happened before in the story?” Each of these methods resulted in gains in understanding, suggesting that different questioning protocols can be used to get students thinking about text and generating inferences. Another successful technique for teaching children how to make inferences from information in the text is to show them how to analyse the text for clues. Consider the sentence: ‘*Sleepy Jack was late for school again*’. *Sleepy* suggests that the character may have overslept, thus providing a reason for being late.

---

\(^1\) Poor working memory has sometimes also been cited as a cause of poor inference making, but it does not emerge as an independent predictor of comprehension once other abilities are controlled for (Oakhill & Cain, 2012). In addition, interventions to improve working memory have met with limited success, and transfer to reading comprehension has not been demonstrated (Melby-Lervåg & Hulme, 2013).
late for school, that the character’s first name, Jack, is used suggests that the character is a schoolchild and not a teacher who would most probably be introduced as Mr X, and again indicates that Jack is habitually late (perhaps because he has a tendency to over-sleep). Such interventions, combined with question generation, have been shown to result in gains in standardised assessments of reading comprehension (Yuill & Oakhill, 1988).

A different approach uses graphic organisers to make students aware of their own contributions to inferences and encourages them to draw on their background knowledge. For example:

“Frieda came bouncing down the stairs. John rushed to call an ambulance”

An obvious question is what reasoning connects these two sentences: why was an ambulance needed? The answer requires a (causal) inference that draws on information both from the text and the reader’s background knowledge, as illustrated in Figure 3. That an inference is required to link the sentences becomes very clear if we change the second sentence: “Frieda came bouncing down the stairs. John rushed to embrace her,” where a different interpretation of bouncing, and a different inference, would be required to make sense of the text. In one study, 10- to 11-year-old children worked primarily with non-fiction texts and the use of graphic organisers to support inference making not only had a strong and significant positive impact on their inference making during reading more generally, but also had a long-term positive effect on their general reading comprehension (Elbro & Buch-Iversen, 2013). Graphic organisers, such as the above, can also be used to help clarify the structure of a text (see below).

Training children to generate mental images of the events in a text has also been shown to improve their inference ability and their reading comprehension more generally (Oakhill & Patel, 1991). This effect probably arises because the requirement to produce
mental images of the events in a text is likely to encourage the reader to integrate information across different parts of the text in order to make their image coherent. The requirement to produce mental images might also be supportive of monitoring for comprehension (see below).

Thus, ways to improve inference making involve training children in different techniques that make them aware of the need to generate an inference, and also how to make those inferences by analysing the text and drawing on their background knowledge.

5.2.1. What about knowledge and vocabulary in inference making? As discussed above, knowing the meanings of words is obviously crucial for reading comprehension, and vocabulary knowledge can support inference making in particular. However, comprehension takes place in real time, so it is not enough simply to know the meanings of words: one must also be able to access their meanings (and related relevant associations) rapidly. One way to support fast access to vocabulary might be to foster rich and well-connected semantic networks (see above). Our own work has shown that depth of vocabulary knowledge (what one knows about a word’s meaning) is a stronger predictor of inference making than just breadth of vocabulary (how many words are known) (Cain & Oakhill, 2014). There is also evidence that skilled comprehenders are more likely than less-skilled comprehenders to activate meaning-related words automatically (Weekes, Hamilton, Oakhill & Holliday, 2008). Thus, vocabulary instruction that emphasises the links between related words might be particularly helpful in supporting comprehension.

5.3. Teaching Comprehension Monitoring

Good comprehenders can be characterized as active readers, who engage with a text during reading, and evaluate their own comprehension both during and after reading. Thus, activities that encourage children to engage with the construction of meaning during
reading are likely to improve their comprehension monitoring. One way of training children to better monitor their comprehension is to present them with a specific task, such as pretending to be a detective. De Sousa and Oakhill (1996) found that children with comprehension problems were much better at detecting several different types of text inconsistency (nonsense words, internal inconsistencies, and conflicts with prior knowledge) when they were told to pretend to be a detective and to read statements from witnesses to a crime, compared to when they were simply reading passages with the aim of spotting errors. Interestingly, the children in the comparison group of good comprehenders were not influenced by the instructions, presumably because they were already good at comprehension monitoring, and so there was little scope to improve their skills. Merely alerting children to the fact that a text contains errors is often enough to improve their monitoring performance. This technique could be useful in modeling comprehension monitoring behaviour, to demonstrate to children the types of comprehension problems they might encounter in naturalistic texts, such as unfamiliar words, inconsistencies within the text, and conflicts with prior knowledge.

Another, more general, strategy that could be used to enhance comprehension monitoring could be to encourage children to stop and produce a summary at specific points during reading or listening activities. There is evidence that comprehension monitoring is related to summarization skills, and so the requirement to produce a summary can be used as a tool to identify whether or not comprehension is progressing adequately. Indeed, self-directed summarization was one of the techniques included by Palincsar and Brown (1984) in a package of skills designed to help children to foster and monitor their own comprehension. The poor readers who were taught in that way produced better
summaries than a control group, and also performed better on a transfer test of comprehension monitoring.

A rather different technique – encouraging children to visualize a story as a sequence of mental images – has also been shown to improve comprehension monitoring. This technique is relatively easy to teach to children older than about 9 (Pressley, 1976), and supports memory for stories not only in poor comprehenders but also in typically developing readers. It has been shown that poor readers who were taught to use mental imagery improved their ability to detect inconsistencies in a comprehension monitoring task (Gambrell & Bales, 1986), perhaps because the requirement to construct images helped the children to remember, and to compare, details from the stories. Although, at first gloss, use of imagery may seem very different from summarization techniques, to be successful both require imagery and summarization require the comparison and integration of information from different parts of a text.

5.4. Teaching Awareness and Use of Text Structure

There are at least three major ways in which readers can be helped to gain awareness of text structures. First, it is well documented that direct instruction in narrative structures is beneficial (e.g., Paris & Paris, 2007; Stetter & Hughes, 2010, provide an overview). Such instruction can provide children with information about how stories are typically structured. A typically-structured story would start with setting information (about the context and the main character(s)); then there would be some sort of interesting event, problem or crisis in the story, followed by one or more attempts to respond to this central event before a resolution is reached. When children know this structure, it becomes easier for them to orient themselves in similar stories, to predict events, and to produce well-organised summaries.
Second, it is possible to teach even children in the first grades about the logical structures of information texts. For example, children can learn to spot key words that signal a compare-contrast structure: *but, however, both, on the other hand*. They can learn to generate questions based on what they know about such structures, like “What two things are being compared in this paragraph?” “How are they alike?” How are they different?” (see, e.g., Williams et al., 2007; 2009).

Third, readers can be taught how to use graphic organisers (see also above) to represent the logical structure of texts. Such organisers comprise simple compare-contrast tables, Venn diagrams, flow charts, tree diagrams, etc. Graphic organisers use the spatial orientation to represent logical relations (contrasts, causes and consequences, etc.) and thus they make the logical structure directly visible to the reader.

**6. Strategies working together**

It should be apparent by now that there are numerous interrelations and interdependencies between these various skills. Furthermore, there is no strong evidence that teaching single components of reading comprehension separately will lead to large and sustained gains in comprehension. It may be that each of the components has only a relatively modest influence on reading comprehension in general. But it is also likely that bringing a number of strategies to bear on the understanding of a text will be a much more rewarding and engaging exercise for a child than is practising the use of one strategy at a time. A more productive method is to teach the components of comprehension in an integrated fashion driven by wanting to understand a specific text for a specific purpose.

**7. Moving to independence**

We also need to bear in mind that is it not simply a matter of teaching the relevant strategies, but that children also need to be encouraged to take responsibility for their own
comprehension. They will not, of course, always have a teacher at hand to remind them of the relevant strategies that they should apply when they are trying to understand a text. They need to become independent readers by internalizing and automatizing the comprehension skills that they have learned. The teacher needs to support this move to independence by offering a gradual “release of responsibility.” So, at first, the teacher might spend a lot of time modelling their own comprehension strategies as they read: making the implicit explicit to their pupils. For instance, the teacher could use examples where the link between sentences is not clear and suggest some possible links that he/she is considering. Or they could comment on unfamiliar words and verbalise how they are trying to infer the meanings of those words; they could talk about possible inconsistencies (which might require an inference); they could highlight conflicts with, and additions to, their prior knowledge. Then, the teacher can move on to scaffolding the children’s use of strategies, to support and guide their comprehension. Finally, the teacher can gradually remove that support so that the children, through extensive practice, achieve mastery of the strategies and use them automatically during their reading for comprehension.
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Table 1. Typical groups of good/poor comprehenders. (age is shown in years, months)

<table>
<thead>
<tr>
<th></th>
<th>Chronological age</th>
<th>Word reading age</th>
<th>Comprehension age</th>
<th>Vocabulary (max = 45)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skilled comprehenders</td>
<td>7,8</td>
<td>7,8</td>
<td>8,3</td>
<td>38</td>
</tr>
<tr>
<td>Less-skilled</td>
<td>7,8</td>
<td>7,10</td>
<td>6,7</td>
<td>37</td>
</tr>
</tbody>
</table>

Note: word reading and comprehension ages were derived from the Neale Analysis of reading Ability; Sight vocabulary scores from the Gates-MacGinitie Reading Test.
Figure 1. The Simple View of Reading (Gough & Tunmer, 1986) describes reading comprehension as the product of word reading and listening comprehension and the relative contribution of each to reading comprehension across development.
<table>
<thead>
<tr>
<th>Word reading</th>
<th>Language comprehension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Poor</td>
<td>Generally poor reader</td>
</tr>
<tr>
<td>Good</td>
<td>Dyslexic</td>
</tr>
<tr>
<td>Good</td>
<td>Poor comprehender</td>
</tr>
<tr>
<td></td>
<td>Good reader</td>
</tr>
</tbody>
</table>

**Figure 2.** The Simple View of Reading.
Figure 3. A graphic organiser can elucidate the contributions from both the text – and the reader, e.g., `Frieda was seriously hurt, and required medical attention.`
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