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Abstract

Natural impediments to DNA replication such as replication fork barrier’s (RFB’s), replication-transcription collisions, or secondary structure forming sequences, can result in replication stress and contribute to genomic instability. This project utilizes the *Schizosaccharomyces pombe* replication fork barrier, *RTS1*, known to result in replication fork stalling that requires homologous recombination (HR) for restart. The HR-restarted replication fork uses Polymerase δ to synthesise both DNA strands and is known to be error-prone in nature, resulting in both replication fork slippage and gross chromosomal rearrangements. This project produces an optimized system for studying the HR-restarted replication fork at *RTS1*. By utilizing methods including Pu-Seq, and a genetic replication slippage assay, we are able to investigate both polymerase usage between strands and replication fidelity, respectively. Break induced replication (BIR) in *Saccharomyces cerevisiae* is another replication fork restart method often compared to HR-restart at *RTS1* in *S. pombe*. Pol32 and its interaction with PCNA are essential for restart using BIR, however, we provide evidence using Cdc27 (*ScPol32*) that this interaction is important to a lesser extent during HR-restart at *RTS1*. Additionally, the necessity of the protein Rtf2 for efficient replication fork stalling at *RTS1* has been confirmed. Rtf2 and its removal from stalled replication forks has recently been implicated in maintaining genome stability in human cells. Additional methods used including ChIP-qPCR, Co-IP and mass spectrometry has allowed further investigation into proteins involved in the restarted replication fork.
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Chapter 1 – Introduction

1.1 Project Aims

Cell division is a key aspect to cellular life, whereby the whole of the genome needs to be accurately duplicated for inheritance into each new daughter cell. The process of genome duplication is termed DNA replication, and must be carried out accurately to avoid detrimental effects on the cell. Inaccurate DNA replication can result in incomplete genome duplication, gross chromosomal rearrangements, mutations, and cell death. There are several challenges to DNA replication that may result in these outcomes including, DNA base damage, DNA breaks, secondary structures, and protein-DNA barriers. Some of these can act as barriers to DNA replication fork progression and can result in replication fork stalling and collapse that need to be rescued to complete DNA synthesis of the entire genome. Inability to deal with challenges to DNA replication can contribute to cancer development and is a key area of interest for targets of cancer therapeutics.

In order to study overcoming replication fork stalling and collapse, the Carr lab and others have previously used the native RTS1 replication fork barrier (RFB) found in *Schizosaccharomyces pombe* (*S. pombe*) to investigate site-directed replication fork restart. This restart is known to rely on homologous recombination (HR) and result in replication of both strands after restart by Polymerase δ. This is in contrast to the canonical division of labour of Polymerase ε/δ replicating the leading/lagging strands, respectively. Replication fork restart by HR is known to be error-prone but the exact mechanisms behind its error-proneness remain elusive.

This project aims to set up an optimised RTS1 RFB system in *S. pombe* to allow investigation of the restarted replication fork without interference from convergent canonical replication forks. Utilizing the polymerase-usage sequencing method allows direct visualisation of the extent of Polymerase δ switch on the leading strand in several mutant backgrounds, as well as visualisation of the replication forks relative speed and termination with the convergent fork. Additionally, a replication fork slippage assay is
set up for use alongside as a direct readout for mutagenicity of the restarted replication fork. The optimised construct is used for two independent sub-projects: 1) Break Induced Replication (BIR); 2) the role of Rtf2. In the first project, mutants important for BIR in *S. cerevisiae* are used to distinguish key differences between BIR and HR-restart at *RTS1*. In the second sub-project, the role of Rtf2 on efficient replication fork stalling at *RTS1* is explored. Additionally, a mass spectrometry method is established for future use to assess the proteins Rtf2 interacts with to unravel its role at stalled replication forks. Altogether, this project exploits the *RTS1* RFB to investigate key aspects of HR-restart in *S. pombe*.

### 1.2 Fission Yeast Cell Cycle

The *Schizosaccharomyces pombe* (*S. pombe*) cell cycle consists of G1, S, G2, M phases (Figure 1.1). G1 phase contains a point at which the cell commits to the cell cycle, termed START, that is reminiscent of a similar point in other eukaryotes (Hartwell, 1974). S phase is the stage of DNA replication where the entire DNA content is copied once per cell cycle. This is followed by a gap phase, G2, before entering mitosis (M phase) to separate the sister chromatids into the two new daughter cells that are divided by cytokinesis. M phase is followed by an additional very short gap phase G1, before entering the next S phase. In *S. pombe* cytokinesis separates the two daughter cells by creating a septum and dividing the cell in two. However, the onset of S phase actually occurs prior to completion of cell division, coinciding with septum formation (Mitchison and Creanor, 1971).

Once cells enter the cell cycle, their progress is determined at two key points, the G1-S transition, and the G2-M transition. Activity of Cdc2, the *S. pombe* cyclin dependent kinase (CDK), is important for efficient progression at both of these stages (Nurse and Bissett, 1981). Cdc2 interacts and forms a complex with various cyclins, with Cdc13 being the only essential cyclin in fission yeast (Fisher and Nurse, 1996). Cdc2 activity is low in G1 and increases as cells enter S phase. A moderate level of Cdc2 activity is important for the onset of S phase as well as aiding inhibition of re-replication to ensure the correct
Figure 1.1. Fission Yeast Cell Cycle. The cell commits to the cell cycle at a point in G1 termed START. The cell then enters S phase during which the genome is duplicated before entering the long gap phase, G2. Entry into M phase (mitosis) allows separation of the sister chromatids for distribution into the two daughter cells and subsequent cytokinesis. Cdc2 (CDK) and the cyclin Cdc13 promote entry into mitosis. These proteins are inhibited by phosphorylation of Cdc2 on Tyr15 by Wee1 kinase and targeting of Cdc13 for proteolysis by Rum1 to allow mitotic exit. Cdc2 can be activated again by Cdc25 mediated dephosphorylation.
amount of duplicated DNA enters mitosis (Baum et al., 1998, Stern and Nurse, 1996, Vas et al., 2001). High Cdc2 activity is important for progression into mitosis (M phase). Inhibition of Cdc2 activity occurs by phosphorylation of Tyrosine 15 by the Wee1 and Mik1 tyrosine kinases (Gould and Nurse, 1989, Lundgren et al., 1991). Mik1’s inhibitory action on Cdc2 appears to be most prominent during S phase where its protein levels are increased to prevent early entry into mitosis (Baber-Furnari et al., 2000, Christensen et al., 2000, Lundgren et al., 1991). Inhibition of Cdc2 is also important to allow subsequent mitotic exit and cytokinesis (Dischinger et al., 2008). The phosphatase Cdc25 counteracts the activity of Wee1, acting to dephosphorylate Cdc2 and allow its high level of activation to enable induction of mitosis (Russell and Nurse, 1986). Cdc2-Cdc13 levels are also kept low in G1 by the CDK inhibitor Rum1, which targets Cdc13 for proteolysis (Correa-Bordes et al., 1997, Correa-Bordes and Nurse, 1995). Altogether, these mechanisms ensure timely and efficient progression through the cell cycle.

1.3 Eukaryotic DNA Replication

1.3.1 Origins of DNA Replication

DNA replication initiates at multiple locations along the genome known as replication origins. In *S. cerevisiae* origins are defined by a specific consensus sequence where the origin recognition complex (ORC) binds, but only a subset are activated in any one S phase (Linskens and Huberman, 1988). In *S. pombe* there is no consensus sequence, instead origins are determined by AT rich sequences that have been associated with nucleosome free regions that define ORC binding sites (Dai et al., 2005, Hayashi et al., 2007, Segurado et al., 2003, Xu et al., 2012). Additionally, the origin firing pattern appears to be stochastic in fission yeast (Kaykov and Nurse, 2015, Patel et al., 2006).

1.3.1.1 Formation of Pre-Replicative Complex (Pre-RC)

Binding of ORC (Orp1-6) to sites in the genome is an important first step in DNA replication initiation occurring in G1/M phase of the cell cycle (Wu and Nurse, 2009).
Figure 1.2. Replication Origin Formation. The first step in origin firing is the formation of the pre-replicative complex (Pre-RC) where ORC proteins bind and recruit Cdc18 and Cdt1 to enable the MCM’s to be located to these regions. Next the Pre-Initiation complex is formed that includes recruitment of Cdc45 via Sld3 and Sld7, as well as recruitment of GINS and Pole via Dpb11 and Sld2. Finally, addition of Mcm10 allows origin firing. Recruitment of Cdc45 and GINS to MCM proteins allows formation of the active helicase CMG. Origin firing can then occur and recruitment of additional replisome factors to allow bidirectional replication.
The Orp4 subunit of the ORC complex in *S. pombe* has been found to contain nine AT-hook motifs that aid binding of ORC to AT-rich regions associated with origins (Lee et al., 2001). However, not all of the ORC bound sites will be used as origins of replication, only those that form the pre-recognition complex (pre-RC) in a process known as origin licensing (Figure 1.2, *left panel*). In fission yeast the Sap1 protein has been reported to bind ORC and allow formation of the pre-RC due to its role in recruiting Cdc18 (ScCdc6) to origins (Guan et al., 2017). Cdt1 also interacts with Cdc18 and these proteins work together to recruit the mini-chromosome maintenance (MCM) complex required for initiation of DNA replication (Nishitani et al., 2000). MCM is the catalytic core of the replicative helicase that forms a hexameric complex composed of Mcm2-7 loaded onto DNA as a double hexamer encircling the DNA in a head-to-head formation to enable bidirectional replication (Douglas et al., 2018, Evrin et al., 2009, Georgescu et al., 2017, Remus et al., 2009). This process forms the pre-RC, peaking during G1 phase of the cell cycle (Wu and Nurse, 2009).

The timing of this event is important for regulation of DNA synthesis at the correct phase of the cell cycle, and ensuring only single initiation of origins to inhibit multiple rounds of replication. Protein levels of both Cdt1 and Cdc18 peak at late G1 phase to ensure pre-RC formation only occurs before S phase (Muzi Falconi et al., 1996, Nishitani et al., 2000, Nishitani and Nurse, 1995). Cdc2 (ScCdc28), the cyclin dependent kinase (CDK), is responsible for controlling the levels of Cdc18. When levels of Cdc2 rise in S phase it results in phosphorylation of Cdc18 and targeting it for proteasomal degradation (Baum et al., 1998). Cdt1 is targeted for proteasomal degradation via Ddb1-Cdt2, subunits of the Cul4 E3 ubiquitin ligase complex (Ralph et al., 2006). Cdt2 is only present in S phase and also acts with Ddb1 to target Spd1, the ribonucleotide reductase (RNR) inhibitor, for degradation to ensure appropriate dNTP pools are available during replication (Liu et al., 2005). Additionally, Cdc2 also inhibits re-replication in S phase by phosphorylating Orp2 (Vas et al., 2001).
1.3.1.2 Formation of Pre-Initiation Complex (Pre-IC)

When cells enter S phase the pre-RC needs to be activated by a multitude of factors to allow DNA replication initiation, in a process that first forms the pre-initiation complex (Pre-IC) (Figure 1.2, right panel) that is subsequently activated by Mcm10. Each of the Mcm subunits loaded onto DNA are ATPases activated by the addition of Cdc45 and the GINS complex to form the active helicase CMG (Ilves et al., 2010, Moyer et al., 2006). Hsk1-Dfp1 (ScCd7-Dbf4), the Dbf4-dependent kinase (DDK), activity is important for recruitment of Sld3 to the MCM complex in G1 and subsequent recruitment of Cdc45 (Nakajima and Masukata, 2002). Additionally, phosphorylation by CDK of Sld3 (SpSld3) and Sld2 (SpDrc1) have been shown to be important for formation of a complex with Dpb11 (SpRad4/Cut5) to allow the downstream recruitment of both Cdc45 and GINS to replication origins (Fukuura et al., 2011, Noguchi et al., 2002). In fission yeast Sld3 recruitment to origins appears to occur upstream of Cdc45 recruitment (Yabuuchi et al., 2006). However, in budding yeast Sld3 forms a tight complex with Sld7 that associates with Cdc45 and is recruited to origins in a DDK dependent manner (Tanaka et al., 2011, Yeeles et al., 2015). There is no Sld7 orthologue in fission yeast, however, this factor is dispensable for Sld3-Cdc45 association to origins in budding yeast (Kamimura et al., 2001). Subsequent phosphorylation of Sld2 by CDK is important in recruiting GINS (tetrameric complex of Sld5, Psf1, Psf2, and Psf3) to origins in a complex composed of Sld2, GINS, Dpb11 and Pol ε termed the pre-loading complex (pre-LC) (Muramatsu et al., 2010). Without the addition of GINS, Pole (ScPol2) is unable to associate with origins and perform replication upon DNA unwinding (Pai et al., 2009). The final protein recruited to origins to allow DNA unwinding by active CMG is Mcm10 (Yeeles et al., 2015).

Hydrolysis of ATP by Mcm2-7 is also important for both helicase loading and activation of CMG (Coster et al., 2014, Kang et al., 2014). The active CMG is then able to unwind duplex DNA producing ssDNA that can be coated and protected by Replication Protein A (RPA) (Yeeles et al., 2015). Recently, the initial unwinding of DNA by the two CMG helicases has been shown to first occur by untwisting of the DNA separating the two CMG complexes prior to full activation (Douglas et al., 2018). Once Mcm10 has been recruited this allows further untwisting of the DNA and subsequent activation of the two
CMG helicases (Douglas et al., 2018). This results in their propagation along DNA by passing over each other at the site of the origin and travelling along the ssDNA of the leading strand. This unwinding event also enables the downstream recruitment of the other key replicative polymerases, Polα (ScPol1) and Polδ (ScPol3) (Heller et al., 2011).

1.3.2 DNA Replication Progression

Polα is required to initiate both leading and lagging strand replication by synthesising an RNA-DNA primer (Okazaki fragment) that is then elongated by one of the other main replicative polymerases (Okazaki et al., 1968). The CMG helicase translocates along leading strand ssDNA in a 3'-5' direction (Fu et al., 2011), with each of the newly replicated strands synthesised in a 5'-3' direction by its respective polymerase. Therefore, the leading strand is considered to be replicated in a continuous manner, whereas the lagging strand is replicated discontinuously as more DNA is unwound. Lagging strand synthesis requires multiple Okazaki fragments to be placed along DNA for the lagging strand polymerase to prime to in order to complete DNA replication of the entire strand. These Okazaki fragments are then displaced to produce a flap when the polymerase reaches the 5’ end of the RNA-DNA primer (Bhagwat and Nossal, 2001, Stith et al., 2008). This flap is then nicked by Fen1 nuclease to remove the RNA, allowing subsequent ligation of the neighbouring newly synthesised DNA strands (Stodola and Burgers, 2016).

In fission yeast, Polδ is a four subunit complex composed of the catalytic subunit Pol3 and three other subunits Cdc1, Cdc27, and Cdm1. It is recruited to replication forks initially via replication factor C (RFC) interacting with the 3’ end of the synthesised RNA-DNA primer by Polα. RFC loads PCNA at these primer-template junctions in an ATP driven reaction enabling opening of PCNA and subsequent closing after ATP hydrolysis, forming a ring shape round DNA (Chen et al., 2009). PCNA tethers Polδ to the replication fork for optimal processivity via several interaction points including the c-terminus of the Cdc27 (ScPol32) subunit (Chilkova et al., 2007, Reynolds et al., 2000). Cdc27 also interacts directly with Polα.
The widely accepted view of the division of labour between the two main replicative polymerases is that Polε is the predominant leading strand polymerase, and Polδ is the lagging strand polymerase. Sequencing experiments mapping mutational signatures of mutants of the main replicative polymerases (discussed below) in both budding yeast and fission yeast has confirmed this division of labour (Miyabe et al., 2011, Nick McElhinny et al., 2008, Pursell et al., 2007). However, an additional study in budding yeast has suggested the lack of mutational signatures on the leading strand in cells harbouring rNTP permissive Polδ mutants is due to removal by the proofreading capability of Polε (Johnson et al., 2015). This suggested Polδ is the primary polymerase of both leading and lagging strands. However, this has recently been challenged by use of a Polε mutant lacking its exonuclease proofreading capability still performing as the main leading strand polymerase (Garbacz et al., 2018).

The importance of Polδ replication also comes from studies on the cell viability of catalytic mutants of Polε lacking both exonuclease and polymerase activities, revealing it is dispensable for carrying out DNA replication (Dua et al., 1999, Feng and D'Urso, 2001, Kesti et al., 1999). Furthermore, recent next generation sequencing experiments using strains lacking Polε catalytic activity have revealed Polδ to replicate both DNA strands (Garbacz et al., 2018, Miyabe et al., 2015). However, in this context Polδ leading strand synthesis appears to occur at slower rates in comparison to wildtype Polε leading strand synthesis (Yeeles et al., 2017), and results in increased genome instability (Garbacz et al., 2018). However, some contribution of Polδ for leading strand synthesis cannot be ignored. Sequencing experiments have revealed a bias toward Polδ usage immediately proximal to origins (Daigaku et al., 2015, Garbacz et al., 2018). Mapping of Polα-primase replication suggests the lagging strand primer is placed to the side of the origin and extended by Polδ across the origin before switching to Polε for leading strand synthesis (Garbacz et al., 2018). This supports similar findings using an in vitro reconstituted replication system in S. cerevisiae (Aria and Yeeles, 2018). This suggests concerted action of all three polymerase to initiate DNA replication on the leading strand with Polε continuing replication of the downstream region.
1.3.3 DNA Replication Termination

Termination of DNA replication remains a fairly elusive process. Some studies mapping Pole usage suggest Pole from the leading strand of each converging replication fork pass over each other to complete replication (Daigaku et al., 2015). This is in line with the knowledge that the CMG helicase mainly interacts with and travels along the leading strand during DNA replication (Fu et al., 2011). Thus, as is shown in Xenopus egg extracts, the converging CMG complexes pass over one another on the leading strands during replication termination and is only removed once DNA synthesis and ligation has completed (Dewar et al., 2015). In both Xenopus egg extracts and S. cerevisiae, removal of CMG at the last stages of DNA replication has been shown to occur via ubiquitylation of Mcm7 (Dewar et al., 2017, Maric et al., 2014). However, other studies find a slight bias towards Polδ usage at termination zones in both budding and fission yeast suggesting Polδ takes over from Pole to complete DNA synthesis (Zhou et al., 2019). The authors propose this relieves topological stress that could arise if Pole completed replication due to its tight association with the CMG helicase (Langston et al., 2014). In line with this, Pif1-family DNA helicases have been shown to promote replication termination in S. cerevisiae, possibly by reducing torsional stress at the converging forks (Deegan et al., 2019). Even though Pole may not complete replication of the termination region, in Xenopus egg extracts, it remains associated to the DNA and is only removed when CMG is unloaded after synthesis completion (Dewar et al., 2017).

1.3.4 Fork Protection Complex

Additional factors also travel with the replication fork to ensure efficient replication and stabilisation. These were identified to include Ctf4 (SpMcl1), Mrc1 (SpMrc1), and Csm3/Tof1 (SpSwi1/Swi3) in S. cerevisiae (Gambus et al., 2006). Together Mrc1, Csm3 and Tof1 form the fork protection complex that interact with each other to stabilise the replication fork and allow fork pausing upon encountering barriers to DNA replication (Bando et al., 2009, Katou et al., 2003). Cryo-EM structure of the fork protection complex at a replication fork have recently been resolved, showing Csm3/Tof1 binding to duplex DNA ahead of the replicative helicase CMG (Baretic et al., 2020). The inclusion of Ctf4
and the fork protection complex have also been shown to be essential for efficient replication rates (Yeeles et al., 2017). In *S. pombe* Swi1 and Swi3 together are termed the fork protection complex that have a role in co-ordinating leading and lagging strand synthesis, as well as replication fork stabilisation upon fork stalling (Noguchi et al., 2004). Swi1/Swi3 are important for replication fork pausing at a number of sites including ribosomal DNA (rDNA) barriers (Krings and Bastia, 2004). The complex also allows efficient mating type switching which relies on fork pausing at the *MPS1* element of *mat1* (Dalgaard and Klar, 2000). Additionally, the replication termination sequence 1 (*RTS1*) located at the mating type locus relies on Swi1/Swi3 to allow efficient replication fork stalling (Dalgaard and Klar, 2000). Sap1 is important for recruiting Swi1/Swi3 to chromatin and allowing efficient fork stalling and subsequent resumption of DNA replication (Noguchi and Noguchi, 2007). Swi1/Swi3 are also important for recruitment and binding of Mrc1 to DNA (Shimmoto et al., 2009, Tanaka et al., 2010). Not only do Swi1/Swi3 protect replication forks upon encountering barriers to DNA replication they also act to recruit repair mechanisms to the replication fork due to their role in the efficient activation of the S phase checkpoint kinase, Cds1 (Noguchi et al., 2003, Noguchi et al., 2004).

### 1.3.5 Polymerase Usage Sequencing (Pu-Seq)

Polymerase-Usage Sequencing (Pu-Seq) developed by the Carr lab allows allocation of strand-specific polymerase usage revealing detailed replication dynamics in *S. pombe* (Figure 1.3) (Keszthelyi et al., 2015). Genetic experiments in both *S. cerevisiae* and *S. pombe* have assigned the leading strand polymerase as Polε and the lagging strand polymerase as Polδ (Miyabe et al., 2011, Nick McElhinny et al., 2008). However, in *S. pombe*, defining the division of labour for Polε relied on polymerase mutants that resulted in an increased ribonucleotide (rNMP) incorporation, because the mutational spectra of *cdc20* alleles tested was insufficiently biased to assign strands on the mutations induced. The incorporation of excess rNMP allowed specific fragmentation at the site of rNTP incorporation while leaving deoxyribonucleotides (dNTPs) intact permitting identification of strand specific replication by Polymerase ε (Miyabe et al., 2011). Ribonucleotides incorporated in DNA are efficiently removed using
Figure 1.3. Schematic of the Polymerase-Usage Sequencing Method to Analyse Replication Dynamics in S. pombe. Separate strains containing either one of the rNTP permissive mutants of the main replicative polymerases *cdc6_L591G* (blue) or *cdc20_M630F* (red) are grown in a background deleted for *rnh201* to prevent removal of the incorporated rNTPs (yellow circles). Genomic DNA from each strain is extracted and treated with alkali to break the DNA at the site of rNTP incorporation. DNA libraries can then be made and sent for sequencing. Both libraries are then aligned to the genome and the data combined to extract the ratio of usage of each polymerase on each strand. From this other information can be inferred, including origin location, direction of replication fork movement and regions of termination.
ribonucleotide excision repair (RER) that is initiated by 5’ incision of the rNTP by RNase H2 (Sparks et al., 2012). Deletion of \textit{rnh201}, a subunit of RNase H2, allows the incorporated rNTPs to persist in the DNA and act as a marker for strand specific polymerase replication. Although, rNTP misincorporation represents DNA damage, replicative polymerases can replicate template DNA containing small numbers of rNTPs, albeit at a lower processivity (Watt et al., 2011). Therefore, cell synchronisation is not necessary to visualise polymerase usage due to the ability of the replicative polymerases to tolerate rNTPs incorporated in previous cell cycles. This enables the mutant polymerases to replicate the entire genome and allow a genome-wide view of rNTP incorporation and polymerase usage.

The initial analysis looked at only a defined locus by Southern blot hybridisation. Utilising two rNTP permissive mutant alleles of Polε (\textit{cdc20\_M630F}) and Polδ (\textit{cdc6\_L591G}), separate DNA libraries (one for each polymerase) can be made using Pu-Seq to analyse replication dynamics across the whole genome (Figure 1.3). DNA from cells containing either of these mutant polymerases is fragmented by Alkali treatment to allow specific fragmentation and isolation of rNTP incorporated DNA. These fragments represent regions of the genome that have been replicated by their respective polymerase and can be used to make DNA libraries for Next Generation Sequencing. Cleavage of DNA at the site of an rNTP leaves a non-ligatable 5’ end due to the presence of an -OH group instead of a phosphate. The complementary strand is then synthesised using random primers and a dNTP mix containing uracil instead of thymidine to maintain strand specificity. DNA end repair is performed to allow ligation of hairpin adapters that contain uracil at the apex. Digestion of the complementary strand with uracil glycosylase and DNA lyase results in the original DNA fragment being specifically tagged at the 3’ and 5’ end. This allows for DNA library amplification using index primers for Next generation sequencing and subsequent strand specific mapping to the genome. Taking the two mutant polymerase libraries together a global pattern of division of labour between the two main replicative polymerases can be established.

Other replication dynamics can also be estimated including: origin firing efficiency, direction of replication, replication termination zones, and replication timing. Origins
can be identified due to knowledge of bidirectional replication initiating at origins that is conducted using the canonical division of labour between Pole (leading strand) and Polδ (lagging strand). Since origins initiate and produce bidirectional replication, reciprocal transitions between each polymerase to the opposite strand indicates origin location. The abruptness of the switch can be used to estimate the efficiency of the origin. Replication direction is calculated using the proportion of reads that map to each strand for either Pole or Polδ mutant Pu-seq libraries to provide a proportion of leftward or rightward moving replication forks across the genome. Using this fork directionality along with a fork speed of 1.5 Kb/min, replication timing profiles across the genome can also be calculated. Furthermore, this allows estimation of the frequency of termination events due to the knowledge of replication fork directionality and timing of replication providing information on the likelihood two forks will meet at certain locations. Other similar sequencing approaches have also been developed by labs to track rNTP incorporation at a genome wide scale (Clausen et al., 2015, Koh et al., 2015, Reijns et al., 2015).

1.4 Replication Stress

A key characteristic of replication stress is replication fork stalling or slow DNA synthesis that manifests in defective replication that can result in mutations, rearrangements, missegregation or breakage of the DNA. There are both endogenous and exogenous sources of replication stress. Endogenous sources of replication stress include DNA damage, replication-transcription collision, protein-DNA barriers, and inter-strand crosslinks. Exogenous sources include UV radiation which induces intrastrand crosslinks, hydroxyurea (HU) which depletes the dNTP pool, methyl methanesulfante (MMS) which alkylates DNA bases, and camptothecin (CPT) the Topoisomerase 1 inhibitor, among others. Outlined below are different consequences of replication stress and how the cell responds to them.
1.4.1 Replication Fork Stalling

Completion of DNA synthesis is crucial in maintaining genome stability and survival. Obstacles to DNA replication can result in replication fork stalling that can often be overcome by resuming DNA synthesis. If replication cannot be resumed and the replication fork becomes non-functional this can result in replication fork collapse. In the majority of cases these collapsed replication forks can be rescued by a convergent replication fork completing DNA synthesis of the intervening region. Not all licensed origins are used in the absence of replication stress, and are termed dormant origins. These dormant origins can fire in situations such as that of an arrested replication fork to allow completion of DNA replication of the downstream region (Ge et al., 2007, Woodward et al., 2006). However, in regions of the genome with a low level of origins capable of producing another replication fork, or when two convergent forks collapse without an intervening origin, replication fork restart is required (discussed in section 1.6).

Common fragile sites (CFS) are regions of the mammalian genome associated with a high degree of genomic instability. These sites have been associated with increased replication fork pausing and a decrease in the efficient activation of additional origins to complete replication (Ozeri-Galai et al., 2011, Palakodeti et al., 2010). This can result in un-replicated regions of the genome persisting into mitosis, resulting in the formation of ultra-fine bridges between the sister chromatids (Chan et al., 2009). During mitosis these UFBs can subsequently break introducing DNA lesions into the two daughter cells (Lukas et al., 2011, Moreno et al., 2016). Therefore, in order to maintain genome stability completion of DNA synthesis is critical.

Additionally, it has become clear that dNTP pools in the cell are a limiting factor for DNA replication, and tight regulation of their levels are important for maintaining efficient rates of replication and allowing origin firing under replication stress (Poli et al., 2012). Although regulation of dNTP levels varies slightly between budding and fission yeast, their dysregulation results in similar detrimental effects across eukaryotes. Overactivity of CDK can increase origin firing and deplete dNTP levels resulting in slow replication
fork progression and an accumulation of DNA double strand breaks (Beck et al., 2012). Additionally, inhibition of ribonucleotide reductase (RNR), responsible for catalysing the production of dNTP, results in increased spontaneous mutation rates (Holmberg et al., 2005). On the other hand, increased dNTP pools can increase rates of replication and mutagenesis, and appear to be a method employed as a means of overcoming replication stress (Chabes et al., 2003, Davidson et al., 2012, Poli et al., 2012). Increased dNTP pools by upregulating RNR activity increases the cells tolerance to continue replication in the presence of DNA lesions resulting in an accumulation of mutations. Moreover, dNTP pools and mutation rates are increased upon deletion of genome stability genes suggesting it is a method employed to overcome replication stress and avoid cell death. This is in line with findings that the RRM2 subunit of RNR when overexpressed can induce tumorigenesis in mice in vivo and has been found to be upregulated in several human cancers (Fujita et al., 2010, Jones et al., 2012, Kidd et al., 2005, Xu et al., 2008).

1.4.2 Checkpoint Response to Replication Stress

There are several checkpoints throughout the cell cycle to ensure correct and timely transitions between each phase of the cell cycle. The intra-S phase checkpoint is important for ensuring the correct completion of DNA replication before entry into mitosis. Upon replication stress this checkpoint is important for delaying the cell cycle to allow time for replication to overcome any obstacles and complete replication of the genome. Dysfunction of this checkpoint can lead to incomplete chromosome duplication and premature entry into mitosis resulting in the production of chromosome bridges and the mis-segregation of chromosomes (Eykelenboom et al., 2013). The intra-S phase checkpoint is also important for preventing replication errors by promoting the transcription of DNA replication and repair proteins to repair DNA damage and allow stalled replication forks to restart (Allen et al., 1994, de Bruin et al., 2008, Huang et al., 1998).

The importance of checkpoint signalling to maintain genome stability is evident in human cells whereby loss of the intra-S phase checkpoint kinase, ATR (ataxia
telangiectasia and Rad3 related), results in cell lethality (Cortez et al., 2001). Evidence suggests replication fork stalling can lead to uncoupling of the MCM helicase and repli cative polymerases resulting in increased ssDNA and activation of the S phase checkpoint (Byun et al., 2005). Moderate replication stress that results in slow moving replication forks activates ATR in the DNA Replication Checkpoint (DRC) to prevent collapse of replication forks and accumulation of ssDNA (Koundrioukoff et al., 2013). Additionally, inactivation of ATR in S phase upon replication stress results in incomplete DNA replication, suggesting the checkpoint plays a key role in stabilising replication forks and preventing their collapse (Couch et al., 2013).

ATR and its partner ATRIP (ATR interacting protein) are integral to the S phase checkpoint (Figure 1.4). In S. pombe Rad3 (HsATR, ScMec1) and Rad26 (HsATRIP, ScDdc2) form a complex (Edwards et al., 1999) and is activated upon HU treatment which results in S phase inhibition (al-Khodairy and Carr, 1992, Enoch et al., 1992). Additionally, Rad9, Rad1 and Hus1 forms a ring-shaped complex termed the 9-1-1 complex that also interacts with Rad17 (Caspari et al., 2000). Rad17 is related to the replication factor C (RFC) proteins that form a complex known as the clamp loader responsible for loading PCNA onto DNA at the replication fork (Griffiths et al., 1995). Rad17 is important for the recruitment of the 9-1-1 complex to damaged DNA and its phosphorylation by Rad3 is dependent on Hus1 (Zou et al., 2002). The 9-1-1 complex forms a similar structure to the DNA binding clamp, PCNA (Dore et al., 2009) and is loaded at the 5’ end of junctions between dsDNA and RPA-coated ssDNA by Rad17 (Majka et al., 2006, Zou et al., 2003). Subsequently, the 9-1-1 complex is phosphorylated by Hsk1 (DDK) to release the complex from DNA and allow downstream repair processes (Furuya et al., 2010, Lee et al., 2007). TopB1 has also been shown to bind to Rad9 as well as ATR and be important for its activation (Delacroix et al., 2007, Lee et al., 2007). Activation of Rad3 is important to activate downstream effector kinases in response to both DNA damage (Chk1) and replication inhibition (Cds1) (Martinho et al., 1998). Cds1 has been shown to be specifically phosphorylated and activated in S phase in the presence of DNA damage resulting in slowing of S phase progression (Lindsay et al., 1998).
Figure 1.4. Intra-S Phase Checkpoint Response. Replication fork showing the key proteins involved in activating the checkpoint. In the event of uncoupling of polymerase and CMG helicase (Mcm2-7 = purple, Cdc45 = orange, GINS = green) activity extended regions of RPA-coated ssDNA (yellow circles) are produced. 9-1-1 complex is loaded at 5’ dsDNA-ssDNA junctions by Rad17. TopBP1 is important for checkpoint activation and binds 9-1-1 and Rad3. Rad3 and Rad26 are a complex recruited downstream of 9-1-1 loading and result in activation of the Cds1 effector kinase that is recruited to the replication fork via its interaction with Mrc1 and the FPC (Swi1/Swi3). Pol α is also available to provide additional appropriate templates for 9-1-1 loading on the leading strand. Activation of the checkpoint results in replication fork stabilization, inhibition of cell cycle progression and induction of DNA repair proteins.
Stalled replication forks can result in increased ssDNA due to helicase polymerase uncoupling and activation of ATR. The nature of lagging strand synthesis provides the correct 5’ ds-DNA-ssDNA primer template for 9-1-1 loading, but this is not the case for the leading strand. Therefore, it is not surprising that Polα was also found to be involved in this checkpoint response by synthesising the DNA primers on unwound leading strand DNA to provide the correct template for 9-1-1 loading (Yan and Michael, 2009). However, not all replication fork stalling results in uncoupling of polymerases and helicases, such as stalling at inter-strand crosslinks. Here, little ssDNA is produced to activate the intra-S phase checkpoint. However, processing of replication forks stalled at inter-strand crosslinks require further processing to produce RPA-coated ssDNA that can then activate the checkpoint (Ben-Yehoyada et al., 2009). It is also known that abrogation of the intra-S phase checkpoint can result in collapse of replication forks sometimes manifesting as reversed replication forks (Sogo et al., 2002). Recently, Dna2 nuclease has been found to be directed to stalled forks by Cds1 to stabilise replication forks and prevent fork reversal (Hu et al., 2012). However, Dna2 is also required to fully activate ATR (ScMec1) in budding yeast (Kumar and Burgers, 2013). This could suggest parallel roles of Dna2 in both being activated by the checkpoint and also in playing a role in its activation by providing the correct substrate for 9-1-1 loading at regressed replication forks.

Additionally, Mrc1, a replisome component implicated in replication fork protection, has been found to directly interact with Cds1 and be required for its activation by Rad3 (Tanaka and Russell, 2001). Similarly, Swi1/Swi3 the replication fork protection complex is also required for efficient activation of Cds1 (Noguchi et al., 2004). Full activation of Rad3 and its downstream effector kinase allows induction of phosphorylation of a vast array of proteins involved in cell division, origin firing, and DNA damage repair such as homologous recombination proteins (Willis et al., 2016). One of the proteins identified as a phosphorylation target is Cdc18 important for origin firing, which is in line with the fact the intra-S phase checkpoint slows S phase progression. Furthermore, Cdc25 a key protein for progression into S phase was previously identified to be inhibited by Cds1 (Kumar and Huberman, 2009). Additionally, repair proteins are also recruited to stalled
replication forks via phosphorylation of histone H2AX (γH2AX) by Rad3 (Roenzhak et al., 2010).

1.5 Replication Fork Barriers

There are many barriers to DNA replication that result in replication fork stalling. Replication fork stalling is characterised by the ability of a replication fork to be stabilised and resume DNA replication. This stabilization can occur by activation of the intra-S phase checkpoint outlined above. However, failure of the checkpoint can result in collapsed replication forks that are unable to resume DNA synthesis. In these scenarios it has been shown that collapse of a replication fork does not mean the replisome falls apart, instead it appears to remain associated with the replication fork (De Piccoli et al., 2012). Some barriers to replication forks include: DNA damage to specific bases, repetitive sequences that form secondary structures, transcription, DNA:RNA barriers, and protein-DNA barriers. The effect this has on the replication fork and the methods used to overcome these barriers vary between each scenario and will be summarised below.

1.5.1 DNA Damage

DNA damage is a type of replication stress that manifests as a lesion in the DNA capable of stalling polymerases, such as cyclobutane pyrimidine dimers (CPD) that are produced from UV irradiation. After exposure to UV the resulting DNA has been observed to be replicated discontinuously in both leading and lagging strands, resulting in ssDNA gaps in the daughter DNA (Lehmann, 1972, Rupp and Howard-Flanders, 1968). If the lesion occurs on the lagging strand template the cells can continue replication in the canonical manner and re-prime and extend using Polδ as in unperturbed conditions. This has been evidenced by the replisome efficiently bypassing a lagging strand specific roadblock in *Xenopus* egg extracts (Fu et al., 2011). However, how a leading strand lesion is overcome is more problematic due to the continuous nature of replication of this strand. Recent experiments have confirmed re-priming can occur downstream of a leading strand.
lesion to allow replication to continue (Taylor and Yeeles, 2018). However, Polα appears to be fairly inefficient at this process. Evidence suggests an additional primase existing in some eukaryotes, termed PrimPol, to be the primary method of re-priming to bypass DNA lesions (Bianchi et al., 2013). Re-priming past these types of lesions results in short ssDNA gaps in the DNA that are repaired by post replication repair (PRR) mechanisms outlined below.

1.5.2 Repetitive Sequences and Secondary Structures

There are many different circumstances that result in blocking of DNA replication. These can include repetitive sequences that form secondary structures such as guanine-rich regions that form G-quadruplexes (G4). These can perturb DNA replication particularly in the context of a leading strand G-quadruplexes (Lopes et al., 2011). Evidence from yeast models suggest G4 quadruplexes can be efficiently resolved using the Pif1 (SpPfh1) DNA helicase, due to Pif1 binding sites correlating with G4 sites and elevated levels of mutagenesis in cells lacking Pif1 (Paeschke et al., 2013, Paeschke et al., 2011, Wallgren et al., 2016). Other naturally forming secondary structures in DNA include inverted repeats that can fold to form DNA hairpins or cruciforms (Lilley, 1980, Panayotatos and Wells, 1981). These structures result in replication fork stalling (Voineagu et al., 2008) and DNA breaks that require recombination for repair (Lobachev et al., 2002).

1.5.3 Transcription-Replication Collisions

Additionally, collisions between replication and transcription machinery can block replication fork progression and result in recombination (Prado and Aguilera, 2005). These types of collisions are inevitable when considering the identification of human genes that take more than one cell cycle to be fully transcribed (Helmrich et al., 2011). Therefore, processes to deal with this kind of replication stress must have evolved. Topoisomerase I (TopI) is one such protein that relaxes DNA supercoiling to reduce topological stress, and appears to limit genomic instability that can arise from these types of collisions by suppressing R-loop formation (Tuduri et al., 2009). R-loops can
form during transcription when the transcript hybridises to the template strand forming an RNA:DNA hybrid, leaving the other strand as ssDNA. Other processes have evolved including RNA interference, which promotes heterochromatic silencing and release of RNA Pol II from the DNA to allow replication to continue without the need for recombination (Zaratiegui et al., 2011).

Transcription-replication collisions can occur in either a head-to-head orientation or a head-to-tail orientation, whereby they are travelling in the opposite or the same direction, respectively. There is much debate over which is more detrimental to the cell, however, a genome wide study in yeast identified equal levels of pausing at these locations regardless of the orientation of collision (Azvolinsky et al., 2009). However, an in vivo study using S. cerevisiae tRNA genes found fork pausing only when collision were head-to-head (Deshpande and Newlon, 1996). Conversely, R-loops formed during transcription have been found to be detrimental to replication and lead to genome instability and recombination specifically when replication and transcription are co-directional in both E. coli and human cells (Gan et al., 2011). This could be due to the RNA transcript being used as a primer for resuming replication upon collisions with transcription, specifically occurring when co-directionally orientated (Pomerantz and O'Donnell, 2008). The re-hybridized RNA transcript can be digested by RNase H or unwound by the RNA-DNA helicase Senataxin to overcome these problems and prevent genome instability (Alzu et al., 2012, Huertas and Aguilera, 2003).

1.5.4 Protein-DNA RFBs

1.5.4.1 E. coli Tus/Ter RFB and rDNA

E. coli have evolved a natural polar protein-DNA replication fork barrier composed of the Ter sequence bound by the Tus protein, to organise replication termination to allow efficient chromosome segregation (Hill and Marians, 1990). Furthermore, use of the Tus/Ter RFB in mammalian cells supports HR initiation as the method of rescuing collapsed replication forks via fork reversal and template switch mechanisms of repair (Willis et al., 2018). However, when used in S. cerevisiae replication fork pausing at
Tus/Ter is independent of the replication fork protection complex protein Tof1 (SpSwi1) in contrast to other polar protein-DNA RFB’s outlined below (Larsen et al., 2014).

1.5.4.2 Ribosomal DNA (rDNA)

If replication and transcription are not co-ordinated, collisions between the two machineries can happen as outlined above. Most eukaryotic cells contain replication barriers in the spacer regions of transcriptional units to co-ordinate orderly replication and transcription during S phase. In S. pombe, the ribosomal DNA (rDNA) contains four polar replication fork barriers (Ter1, Ter2, Ter3 and RFP4) that block replication travelling in the opposite direction to transcription (Figure 1.5). The fork protection complex proteins Swi1 and Swi3 are required for replication fork pausing at Ter1-3 (Krings and Bastia, 2004). Switch-activating protein 1 (Sap1) is an essential protein in S. pombe associated with mating-type switching and has been found to bind to and cause polar fork arrest at Ter1 (Arcangioli et al., 1994, Krings and Bastia, 2005). Furthermore, the transcription termination factor Reb1 is responsible for polar barrier activity at Ter2/3 (Sanchez-Gorostiaga et al., 2004). No trans-acting factor has been identified for RFP4, and it does not appear to block replication forks in a plasmid assay, thus pausing at this site may just be a result of failure of the Ter1-3 blocking replication resulting in transcription-replication collisions (Krings and Bastia, 2005).
1.5.4.3 Replication Termination Sequence 1 (RTS1)

Replication Termination Sequence 1 (RTS1) is located at the mating type locus of fission yeast to ensure replication of the locus occurs in the correct orientation to allow mating type switching to occur. The RTS1 RFB is polar in nature, only blocking replication forks travelling from a single direction (Dalgaard and Klar, 2001). The RTS1 sequence is bound by the trans-acting factor Rtf1 which mediates barrier activity (Figure 1.6). Fork protection complex (FPC) proteins Swi1 and Swi3 that travel with the replication fork are also essential for the RF blocking capacity of RTS1 (Dalgaard and Klar, 2000). Additionally, the protein Mrc1 that interacts with both Swi1 and Swi3 has been shown to reduce but not completely eliminate the levels of pausing at RTS1 (Zech et al., 2015). Another protein, Rtf2, originally suggested to bind the RTS1 sequence, similarly enhances the blocking signal at RTS1 (Inagawa et al., 2009). However, the precise mechanism behind how Rtf2 exerts this function is yet to be fully elucidated. Replication forks stalled at RTS1 require homologous recombination for restart and is outlined below.

Figure 1.6. Replication Termination Sequence 1 (RTS1) Replication Fork Barrier. Schematic of the S. pombe RTS1 RFB that acts as a polar replication fork barrier when bound by the protein Rtf1. RTS1 consists of two key regions: A and B. Region B contains 4 blocking motifs that are bound by Rtf1 and are essential for barrier activity. Region A was originally proposed to enhance blocking capacity of RTS1 and bind Rtf2, but has here been found to be dispensable for barrier activity. The fork protection complex proteins Mrc1, Swi1/3 are also important for efficient blocking of replication forks at RTS1.
1.6 Overcoming Obstacles to Replication

There are several types of obstacles the cell needs to overcome in order to complete replication of the entire genome (described above). Some types of obstacles are removed or resolved prior to replication. If they are not removed before the replisome encounters them this can result in replication fork stalling or collapse. There are several mechanisms employed at the replication fork to overcome obstacles and ensure replication completion, including lesion bypass mechanisms and subsequent post-replicative repair. However, if stalled forks are not stabilised or rescued by a convergent replication fork, they can be prone to collapse and require homologous recombination restart mechanisms to complete replication of the downstream region. Outlined below are different mechanisms the cell can utilise in order to overcome these obstacles to replication.

1.6.1 Non-Homologous End-Joining (NHEJ)

Non-homologous end joining (NHEJ) is a method of DSB repair that ligates the two broken DNA ends together without the need for a homologous sequence to replicate across the region. This method of repair can lead to a few nucleotide deletions due to the DSB ends not being completely complimentary and requiring some processing before ligation. NHEJ is rarely used in *S. pombe* as a sister chromatid is present for the majority of the cell cycle due to a very short G1 phase and long G2 phase, making error-free HR (discussed below) the preferred method of repair. The Ku70/80 (SpKu70/80) heterodimer forms a ring structure and binds to the DSB ends (Walker et al., 2001). In human cells, recruitment of DNA-PKcs (DNA-dependent-protein kinase, catalytic subunit) to Ku bound dsDNA ends constitutes the DNA-PK complex that bridges the two DNA ends together (Gottlieb and Jackson, 1993, Yaneva et al., 1997). There is no DNA-PKcs in either budding or fission yeast. However, the MRN (Mre11-Rad50-Nbs1) (ScMRX, Mre11-Rad50-Xrs2) complex in budding yeast has been implicated in bridging the two ends together instead of DNA-PKcs (Chen et al., 2001). In fission yeast, the MRN complex
has been shown to be dispensable for NHEJ due to deletions of the subunits having no impact on NHEJ proficiency in a plasmid-based assay (Manolis et al., 2001). The MRN complex has only been implicated in fission yeast in the context of capped DSB ends that form hairpin structures that require opening before ligation can occur (Runge and Li, 2018). In human cells, once the two DSB ends have been brought together they are ligated by the action of Ligase IV-XRCC4 complex to seal the break. There is no XRCC4 in fission yeast, but it does contain Xlf1, a protein with structural similarity to XRCC4, and both Xlf1 and Lig4 (HsLigase IV) are implicated in NHEJ (Hentges et al., 2014, Manolis et al., 2001). NHEJ is specifically suppressed in human cells at replication associated breaks to avoid toxic NHEJ which can result in incorrect ligation of broken ends producing aberrant chromosome fusions and cell death (Balmus et al., 2019).

1.6.2 Post Replicative Repair

Although DNA damage is an obstacle to replication, it does not necessarily result in stalling of the replication fork. Some forms of DNA damage can be repaired ahead of the replication fork by nucleotide excision repair (NER) or base excision repair (BER). If the damage is not repaired, some small DNA lesions can be bypassed by the replicative polymerases. These lesions are often repaired later by post replicative repair (PRR) mechanisms. This is due to the replicative polymerases inefficiently incorporating DNA bases opposite non-canonical bases. Although, Polδ has been shown to be able synthesise across some forms of DNA damage including abasic sites, as well as an increased ability to deal with UV damage when lacking its proofreading ability (Hirota et al., 2016). However, bulky lesions can block the advancing replication fork and result in the use of lesion tolerance mechanisms, including translesion synthesis (TLS) or HR-mechanisms to allow replication to continue and the damage is repaired later.

Sometimes the main replicative polymerases fail to synthesise past bulky DNA damage due to lesions or adducts on the DNA that are more efficiently bypassed by other polymerases with a larger active site. These include the TLS polymerases which are capable of incorporating bases opposite these sites. There are 5 main polymerases identified in eukaryotes that perform TLS: Polζ, Polη, Polι, Polκ, and REV1 (Prakash et al.,
Regulation of these polymerases and their recruitment to the replication fork relies heavily on modifications to the PCNA sliding clamp. These modifications are also a key regulator in the decision of whether to commit to error-prone TLS or error-free HR-protein dependent template switch pathway. Mono-ubiquitination of PCNA at Lysine 164 by Rad6/Rad18 directs repair towards TLS in *S. cerevisiae* by providing the optimal binding site for these polymerases (Kannouche et al., 2004, Watanabe et al., 2004). However, poly-ubiquitination by the ubiquitin conjugating enzymes Rad6, Mms2 and Ubc13, induces the error free pathway of template switching which uses the sister chromatid to complete replication of the region (Hoege et al., 2002).

Conversely, in *S. pombe* polyubiquitination of PCNA has been shown to also promote TLS highlighting key differences between organisms in dealing with these types of lesions (Coulon et al., 2010). Additionally, a recent study in *S. cerevisiae* found ubiquitination of Lysine 63 to be important independently and in terms of its linkage to ubiquitinated Lysine 164 in promoting template switch pathway of repair (Takahashi et al., 2020). The pathway of how polyubiquitination drives the error-free pathway of repair is not completely clear. Evidence suggests inhibition of TLS polymerases such as has been seen for Polη may arise from polyubiquitination of PCNA trapping it in its inactive state so it is unable to perform TLS, thus favouring template switch mechanisms of repair (Yang et al., 2014). Additionally, TLS polymerases have recently been shown to be important for the correct chromosome segregation during meiosis (Mastro et al., 2020).

1.6.3 Homologous Recombination (HR)

Homologous recombination is a DNA repair method used on a variety of different DNA lesions. These include both DNA double strand breaks (DSBs) and single stranded DNA (ssDNA) gaps. Stalled or collapsed replication forks can result in ssDNA gaps that result in recombination for repair (Fabre et al., 2002). Additionally, homologous recombination proteins are important for maintaining efficient replication fork movement even in the absence of any blockade to their progression, as evidenced from a decreased velocity when HR is defective (Daboussi et al., 2008). HR mechanisms have
Figure 1.7. Overview of Homologous Recombination Methods of Repair of a DSB. A double strand break is first resected to create 3' overhangs. This can be directed towards the SSA pathway for annealing of homologous ssDNA overhangs and flap cleavage. Alternatively, the overhangs can be coated by Rad51 to create the presynaptic filament that performs strand invasion into a homologous template and D-loop formation. After elongation of the invaded strand it can release from the template DNA and reanneal with the second end of the break, termed SDSA. Alternatively, the second end is captured by the D-loop ssDNA and forms a double Holliday junction. This can be dissolved by Sgs1-Rmi1-Top3 by branch migration and decatenation to form a non-crossover product. Resolution of the double Holliday junction by either Mus81-Eme1 (cleaves at the crossover) or Yen1 (cleaves non-crossover template) can result in both crossover or non-crossover products.
been most extensively studied in the context of a DSB: resection of the DNA ends must first occur in order to produce a suitable 3’ end for strand invasion. The key steps in homologous recombination outlined below include, presynaptic filament formation, strand invasion and production of a D-loop, followed by Holliday junction formation and resolution (Figure 1.7).

1.6.3.1 Presynaptic Filament Formation

Rad51 is a highly conserved protein that has the capacity to bind both dsDNA and ssDNA in an ATP-dependent manner, with ssDNA binding being the functionally relevant formation that allows strand invasion into a homologous template (Benson et al., 1994, Sauvageau et al., 2005, Sung and Robberson, 1995). Rad51 forms a helical filament on ssDNA often referred to as the presynaptic filament. However, RPA acts as an inhibitory factor for strand exchange of the presynaptic filament due to RPA and Rad51 both competing for binding to ssDNA. Although, RPA has also been found to promote the reaction, possibly by removing secondary structures on the ssDNA (Sugiyama et al., 1997). RPA generally outcompetes Rad51 for binding to ssDNA, and has been shown that the Rad52 protein is needed to promote exchange of Rad51 on ssDNA to enable strand invasion (Song and Sung, 2000).

Rad52 is known to directly bind and interact with Rad51, ssDNA and DNA bound RPA to facilitate presynaptic filament formation (Seong et al., 2008, Shinohara et al., 1992). In the context of DSB repair, Rad52 is also important in mediating capture of the second end to form a joint molecule (McIlwraith and West, 2008, Nimonkar et al., 2009). Additional Rad51 paralogues also aid in the nucleation of Rad51 onto RPA-coated single stranded DNA including Rad55 and Rad57 which form a stable heterodimer (Sung, 1997). These proteins have been shown to work together with the Shu complex, a complex of four proteins containing a further two Rad51 paralogues that promote HR (Shor et al., 2005), to facilitate presynaptic formation and strand invasion (Gaines et al., 2015). Rad55-Rad57 heterodimer also acts to oppose the antirecombinase activity of Srs2 that uses its translocase activity to disassemble Rad51 presynaptic filaments (Liu et al., 2011). Additionally, Swi5-Sfr1 complex has been identified as mediator proteins that
directly bind and stabilise Rad51-ssDNA presynaptic filaments and stimulate the strand exchange reaction (Haruta et al., 2006, Kurokawa et al., 2008).

### 1.6.3.2 Homology Search and Strand Exchange

Production of the presynaptic filament provides the correct substrate for invasion into a homologous template. When the sister chromatid is available, this provides the optimal template for homologous recombination. Evidence suggests that during homology search, chromosome mobility is increased within the nucleus allowing the DNA end to find an appropriate template to invade (Mine-Hattab and Rothstein, 2012). When searching for homology, the Rad51 presynaptic filament samples several sites in the genome until it finds regions with at least 8 nucleotides of microhomology, committing to strand invasion in 3 nucleotide steps once a 9th nucleotide is matched (Qi et al., 2015). Once strand invasion has occurred, the non-template strand is displaced as a D-loop that is stabilised by coating with RPA to prevent secondary structure formation (Eggler et al., 2002).

Rad54 is another ATPase associated with recombinational repair processes that acts to displace Rad51 bound to template dsDNA (Solinger et al., 2002). The dsDNA translocase activity of Rad54 allows removal of Rad51 from dsDNA to simultaneously promote D-loop formation and allow strand exchange to occur (Wright and Heyer, 2014). In the context of double strand breaks, once the first end has successfully invaded the template strand, the second end of the break then needs to be captured. If this does not occur, synthesis dependent strand annealing can be used as outlined below. Rad52 has been shown to be important for directing the second end of the break to the RPA-coated ssDNA of the D-loop at the location where the first end has invaded (Nimonkar et al., 2009). Replication of the region is subsequently completed and DNA strands ligated, resulting in the formation of two four way DNA junctions termed a double Holliday Junction (Duckett et al., 1988).
1.6.3.3 Holliday Junction Resolution & Dissolution

It is imperative that the Holliday junctions are efficiently resolved before entry into mitosis, otherwise the joint molecules can result in aberrant separation of the sister chromatids and genome instability (Wechsler et al., 2011). Holliday junctions are processed in two different ways that has an impact on exchange of genetic material: dissolution resulting in non-crossover products, and resolution resulting in either crossover or non-crossover products. Dissolution in \textit{S. cerevisiae} relies on the Sgs1-Top3-Rmi1 complex (Cejka et al., 2010). To dissolve the Holliday junction, the two branches must migrate toward each other. The unwinding of the two branched molecules towards each other by the helicase activity of Sgs1 (SpRqh1) relies on Top3-Rmi1 to remove torsional stress between the two junctions (Cejka et al., 2010, Cejka et al., 2012, Tang et al., 2015). These studies found Top3-Rmi1 to be important for the last steps of dissolution once the joint molecules have migrated to one another forming a hemicatenane, with RPA also stimulating dissolution. This method specifically results in non-crossover products resulting in genetic material from each chromatid not being exchanged.

Resolution of Holliday junctions relies on the action of structure specific nucleases to disentangle the DNA strands. One such nuclease complex is Mus81-Mms4 (\textit{S. pombe} Mus81-Eme1), that preferentially cleaves 3’ flaps and nicked Holliday junctions (Fricke et al., 2005). In \textit{S. pombe} activation of Mus81-Eme1 occurs by phosphorylation of Eme1 by Cdc2 and Rad3 (Dehe et al., 2013). Another nuclease complex, Slx1-Slx4, cleaves branched DNA molecules, favouring Y-shaped structures and 5’ flaps (Fricke and Brill, 2003). Additionally, a nuclease found in \textit{S. cerevisiae} (Yen1) and humans (GEN1) but not \textit{S. pombe}, favours cleavage of Holliday junctions on the non-crossover strand (Rass et al., 2010). The concerted action of these nucleases can result in either non-crossover products as with dissolution, or crossover products resulting in exchange of genetic material between the sister chromatids.
1.6.3.4 Single Strand Annealing (SSA)

Single-strand annealing pathway of repair is used when there are sites of homology on either side of the break and results in deletions of the intervening regions making this a highly mutagenic repair process. This process does not utilise a dsDNA template. Instead, after the broken arms have been resected, the 3’ overhangs of each strand anneal together (Figure 1.7). Subsequently, the non-homologous overhangs are cleaved to allow replication of the ssDNA gaps and ligation to complete replication of the region. Cleavage of the overhangs is carried out by the structure specific endonuclease Rad1-Rad10 that is targeted to 3’ dsDNA-ssDNA junctions (Bardwell et al., 1994). Converse to other HR methods, Rad51, Rad54, Rad55, and Rad57 are not needed for SSA, presumably due to the lack of need for presynaptic filament formation as there is no strand invasion step (Ivanov et al., 1996). Instead, Rad52 co-operates with RPA to allow efficient annealing of the complementary ssDNA overhangs (Shinohara et al., 1998).

1.6.3.5 Synthesis Dependent Strand Annealing (SDSA)

In the context of double strand breaks the second end is not always captured as described above. Instead, the invaded DNA strand can dissociate from the template DNA and anneals with the second end of the DNA break to complete DNA synthesis followed by ligation of the two ends (Figure 1.7). This method of repair results in non-crossover products. The cell may be directed to this method of repair via disruption of the D-loop which stops the second end from being captured. This can result from the action of helicases including ScSrs2, ScMph1, SpFml1, and HsBLM that promote non-crossover formation to avoid loss of heterozygosity characteristic of tumour cells (Ira et al., 2003, LaRocque et al., 2011, Lorenz et al., 2012, Prakash et al., 2009). Additionally, Top3 (Topoisomerase III), a protein capable of nicking ssDNA, has been found to also promote D-loop dissolution (Fasching et al., 2015).
1.6.4 Break Induced Replication (BIR)

Break induced replication (BIR) is used after production of a break whereby only one side of the break can find a homologous template for repair (Figure 1.8). Initiation of BIR occurs by 5’-3’ resection of the double strand break (DSB) to produce an available 3’ ssDNA end for homology search and strand invasion (Chung et al., 2010). Rad52 is required for all BIR events to allow the ssDNA end to invade the homologous template (Malkova et al., 1996). However, there are both Rad51-dependent and Rad51-independent BIR events, with the former being the more efficient method of repair (Malkova et al., 2005). Additionally, RPA has been found to be important for the initial steps of BIR presumably due to its role in aiding the loading of Rad51 onto ssDNA to allow strand invasion to occur (Ruff et al., 2016).

The mode of replication during BIR involves a migrating D-loop resulting in conservative replication, whereby the leading strand is synthesised first with subsequent lagging strand synthesis (Donnianni and Symington, 2013, Saini et al., 2013, Wilson et al., 2013). However, the usage of polymerases during this process is different from that of canonical replication. During BIR, Polε was shown to not be required for the replication of the initial kilobases of DNA, but it was thought to be important for longer range DNA synthesis (Lydeard et al., 2007). This study suggested that Polδ performs leading strand DNA synthesis after initiation of BIR with Polε having a more important role after replication has stabilised. However, a recent study suggests that both leading and lagging strands are replicated by Polδ during BIR, with little or no contribution from Polε over genomic regions of up to 60 Kb (Donnianni et al., 2019). Polδ has been implicated in being important for BIR in several studies. In particular, the non-essential subunit Pol32 has been shown to be essential for BIR (Lydeard et al., 2007). Pol32 is dispensable for S-phase synthesis but plays an important role in G2 when Polδ performs replication using strand displacement (Stith et al., 2008). Furthermore, the helicase Pif1 has been shown to be essential to allow D-loop migration and synthesis by Polδ after BIR initiation in S. cerevisiae (Wilson et al., 2013). Additionally, Polα-primase is essential for BIR (Lydeard et al., 2007). This is to be expected to allow completion of lagging strand synthesis, however, another study failed to detect strand invasion events when
Figure 1.8. Break Induced Replication (BIR) Schematic. BIR occurs when only one end of a DSB is available for repair. First, 5’ end is resected to provide a 3’ ssDNA overhang for presynaptic filament formation and strand invasion into a homologous template and D-loop formation. Completion of DNA synthesis continues to the end of the template by bubble migration. The second strand of the break is then synthesised using the newly synthesised leading strand as a template to complete replication of the region. Both the leading and lagging strands are replicated using Pol δ (blue lines).
depleting Polα. This is surprising due to the invading strand providing the 3’ DNA end sufficient for elongation. However, due to strand invasion producing ssDNA coated by RPA (Ruff et al., 2016) it is not surprising that Polα can be recruited to these intermediates. Additionally, recent evidence in *Xenopus laevis* has shown Polα to directly interact with Rad51 (Kolinjivadi et al., 2017) which could aid recruitment of HR proteins to the strand invasion event if this aspect is conserved in yeast.

Break induced replication has also been shown to be associated with an increased level of mutagenesis due to multiple rounds of strand invasion and dissociation from the template DNA, termed template switching (Smith et al., 2007). The Mus81 endonuclease is known to limit mutagenesis arising from template switching associated with BIR (Mayle et al., 2015). In this assay a single stranded DNA nick was introduced which can produce a single-ended DSB when the replication fork encounters it. Mus81 is proposed to prevent BIR continuation and allow resolution by termination with a convergent replication fork. Conversely, the FANCM-related DNA helicase Mph1 has been shown to promote template switching during BIR (Stafa et al., 2014). This could be due to the action of both Mph1 and Sgs1 helicases in driving repair away from BIR methods, favouring gene conversion methods of repair (Jain et al., 2016). Additionally, due to the asynchronous nature of BIR via bubble migration, whereby leading strand replication occurs first followed later by lagging strand synthesis, large amounts of ssDNA can be produced. Rad51 bound to this ssDNA would promote strand invasion that could produce toxic joint molecules for the cell. Srs2 helicase acts to suppress these events by dislodging Rad51 from ssDNA preventing its invasion into template DNA, thus limiting mutagenesis associated with BIR (Elango et al., 2017).

### 1.6.5 HR-Restart at RTS1

Replication fork stalling at *RTS1* does not result in the production of a DNA break (Ait Saada et al., 2017, Mizuno et al., 2009, Teixeira-Silva et al., 2017, Tsang et al., 2014). However, homologous recombination is crucial in allowing the restart of these replication forks (Figure 1.9). In terms of fork protection, Rad51 DNA-binding activity has been shown to be important in limiting excessive ssDNA production and allowing
Figure 1.9. HR-Restart at RTS1 Replication Fork Barrier (RFB). Replication forks stall at the polar RTS1 RFB and require HR for restart. First, replication fork reversal occurs producing a chicken foot structure that is subject to resection. The remaining 3’ ssDNA of the leading strand can then invade the homologous DNA from which it was originally synthesised. Original synthesis of the leading strand by Pol ε (red lines) now switches to Pol δ (blue lines) to continue replication of the downstream region. This establishes the restarted replication fork with lagging strand replication subsequently completed using Pol δ.
efficient fork merging with a convergent replication fork (Ait Saada et al., 2017). Additionally, in terms of restart at RTS1, Rad51 strand exchange activity is important to allow presynaptic filament formation to enable restart (Ait Saada et al., 2017, Lambert et al., 2010). Rad52 is important for both merging of the arrested RF with a convergent RF, and allowing loading of Rad51 for the strand exchange reaction and RF restart (Ahn et al., 2005, Lambert et al., 2010). Retention of both Rad51 and Rad52 at the RTS1 arrested RF has recently been shown to be dependent on the unloading of PCNA by Elg1, to counteract the antirecombinase effects of the helicases Srs2 and Fbh1 (Tamang et al., 2019).

However, due to the absence of a break at these stalled forks, fork reversal and regression can provide an appropriate substrate for presynaptic filament formation and strand invasion (Figure 1.9). Reversal of a replication fork would result in a “chicken foot” structure whereby the newly replicated strands anneal together behind the RF. Evidence suggests this structure is initially protected by the Ku protein which binds DNA DSB ends (Teixeira-Silva et al., 2017). Subsequent removal of Ku occurs via the MRN (Mre11-Rad50-Nbs1) complex and Ctp1 to allow the initial resection steps to produce a 3’ ssDNA end for presynaptic filament formation (Teixeira-Silva et al., 2017). More extensive resection can then be carried out by the Exo1 nuclease to allow strand exchange, and is limited by both Rad51 and Rad52 which reduce the time available for resection to proceed (Ait Saada et al., 2017). However, even short tracts of resection by MRN have been shown to be sufficient to allow RF restart and strand invasion (Teixeira-Silva et al., 2017). Additionally, the chromatin remodeler, Fft3, has recently been shown to be important to allow DNA end resection and subsequent restart of RTS1 arrested replication forks (Ait-Saada et al., 2019).

BIR in S. cerevisiae and HR-dependent restart in S. pombe are intrinsically different in several ways. Firstly, replication after HR-restart at RTS1 occurs via semi-conservative replication and thus does not arise via a migrating D-loop (Miyabe et al., 2015). However, as with BIR, Polδ is used to replicate both the leading and lagging strand of the restarted replication fork, with no contribution from Polε (Miyabe et al., 2015).
Converse to BIR, the contribution of Polα to replication of the HR-restarted RFs at RTS1 appears to be minimal in *S. pombe* (Miyabe et al., 2015, Naiman et al., 2020)

Furthermore, both BIR and HR-dependent replication after restart at RTS1 are associated with increased levels of mutagenesis. Due to the formation of a presynaptic filament, the invading strand has been shown to be liable to invading the incorrect template when in the context of repetitive sequences, resulting in chromosomal rearrangements (Iraqui et al., 2012, Lambert et al., 2010, Mizuno et al., 2009, Mizuno et al., 2013). When replication fork restart occurs in the context of inverted repeats, Holliday junction structures are produced that require resolving by Mus81 nuclease (Lambert et al., 2010). Histone deposition by the Chromatin Assembly Factor-1 (CAF-1) can promote stabilization of the joint molecules by protecting them from disruption by the Rqh1 helicase (Hardy et al., 2019).

However, when the RTS1 RFB was tested in the context of the invading strand of the restarted RF having the propensity to switch templates, both Mus81 and Fml1 (Mph1 homologue) had little to no impact on the levels of template switching (Jalan et al., 2019). However, the Whitby lab found deletion of *fml1* to specifically reduce gene conversion events at the site of RF stalling at RTS1, indicative of more rounds of strand invasion than deletion events (Jalan et al., 2019). This is consistent with *S. cerevisiae* studies identifying Mph1 as being important for promoting multiple strand invasion events during BIR (Stafa et al., 2014). Additionally, all template switching events 12.4 Kb away from the site of RTS1 arrest were comparable to WT when either *fml1* or *mus81* were deleted (Jalan et al., 2019). This is similar to the replication produced from BIR stabilizing after roughly 10 Kb (Smith et al., 2007). Similarly, Pfh1 (ScPif1) and Srs2 are also important for efficient restart at RTS1 in *S. pombe* while also suppressing template switching associated with the restarted replication fork (Inagawa et al., 2009, Jalan et al., 2019, Lambert et al., 2010). The helicases Rqh1 and Fbh1 are not required for HR-restart at RTS1, but have been shown to be important for limiting template switching, as well as ectopic recombination associated with the restart (Ahn et al., 2005, Jalan et al., 2019, Lambert et al., 2010, Lorenz et al., 2009).
1.7 Summary

This project aims to utilise the RTS1 RFB to further investigate the mechanisms behind the error-prone nature of the HR-restarted replication fork. An optimised RTS1 system is produced to allow investigation into the restarted replication fork with little interference from canonical convergent replication forks. Polymerase-Usage sequencing of the optimised RTS1 system demonstrates the restarted replication fork uses Polymerase δ to replicate both leading and lagging strands for regions of up to at least 10 Kb downstream of restart. Using this optimised system the results presented here also provide further insight into the key similarities and differences between BIR and HR-restart at RTS1. Cdc27 and PCNA mutants shown to be important for BIR in S. cerevisiae are used to analyse their impact on HR-restart at RTS1. Additionally, the importance of the Rtf2 protein for efficient replication fork barrier activity of RTS1 is demonstrated. Its mechanism of action is shown to not be through Region A of RTS1 as previously suggested. Furthermore, implementation of a proximity-based labelling mass spectrometry method will allow future investigation into the role of Rtf2.
Chapter 2 – Materials & Methods

2.1 Growth Media

2.1.1 Yeast Growth Media

2.1.1.1 Yeast Extract (YE) – Rich Media

- 5.0 g/l Yeast Extract
- 30 g/l Glucose
- 0.2 g/l Uracil
- 0.1 g/l Leucine
- 0.1 g/l Adenine
- 0.1 g/l Histidine
- 0.1 g/l Arginine

2.1.1.3 Yeast Agar Plates

YE media or Yeast Nitrogen Base (YNB) with added:

- 12.5 g/l Difco Bacto Agar

2.1.2 Bacterial Growth Media

2.1.2.1 Luria-Bertani (LB)

- 10.0 g/l Tryptone
- 5.0 g/l Yeast Extract
- 5.0 g/l Sodium Chloride
2.1.2.2 LB Agar (LA) Plates

LB with added:

12.0 g/l Difco Bacto Agar

2.1.3 Drugs & Genotoxic Agents

2.1.3.1 Drugs for Genetic Selection

<table>
<thead>
<tr>
<th>Name</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nourseothricin (NAT)</td>
<td>100 μg/ml</td>
</tr>
<tr>
<td>Geneticin disulphite (G-418)</td>
<td>200 μg/ml</td>
</tr>
<tr>
<td>Phleomycin</td>
<td>200 μg/ml</td>
</tr>
<tr>
<td>5-Fluoroorotic acid (5-FOA)</td>
<td>1 mg/ml</td>
</tr>
<tr>
<td>Ampicillin sodium salt (AMP)</td>
<td>100 μg/ml</td>
</tr>
</tbody>
</table>

*Table 2.1 Drugs Used for Genetic Selection*

2.1.3.2 Genotoxic Agents

<table>
<thead>
<tr>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydroxyurea (HU)</td>
</tr>
<tr>
<td>Methyl Methansulfonate (MMS)</td>
</tr>
<tr>
<td>Camptothecin (CPT)</td>
</tr>
</tbody>
</table>

*Table 2.2 Genotoxic Agents*

2.2 Molecular Cloning Techniques

2.2.1 Restriction Digest

Restriction digests were carried out using enzymes purchased from New England Biolabs (NEB). Manufacturer’s Instructions were followed unless otherwise stated.
2.2.2 DNA Ligation

Restriction digested PCR products and restriction digested plasmid DNA were ligated using T4 DNA Ligase (NEB) in a 1:3 ratio. Manufacturer Instructions were followed and incubated overnight at 16 °C.

2.2.3 E. coli Transformation

Competent DH5α cells were thawed on ice and incubated on ice for 30 mins in Eppendorf tubes containing the DNA mixture. Cells were heat-shocked at 42 °C for 60 secs and immediately placed on ice for 5 mins. 500 μl LB was added and reactions incubated at 37 °C for 30 mins. Cells were then plated onto LB plates with added Ampicillin and grown at 37 °C overnight.

2.2.4 E. coli Plasmid DNA Extraction (Miniprep)

Individual E. coli cells were inoculated in 5 ml LB with supplemented ampicillin (10 μg/ml) and grown at 37 °C overnight. Cultures were pelleted at 4000 x g for 10 mins and resuspended in 200 μl Qiagen Buffer P1 (50 mM Tris.Cl, pH 8.0; 10 mM EDTA; 100 μg/ml RNase A). 200 μl Qiagen Buffer P2 (200 mM NaOH, 1% SDS (w/v)) was added and incubated for 5 mins followed by addition of Qiagen Buffer P3 (3.0 M potassium acetate, pH 5.5). Samples were pelleted (16,000 x g, 1 min) and supernatant transferred into a 1:1 volume of isopropanol. Mixture was inverted 6-8 times, pelleted (16,000 x g, 1 min), and washed with 70% (w/v) ethanol. DNA pellet was then dried in a SpeedVac for 10 min and resuspended in 200 μl ddH₂O with added RNase A (0.5 mg/ml).
2.3 General S. pombe Techniques

2.3.1 S. pombe Genetic Crosses & Random Spore Analysis

Cells from S. pombe strains of opposite mating types were mixed together in 10 μl ddH₂O and incubated on ELN (Extremely Low Nitrogen) plates at 25 °C for 2-3 days. Samples that formed tetrads were then incubated O/N in 500 μl ddH₂O plus 1 μl β-Galactosidase. Roughly 500 spores were then plated onto YEA plus any relevant selection.

2.3.2 S. pombe Transformation

10 ml of cells grown O/N in YE to a density of 1 x 10⁷ cells/ml were used for each transformation. Cultures were pelleted at 4000 x g for 4 mins and washed with 1 ml LiAc-TE (10 mM lithium acetate, 1 mM Tris-EDTA, pH 7.5). Pelleted cells were then resuspended in 100 μl LiAc-TE. 2 μl salmon sperm DNA (10 mg/ml) and plasmid (1 μg) or linear fragment DNA (up to 10 μg) was added to each sample and incubated at RT for 10 mins. 260 μl of 40% (w/v) PEG/LiAc-TE was added and incubated at 30 °C for 1 hr. 43 μl DMSO was added and samples were heat shocked at 42 °C for 1 min. Samples were then pelleted and washed with 1 ml ddH₂O. Cells were resuspended in 500 μl ddH₂O and spread onto two plates per sample with the relevant selection.

2.3.3 Recombination Mediated Cassette Exchange

Individual colonies of S. pombe cells transformed with a plasmid containing the Cre-Lox recombination mediated cassette exchange constructs (pAW8 origin) were grown O/N in 10 ml YE at 30 °C. Cultures were then pelleted and 10⁴ cells were plated onto YE plates supplemented with 5-FOA and grown at 30 °C for 3-5 days. Colony formation indicates loss of ura4 and successful incorporation of plasmid DNA into the correct location in the genome. Loss of plasmid DNA was confirmed by replica plating onto YNBA plates lacking leucine (supplemented with uracil and adenine).
2.3.4 Standard *S. pombe* Genomic Extraction

*S. pombe* cultures were grown to exponential phase and 1 ml of cells pelleted and resuspended in NIB Buffer (13 mg/ml MOPS, 18 mg/ml KAc, 20% Glycerol, 2.5 mM MgCl$_2$, pH 7.2) plus 1 mg/ml 20T Zymolyase and incubated at 37 °C for 30 min. Cells were pelleted and re-suspended in 450 μl 5xTE (Tris-EDTA, pH 7.5) with 50 μl 10% SDS (v/v) added and incubated at RT for 5 mins. 150 μl 5M potassium acetate was added and incubated on ice for a further 5 mins. Samples were pelleted at 16,000 x g for 10 mins at 4 °C. Supernatant was added to isopropanol (1:1 volume) and DNA precipitated by inversion and centrifugation at 16,000 x g for a further 10 mins at 4 °C. Pelleted DNA was washed with 500 μl 70% ethanol, supernatant discarded and pellet dried in a SpeedyVac. Dried pellet was then re-suspended in 200 μl ddH$_2$O plus 5 μl RNase A (10 mg/ml) and stored at -20 °C.

2.3.5 Whole Cell Protein Extract (TCA Extraction)

*S. pombe* strains grown to logarithmic phase were collected and 5 x 10$^7$ cells pelleted (3,000 x g for 5 mins). Pelleted cells were re-suspended in 1 ml 20% trichloroacetic acid (TCA) and centrifuged for 2,000 x g for 2 mins. Supernatant was removed and pellet re-suspended in 200 μl 20% TCA and transferred into ribolyser tubes. A cap full of acid washed glass beads were added to each sample before 3 rounds of ribolysing (Fast Prep Hybaid, FP120) at 6.5 m/s for 30 seconds with a 5 min rest on ice between each cycle. Samples were separated from the glass beads by puncturing the ribolyser tubes and centrifuging into fresh Eppendorf tubes (4,000 x g for 2 mins at 4 °C). Separated samples were then pelleted at 16,000 x g for 10 mins at 4 °C and supernatant removed. Pellet was then re-suspended in 200 μl 1X Protein Loading Buffer (250 mM Tris pH 6.8, 8% SDS, 20% glycerol, 20% β-mercaptoethanol, and 0.4% bromophenol blue) and boiled at 95 °C for 10 mins. Samples were stored at -20 °C.
2.3.6 Western Blot (SDS PAGE & Immunostaining)

Proteins were separated using Sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS PAGE). Gels consisted of a stacking gel (5% acrylamide, 0.125 M Tris pH 6.8, 0.1% (w/v) SDS, 0.1% (w/v) ammonium persulphate, and 0.1% (v/v) TEMED) and resolving gel (10% or 12% acrylamide, 0.375 M Tris pH 8.8, 0.1% (w/v) SDS, 0.1% (w/v) ammonium persulphate, and 0.04% (v/v) TEMED) ran in 1x SDS running buffer (0.025 M Tris Base, 0.25 M Glycine, 0.1% SDS). Samples were loaded into gels alongside PageRuler prestained protein ladder (Thermo Scientific, 26616) and run at 80V through the stacking gel and at 180V through the resolving gel. Gels were then washed with ddH2O and transferred onto a nitrocellulose membrane (Amersham, 45004003) using the Invitrogen XCell II Blot Module. The module was filled with 1x transfer buffer and run at 30V for 90 mins. Membranes were then blocked in 5% Milk (dissolved in PBST (PBS + 0.1% (v/v) Tween)) for 1 hr with gentle rocking. Membranes were incubated with the relevant primary antibody (Table 2.3) dissolved in 5% Milk PBST overnight at 4 °C with gentle rocking. Membranes were then washed three times in PBST for 5 mins each at room temperature with gentle rocking. Membranes were then incubated with an HRP-conjugated (horse radish peroxidase-conjugated) secondary antibody at room temperature for 1 hr with gentle rocking followed by a further 3 washes with PBST as before. Addition of ECL chemiluminescent reagents allowed detection of proteins using autoradiograph film and developed in an X-ray film developer.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Dilution</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFP</td>
<td>Mouse</td>
<td>1:1000</td>
<td>Roche</td>
</tr>
<tr>
<td>HA</td>
<td>Mouse</td>
<td>1:1000</td>
<td>Santa Cruz (SC-739)</td>
</tr>
<tr>
<td>Myc</td>
<td>Mouse</td>
<td>1:1000</td>
<td>Cell Signalling (9811)</td>
</tr>
<tr>
<td>PCNA (PC10)</td>
<td>Mouse</td>
<td>1:1000</td>
<td>Santa Cruz (SC-56)</td>
</tr>
<tr>
<td>Streptavidin</td>
<td>Rabbit</td>
<td>1:10,000</td>
<td>Anthony Oliver</td>
</tr>
<tr>
<td>Tubulin</td>
<td>Mouse</td>
<td>1:20,000</td>
<td>Sigma (T5168)</td>
</tr>
</tbody>
</table>

Table 2.3 Antibodies Used for Immunostaining
2.3.6.1 Silver Staining

Gels containing proteins separated by SDS-PAGE were prepared for silver staining using the Silver Stain Plus kit (BioRad, 1610449) according to manufacturer’s instructions.

2.3.7 FACS Analysis

5 ml of cells grown to 5-10 x 10^6 cells/ml were fixed by resuspending in 500 μl 70% ethanol and stored at -20 °C. Cells were washed with 500 μl 50 mM sodium citrate (pH 7.0) and resuspended in 500 μl 50 mM sodium citrate plus 50 μl 10 mg/ml RNase A and incubated at 37 °C for at least 3 hours. 500 μl 50 mM sodium citrate plus 0.2 μl Sytox Green was added to each sample followed by sonication using a tip sonicator (10 secs, 20%). Samples were loaded into the BD Accuri C6 Flow Cytometer and analysed using BD CSampler Software and FCS Express Flow 4.

2.3.8 Microscopy

Logarithmically grown cells fixed in 70% (v/v) ethanol were spread onto a glass slide and air dried. 5 μl of a mixture of DAPI (1 μg/ml) and Calcofluor (50 μg/ml) was added to each slide before adding the coverslip and analysis under a fluorescence microscope.
2.4 S. *pombe* Strain Construction

2.4.1 S. *pombe* Strain List

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAY1</td>
<td>I-3220::KAN</td>
</tr>
<tr>
<td>BAY2</td>
<td>II-8535::3xrRFB, rnh201Δ::KAN</td>
</tr>
<tr>
<td>BAY4</td>
<td>I-3220::10xrRFB, rnh201Δ::KAN, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY6</td>
<td>I-3220::3xrRFB, rnh201Δ::KAN, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY8</td>
<td>I-3220::3xrRFB, rnh201Δ::KAN, cdc6-L591G</td>
</tr>
<tr>
<td>BAY12</td>
<td>I-3220::10xrRFB, rnh201Δ::KAN, cdc20-M630F</td>
</tr>
<tr>
<td>BAY16</td>
<td>I-3220::10xrRFB, rnh201Δ::KAN, cdc6-L591G</td>
</tr>
<tr>
<td>BAY21</td>
<td>I-3220::3xrRFB, rnh201Δ::KAN, cdc20-M630F</td>
</tr>
<tr>
<td>BAY24</td>
<td>II-8535::3xrRFB, rnh201Δ::KAN, cdc20-M630F</td>
</tr>
<tr>
<td>BAY29</td>
<td>II-8535::3xrRFB, rnh201Δ::KAN, cdc6-L591G</td>
</tr>
<tr>
<td>BAY33</td>
<td>I-3220::KAN-10xrRFB</td>
</tr>
<tr>
<td>BAY37</td>
<td>I-3220::Rura-10xrRFB</td>
</tr>
<tr>
<td>BAY43</td>
<td>I-3220::Rura-10xrRFB, rnh201Δ::KAN, cdc6-L591G</td>
</tr>
<tr>
<td>BAY44</td>
<td>I-3220::Rura-10xrRFB, rnh201Δ::KAN, cdc20-M630F</td>
</tr>
<tr>
<td>BAY45</td>
<td>I-3220::Rura-10xrRFB, rnh201Δ::KAN, rtf1Δ::NAT, cdc6-L591G</td>
</tr>
<tr>
<td>BAY46</td>
<td>I-3220::Rura-10xrRFB, rnh201Δ::KAN, rtf1Δ::NAT, cdc20-M630F</td>
</tr>
<tr>
<td>BAY60</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY71</td>
<td>II::Rura-10xrRFB, pcn1_R80A, RTS1Δ::Phleo, rnh201Δ::KAN, cdc20_M630F</td>
</tr>
<tr>
<td>BAY72</td>
<td>II::Rura-10xrRFB, pcn1_R80A, RTS1Δ::Phleo, rtf1Δ::NAT, rnh201Δ::KAN, cdc20_M630F</td>
</tr>
<tr>
<td>BAY73</td>
<td>II::Rura-10xrRFB, pcn1_R80A, RTS1Δ::Phleo, rnh201Δ::KAN, cdc6_L591G</td>
</tr>
<tr>
<td>BAY74</td>
<td>II::Rura-10xrRFB, pcn1_R80A, RTS1Δ::Phleo, rtf1Δ::NAT, rnh201Δ::KAN, cdc6_L591G</td>
</tr>
<tr>
<td>BAY75</td>
<td>II::Rura-10xrRFB, pcn1_F248A, RTS1Δ::Phleo, rnh201Δ::KAN, cdc20_M630F</td>
</tr>
<tr>
<td>BAY76</td>
<td>II::Rura-10xrRFB, pcn1_F248A, RTS1Δ::Phleo, rtf1Δ::NAT, rnh201Δ::KAN, cdc20_M630F</td>
</tr>
<tr>
<td>BAY77</td>
<td>II::Rura-10xrRFB, pcn1_F248A, RTS1Δ::Phleo, rnh201Δ::KAN, cdc6_L591G</td>
</tr>
<tr>
<td>BAY78</td>
<td>II::Rura-10xrRFB, pcn1_F248A, RTS1Δ::Phleo, rtf1Δ::NAT, rnh201Δ::KAN, cdc6_L591G</td>
</tr>
<tr>
<td>BAY81</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rtf1Δ::HYG</td>
</tr>
<tr>
<td>BAY87</td>
<td>II::Rura-10xrRFB, rad52-GFP::KAN, cdc2asM17</td>
</tr>
<tr>
<td>BAY88</td>
<td>II::Rura-10xrRFB, rad52-GFP::KAN, cdc2asM17, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY111</td>
<td>II::Rura-10xrRFB, rpa3-GFP::KAN, cdc2asM17</td>
</tr>
<tr>
<td>BAY112</td>
<td>II::Rura-10xrRFB, rpa3-GFP::KAN, cdc2asM17, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY119</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf2Δ::NAT, cdc6L591G</td>
</tr>
<tr>
<td>BAY120</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf2Δ::NAT, rtf1Δ::HYG, cdc6L591G</td>
</tr>
<tr>
<td>BAY121</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf2Δ::NAT, cdc20_M630F</td>
</tr>
<tr>
<td>BAY122</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf2Δ::NAT, rtf1Δ::HYG, cdc20_M630F</td>
</tr>
<tr>
<td>BAY123</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf1Δ::HYG, cdc6L591G</td>
</tr>
<tr>
<td>BAY124</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf2Δ::NAT, cdc20_M630F</td>
</tr>
<tr>
<td>BAY125</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, rtf2Δ::NAT, rtf1Δ::HYG, cdc20_M630F</td>
</tr>
<tr>
<td>BAY126</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rnh201Δ::KAN, cdc6L591G</td>
</tr>
<tr>
<td>BAY127</td>
<td>II::Rura-10xrRFB, cdc27_D1, RTS1Δ::Phleo, rnh201Δ::KAN, cdc6_L591M</td>
</tr>
<tr>
<td>BAY128</td>
<td>II::Rura-10xrRFB, cdc27_D1, RTS1Δ::Phleo, rnh201Δ::KAN, rtf1Δ::NAT, cdc6_L591M</td>
</tr>
<tr>
<td>BAY129</td>
<td>II::Rura-10xrRFB, cdc27_D1, RTS1Δ::Phleo, rnh201Δ::KAN, rtf1Δ::NAT, cdc20_M630F</td>
</tr>
<tr>
<td>BAY130</td>
<td>II::Rura-10xrRFB, cdc27_D1, RTS1Δ::Phleo, rnh201Δ::KAN, cdc20_M630F</td>
</tr>
<tr>
<td>BAY140</td>
<td>pcn1_F248A,Y249A</td>
</tr>
<tr>
<td>BAY144</td>
<td>II::Rura4sd20-10xrRFB, RTS1Δ::Phleo, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY146</td>
<td>II::Rura4sd20-10xrRFB, RTS1Δ::Phleo</td>
</tr>
<tr>
<td>BAY153</td>
<td>II::Rura4sd20-10xrRFB, pcn1_F248A, RTS1Δ::Phleo</td>
</tr>
<tr>
<td>BAY154</td>
<td>II::Rura4sd20-10xrRFB, pcn1_F248A, RTS1Δ::Phleo, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY162</td>
<td>II::Rura4sd20-10xrRFB, cdc27_D1, RTS1Δ::Phleo</td>
</tr>
<tr>
<td>BAY163</td>
<td>II::Rura4sd20-10xrRFB, cdc27_D1, RTS1Δ::Phleo, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY166</td>
<td>II::Rura4sd20-10xrRFB, pcn1_R80A, RTS1Δ::Phleo</td>
</tr>
<tr>
<td>BAY167</td>
<td>II::Rura4sd20-10xrRFB, pcn1_R80A, RTS1Δ::Phleo, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY176</td>
<td>II::Rura4sd20-10xrRFB, RTS1Δ::Phleo, rtf2Δ::NAT</td>
</tr>
<tr>
<td>BAY178</td>
<td>II::Rura4sd20-10xrRFB, cdc27-D3, RTS1Δ::Phleo, rtf1+</td>
</tr>
<tr>
<td>BAY179</td>
<td>II::Rura4sd20-10xrRFB, cdc27-D3, RTS1Δ::Phleo, rtf1Δ::NAT</td>
</tr>
<tr>
<td>BAY180</td>
<td>rtf2-GFP:KAN</td>
</tr>
<tr>
<td>BAY181</td>
<td>rtf2-13Myc:KAN</td>
</tr>
<tr>
<td>BAY182</td>
<td>rtf2-3HA:KAN</td>
</tr>
<tr>
<td>BAY186</td>
<td>II::Rura4sd20-10xrRFB, RTS1Δ::Phleo, rtf2-GFP:KAN</td>
</tr>
<tr>
<td>BAY187</td>
<td>II::Rura4sd20-10xrRFB, RTS1Δ::Phleo, rtf2-13Myc:KAN</td>
</tr>
<tr>
<td>BAY188</td>
<td>II::Rura4sd20-10xrRFB, RTS1Δ::Phleo, rtf2-3HA:KAN</td>
</tr>
<tr>
<td>BAY190</td>
<td>II::Rura-10xrRFB, rtf1+, cdc2asM17, rtf2-GFP:KAN</td>
</tr>
<tr>
<td>BAY206</td>
<td>II::Rura-10xrRFB, cdc27_D3, RTS1Δ::Phleo, rnh201Δ::KAN, cdc20_M630F</td>
</tr>
<tr>
<td>BAY207</td>
<td>II::Rura-10xrRFB, cdc27_D3, RTS1Δ::Phleo, rnh201Δ::KAN, rtf1Δ::NAT, cdc20_M630F</td>
</tr>
<tr>
<td>BAY210</td>
<td>rtf2-mEOS:KAN</td>
</tr>
<tr>
<td>BAY211</td>
<td>II::Rura-10xrRFB, RTS1Δ::Phleo, rtf2-mEOS:KAN</td>
</tr>
<tr>
<td>BAY223</td>
<td>II::Rura-10xrRFB, cdc27_D3, RTS1Δ::Phleo, rnh201Δ::KAN, cdc6_L591M</td>
</tr>
<tr>
<td>BAY224</td>
<td>II::Rura-10xrRFB, cdc27_D3, RTS1Δ::Phleo, rnh201Δ::KAN, rtf1Δ::NAT, cdc6_L591M</td>
</tr>
<tr>
<td>BAY230</td>
<td>II::Rura-10xrRFB, rtf1+, cdc2asM17, rtf2-13Myc:KAN, mcm4-GFP:KAN</td>
</tr>
<tr>
<td>BAY232</td>
<td>cdc27-GFP:KAN</td>
</tr>
<tr>
<td>BAY233</td>
<td>II::R:AΔura-10xrRFB, rtf1Δ::NAT</td>
</tr>
</tbody>
</table>
Table 2.4 List of strains used in this project.

All strains are in a 503 genetic background unless otherwise stated.
2.4.2 Primer List

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A30</td>
<td>GGAGGTGGTGTTGAGGACGTTTCTGCCATACCTTTTTTAAGT</td>
</tr>
<tr>
<td>A31</td>
<td>GGTATGGCAGAAACGTTCCACACTCAACCTCCAAAT</td>
</tr>
<tr>
<td>F29</td>
<td>GCATTTAATGTTAATACGAAATCTGTAGAATTTTGGCCAAGAACCAGCTACAAA TCCCACCTGCTA</td>
</tr>
<tr>
<td>R30</td>
<td>GCACCTAAAGAGAGCTCCCGTTCTTTATTCAAGTGATGCTTGCAATTTCGC ATTTAAAGTGTAATACGAAATCTGTAGAATTTGGAAGAAACTTGTGATATTG ACACAAATT</td>
</tr>
<tr>
<td>F41</td>
<td>AATTATCAGCTTTAGATTACATTTATACTTTTTGCAATCTGACATGAGATGGAATGGAACATATTATATTCTACAATATTAA</td>
</tr>
<tr>
<td>R42</td>
<td>GCACCTAAAGAGAGCTCCCGTTCTTTATTCAAGTGATGCTTGCAATTTCGC ATTTAAAGTGTAATACGAAATCTGTAGAATTTGGAAGAAACTTGTGATATTG ACACAAATT</td>
</tr>
<tr>
<td>A5</td>
<td>GAATAAGTGAAATTTTCGAAAAATCAATTTTTTACACCGGAARGATATTGTG AAGGATCATTTTTTTTTTTAGAAAATGATTTCTACTATTTTATGTAATATTTAAT</td>
</tr>
<tr>
<td>A6</td>
<td>TAAATATGCAAGAAGTAGTTAGTCTGAGGCTAGAGGTGCTACCTCAGT ATATAAATACATTTTGAATATTGACAAAACCTTTTACATCTAATTTAT TCTGTTCCCA</td>
</tr>
<tr>
<td>A13</td>
<td>GAATAAGTGAAATTTTCGAAAAATCAATTTTTTACACCGGAARGATATTGTG AAGGATCATTTTTTTTTTTAGAAAATGATTTCTACTATTTTATGTAATATTTAAT</td>
</tr>
<tr>
<td>A14</td>
<td>TAAATATGCAAGAAGTAGTTAGTCTGAGGCTAGAGGTGCTACCTCAGT ATATAAATACATTTTGAATATTGACAAAACCTTTTACATCTAATTTTATGTAATATTTAAT</td>
</tr>
</tbody>
</table>

Table 2.5 List of Primers used in this Project

2.4.3 Creating rRFB Control Strains

Yeast strains containing LoxP-ura4-LoxM at either the ChrI (1170) or ChrII (KA15) locus were transformed with pAW8-3xrRFB or pAW8-10xrRFB using the RMCE method to create the strains BAY6 (ChrI::3xrRFB), BAY4 (ChrI::10xrRFB), and BAY2 (ChrII::3xrRFB).
2.4.4 Creating Optimised RTS1-10xrRFB Construct Strains

Yeast strains containing LoxP-KanMX-LoxM at the ChrI (1144) and ChrII (KA2) locus used were transformed with a ura4 fragment using primers containing homologous overhangs to a region 10 Kb downstream of each locus (primers A5/A6 and F29/R30, respectively) to create strains BAY1 and KA39, respectively. Transformants were selected for on YNBA +leu +ade plates to select for gain of uracil prototrophy and correct site of integration by colony PCR. The 10xrRFB sequence was amplified from pAW8-10xrRFB (primers A13/A14 and F41/R42), and subsequently transformed to replace the inserted ura4 and create the strains BAY33 and KA56 on ChrI and ChrII, respectively. Transformants were selected for loss of uracil proficiency on YE+5-FOA plates and correct sequence insertion by PCR amplification and sequencing. Subsequent transformation of each of these strains with the pAW8-RTS1-ura4 using the RMCE method to insert RTS1-ura4 between the LoxP/LoxM sites were selected for on YNBA+leu+ade and checked for loss of Kanamycin resistance by replica plating onto YE+G4-18. This created the strains BAY37 (ChrI::RTS1-ura4-10xrRFB) and KA58 (ChrII::RTS1-ura4-10xrRFB).

2.4.5 Creating RTS1_Δ-10xrRFB Construct Strains

Deletion of region A of RTS1 was conducted using overlapping primers lacking region A (A30/A31) to amplify the pAW8-RTS1-ura4 plasmid to create pAW8-RTS1_Δ-ura4. Transformation of KA58 with this plasmid created the strain BAY233.

2.4.6 Creating RTS1 Slippage Assay Strains

A fragment containing a region of ura4 containing the 20 bp tandem repeat was synthesised by Eurofins and digested with Stul and DraIII. The pAW8-RTS1-ura4 or pAW8-RTS1_Δ-ura4 plasmids were digested with the same enzymes and both digestions ran on a 2% Agarose gel and insert and vector gel extracted. Subsequent ligation of the insert and vector followed by E. coli transformation created the plasmid
pAW8-RTS1-ura4sd20 or pAW8-RTS1_Δ-ura4sd20. These plasmids were then transformed using the RMCE method into BAY60 to create the strain BAY144 and BAY249. Transformants were selected for by loss of uracil proficiency on YE+5-FOA and the sequence checked by PCR amplification and sequencing.

2.5 Cell synchronisation

2.5.1 cdc25_22 Synchronisation

*S. pombe* strains containing the *cdc25_22* temperature sensitive allele were grown O/N at 25 °C. Once cell density reached 2.5 x 10^6 cells/ml, cultures were incubated at the restrictive temperature of 36 °C for 4 hrs to synchronise in G2. Flasks were then cooled on ice until a temperature of 25 °C was reached and placed into a shaking 25 °C water bath for sample collection every 15 mins.

2.5.2 cdc2asM17 Synchronisation

*S. pombe* strains containing the *cdc2asM17* ATP-analogue sensitive allele were grown O/N at 28 °C. Once cell density reached 2.5 x 10^6 cells/ml, 1:1000 volume of 3BrPP1 (2 mM) was added to the culture and incubated at 28 °C for a further 3 hrs to synchronise in G2. Cultures were then filtered using a vacuum flask filter unit. Cells collected on the filter paper (0.22 μm, Millipore N8645) were then washed 3 times by addition of fresh YE media and filtration. The cell coated filter paper was then placed into pre-warmed fresh YE media before resuspension by shaking. Cells were grown at 28 °C for sample collection every 7.5 mins.

2.6 Chromatin Immunoprecipitation (ChIP)

Collected cells were formaldehyde crosslinked by addition of 37% (w/v) formaldehyde (Sigma F-8775) to 20 ml of cells at a final concentration of 1% for 15 mins with gentle
shaking. Crosslinking reaction was quenched by addition of 2.5 ml of 2.5 M Glycine and incubated for 5 mins with gentle shaking. Cells were then pelleted (4,000 x g for 10 mins at 4 °C) and washed with 10 ml PBS before snap freezing in liquid nitrogen and storage at -80 °C until ready for processing.

Cell pellet was re-suspended in 400 μl ChIP Lysis Buffer and placed into a ribolyser tube containing an eppendorf cap of glass beads. Samples were ribolysed (Fast Prep Hybaid, FP120) twice at 6.5 m/s for 15 seconds with a 5 min rest on ice between each cycle. The bottom of each tube was pierced with a sterile needle before placing in another tube and centrifuging for 2 mins at 4,000 x g (at 4 °C) to remove glass beads from sample. The samples in the collection tubes were then spun for a further 10 mins at 16,000 x g at 4 °C before removing the supernatant and washing the pellet in 1 ml ChIP Lysis Buffer. Samples were pelleted again as in the previous step to obtain the nuclear fraction and re-suspended 400 μl ChIP Lysis Buffer. Samples were placed in sonication tubes and sonicated (QSonica Q800R) for 12 mins (20 secs ON, 40 secs OFF) at 70% Amplitude. Sonicated samples were spun for 10 mins at 16,000 x g at 4 °C and 5 μl of supernatant was added to 95 μl Elution buffer for use as input sample. 300 μl of supernatant was then placed into a fresh Eppendorf tube and 1 μl of GFP antibody (Invitrogen A11122) was added and incubated for 1 hr at 4 °C with rotation. During antibody incubation Protein G coated dynabeads (Invitrogen 100.04) were blocked by incubation with 0.3 mg/ml Salmon Sperm DNA (10 mg/ml, Invitrogen AM9680) for 1 hr followed by 3 washes with ChIP Lysis Buffer. 20 μl of beads were then added to each sample and incubated overnight at 4 °C with rotation. Beads were washed for 5 mins with rotation at 4 °C and separated from supernatant by gentle spinning and use of a magnetic stand in the following buffers: Twice with 1 ml ChIP Lysis Buffer, twice with 1 ml ChIP Lysis Buffer (high salt), twice with ChIP wash buffer, and once with 1 ml TE. Immunoprecipitation bound beads were then RNase treated by addition of 130 μl Elution buffer + 2 μl RNase A (10 mg/ml) at 37 °C for 30 mins, before addition of 6 μl 5M NaCl and 2 μl Proteinase K (20 mg/ml) and incubated at 65 °C for 2 hrs. The sample was then separated from the beads using a magnetic rack and 100 μl supernatant containing eluted IP transferred to a new tube. DNA from the IP and input samples were then purified using the Qiagen PCR purification kit and eluted into 200 μl ddH₂O and stored at -20 °C.
2.7 Quantitative PCR Analysis

qPCR reactions were aliquoted using sterile filter tips and qPCR strip tubes with each step performed on ice. A master mix was created containing (per reaction): 10 μl Luna Universal qPCR Master Mix, 0.5 μl forward primer (10 μM), 0.5 μl reverse primer (10 μM), and 4 μl nuclease free water. 15 μl of the master mix was then added to each tube plus 5 μl DNA sample. Each sample was aliquoted in duplicate before mixing by gentle flicking and spinning tubes briefly. Samples were run in an AriaMX Real-time PCR System using the conditions outlined in Table 2.6.

<table>
<thead>
<tr>
<th>Step</th>
<th>Temperature (°C)</th>
<th>Time</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Denaturation</td>
<td>95</td>
<td>60 secs</td>
<td>1</td>
</tr>
<tr>
<td>Denaturation</td>
<td>95</td>
<td>15 secs</td>
<td>40</td>
</tr>
<tr>
<td>Extension</td>
<td>60</td>
<td>30 secs</td>
<td></td>
</tr>
<tr>
<td>Melt Curve</td>
<td>95</td>
<td>60 secs</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>30 secs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>30 secs</td>
<td></td>
</tr>
</tbody>
</table>

*Table 2.6 qPCR Thermocycler Conditions*

2.8 Co-Immunoprecipitation

*S. pombe* cells grown to logarithmic phase in liquid YE media were collected to obtain 5 x 10^8 cells. Cells were pelleted (4,000 x g for 5 mins at 4 °C) and washed with 10 ml PBS before snap freezing in liquid nitrogen and storage at -80 °C until ready for processing. Pellet was re-suspended in 400 μl Lysis Buffer (50 mM HEPES, 1% Triton x100, 0.1% NaDeoxycholate, 2 mM MgCl_2, 40 mM NaCl) and split equally into two ribolyser tubes containing an Eppendorf cap of glass beads. Samples were ribolysed (Fast Prep Hybaid, FP120) three times at 6.5 m/s for 15 seconds with a 5 min rest on ice between each cycle. The bottom of each tube was pierced with a sterile needle before placing in another tube and centrifuging for 2 mins at 4,000 x g (at 4 °C) to remove glass beads from sample. Ribolysed samples originating from the same pellet were then recombined.
and DNA digested by addition of 1 μl Benzonase for 30 mins on ice. Tubes were then centrifuged at 16,000 x g for 10 mins at 4 °C. 30 μl of the supernatant was then added to 10 μl 4x SDS Sample buffer (final concentration 1x) and saved as input sample. GFP-Trap beads (Chromotek gta-20) were washed three times in lysis buffer before adding 10 μl per sample to 300 μl of supernatant. Salt concentration of the IP sample containing beads was then increased to 140 mM by addition of 9 μl 5M NaCl and incubated for 1 hr at 4 °C with rotation. Beads were then washed 5 times in 500 μl Lysis Buffer with gentle centrifugation (2,000 x g for 2 mins at 4 °C) between each wash to separate beads from supernatant. Beads were then eluted into 2x SDS Sample buffer and boiled at 95 °C for 15 mins. Samples were stored at -20 °C until ready to perform western blot analysis.

2.8 Replication Fork Slippage Assay

*S. pombe* strains containing the RTS1-ura4sd20 construct were grown in 10 ml YE containing 1 mg/ml 5-FOA overnight at 30 °C. Cells were washed in 1 ml 5-FOA free YE and resuspended into 10 ml fresh YE at a density of 2 x 10⁶ cells/ml. Cells were grown for 2 cell cycles before pelleting and re-suspending in 1 ml ddH₂O. 100 μl of cells were then plated in appropriate dilutions onto 2 YEA plates and 2 YNBA plates containing appropriate amino acids minus uracil. Plates were then incubated at 30 °C for 3-5 days. Number of colonies were counted and the mean average was taken between each of the two plates. Reversion frequency of Ura⁺ colonies was then calculated taking into consideration the dilutions plated between YEA plates and YNBA plates lacking uracil.

2.9 Polymerase Usage Sequencing

800 ml of asynchronous *S. pombe* cultures were grown to a density of 3-5 x 10⁶ cell/ml and collected by centrifugation (6,000 x g for 10 mins at 4 °C). Cell pellets were washed with 40 ml ice cold ddH₂O and snap frozen in liquid nitrogen for storage at -80 °C.
2.9.1 Genomic Extraction

Cell pellets were thawed at room temperature before resuspension in 2 ml of NIB buffer plus 5 mg/ml 100T Zymolyase and incubated at 37 °C for 15-30 mins until cells were sufficiently lysed. Cells were washed with 20 ml of ice cold ddH₂O (4,000 x g for 10 mins at 4 °C) before resuspending in 2 ml of Qiagen Buffer G2 plus 100 μl 10 mg/ml RNase A and incubated at 37 °C for 30 mins. 100 μl 30% (w/v) N-lauroyl sarcosine and 100 μl 20 mg/ml proteinase K was added and incubated at 55 °C for 60 mins. Cells were pelleted (4,000 x g for 15 mins at 4 °C) and supernatant transferred to a new tube. Cell pellet was resuspended in 1 ml Qiagen buffer G2 plus 50 μl 30% (w/v) N-lauroyl sarcosine and 50 μl 20 mg/ml proteinase K and incubated at 55 °C for a further 30 mins. Cells were pelleted as in the previous step and supernatant transferred to the tube containing the supernatant already collected.

Qiagen 100/G Genomic Tips were incubated with 4 ml Qiagen Buffer QBT before addition of the collected supernatant. Wash the tips with 2x 7.5 ml Qiagen Buffer QC and elute using 5 ml Qiagen Buffer QF. Eluted DNA was precipitated by adding 3.5 ml isopropanol and centrifuged at 4,000 x g for 20 mins at 4 °C. Pelleted DNA was resuspended in 100 μl TE.

2.9.2 Alkali Treatment & Size Selection

20 μg DNA was added to 30 μl 1M NaOH and made up to a final volume of 100 μl by addition of ddH₂O and incubated at 55 °C for 2 hours. 50 μl of the alkali treated DNA was run on a 2% (w/v) TBE agarose gel in 0.5x TBE buffer for 2 hours at 100 V. Gels were stained in 0.5 μg/ml acridine orange solution at room temperature on a shaker for 2 hours. Gels were destained overnight in ddH₂O before visualisation of DNA under a longwave UV lamp. Fragments of 300-500 bp were isolated and extracted using the Macherey-Nagel Gel Extraction kit according to manufacturer’s instructions. ssDNA was eluted into 20 μl TE.
2.9.3 Second Strand Synthesis & Adapter Ligation

100 ng ssDNA was made up to 30 μl with ddH$_2$O. DNA was placed in a PCR tube with 5 μl 10x 8N random primers (3 mg/ml) and 5 μl 10x NEB 2.1 buffer and boiled at 95 °C for 5 min followed by incubation on ice for 5 min. 5 μl 10x dNTP mix (with dTTP substituted for dUTP, 2 mM each), 4 μl ddH$_2$O, and 1 μl T4 polymerase and incubated at 37 °C for 20 mins. Reaction was stopped by addition of 5 μl 0.5 M EDTA (pH 8.0).

Samples were added to a 1.5 ml Eppendorf tube and resuspended in 99 μl AMPure XP beads and incubated at room temperature for 5 mins. Beads were separated from supernatant by placing tubes on a magnetic rack, and supernatant discarded. Beads were washed twice with 200 μl 80% (v/v) ethanol and air dried for 10 mins. DNA was eluted by addition of 60 μl ddH$_2$O and beads separated using magnetic rack before collection of the size selected dsDNA.

55.5 μl of the size selected dsDNA was added to 6.5 μl 10x NEBNext end repair reaction buffer and 3 μl NEBNext end prep enzyme mix. Reaction was incubated in a thermocycler at 20 °C for 30 mins followed by 30 mins at 65 °C. Adapters were then ligated by addition of 15 μl Blunt/TA ligation master mix, 1 μl 10x diluted (1.5 μM) NEBNext adapter, and 2.5 μl ddH$_2$O and incubated at 20 °C for 15 mins.

100 μl sample (volume adjusted by addition of ddH$_2$O) was mixed with 35 μl AMPure XP beads and incubated at room temperature for 5 mins. Each sample was placed onto a magnetic rack until the beads separate from solution and transfer the supernatant to a new tube. Another 35 μl AMPure XP beads was added to the supernatant and incubated as before. Beads were separated from solution using a magnetic rack before discarding the supernatant. Beads were then washed three times with 200 μl 80% (v/v) ethanol before air drying for 10 mins. DNA was eluted from the beads by addition of 25 μl TE (pH 8.0). Beads were separated on a magnetic rack and 23 μl of sample containing target DNA was transferred to a new tube.
2.9.4 Final Library Amplification & Purification

In a PCR tube components added were: 20 μl DNA, 3 μl NEBNext USER enzyme, 25 μl 2x NEBNext high-fidelity PCR master mix, 1 μl Universal PCR primer (25 μM), and 1 μl index primer (25 μM). PCR was carried out using the conditions in Table 2.3 with number of cycles adjusted according to manufacturer’s guidance on starting DNA concentration.

<table>
<thead>
<tr>
<th>Step</th>
<th>Temperature (°C)</th>
<th>Time</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>USER Digestion</td>
<td>37</td>
<td>15 min</td>
<td>1</td>
</tr>
<tr>
<td>Initial Denaturation</td>
<td>98</td>
<td>30 secs</td>
<td>1</td>
</tr>
<tr>
<td>Denaturation</td>
<td>98</td>
<td>10 secs</td>
<td>8-15</td>
</tr>
<tr>
<td>Annealing</td>
<td>65</td>
<td>30 secs</td>
<td></td>
</tr>
<tr>
<td>Extension</td>
<td>72</td>
<td>30 secs</td>
<td></td>
</tr>
<tr>
<td>Final Extension</td>
<td>72</td>
<td>5 min</td>
<td>1</td>
</tr>
<tr>
<td>Hold</td>
<td>4</td>
<td>∞</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.7 Thermocycler Conditions Used for Final Pu-Seq Library Amplification

Equal volume of AMPure XP beads were mixed with the PCR reaction (50 μl) and incubated at room temperature for 5 mins. Supernatant was removed and discarded by separation on a magnetic rack before washing beads twice with 200 μl 80% (v/v) ethanol. Beads were air dried for 10 mins before elution into 51 μl ddH2O. 50 μl of supernatant was transferred to a new tube using a magnetic rack and 25 μl AMPure XP beads was added to each supernatant. Beads were purified as before and eluted into 23 μl ddH2O. 20 μl of the final purified library was transferred to a new tube before quality checking on a Bioanalyzer.

2.9.5 Sequencing & Data Processing

Libraries were sent for Next Generation Sequencing and raw reads from each set of cdc6 and cdc20 mutant strains were used to calculate polymerase usage ratios as previously published (Keszthelyi et al., 2015). The sequenced libraries produce 4 FASTQ files (2 for
3’ ends, and 2 for 5’ ends). These files are compiled together and the 5’ end of the reads are trimmed by 1 nucleotide, and the 3’ is trimmed by 30 nucleotides. The paired-end reads are then aligned to an indexed *S. pombe* reference genome using Bowtie2 to produce an aligned SAM file. The aligned reads are then sorted into bins of 300 bp using a perl script to produce two files, one for each DNA strand (forward and reverse). The number of reads in each bin are then counted to produce a csv file organised by chromosome that can be further analysed using IGV and RStudio. Full details of the scripts used can be found in the previously published manuscript (Keszthelyi et al., 2015). Below is a summary of the Pu-seq libraries presented in this thesis. All libraries in the table are one representative independent repeat. Additional repeats were conducted on some of the libraries as indicated on the following page.
<table>
<thead>
<tr>
<th>Name</th>
<th>Strain</th>
<th>Polymerase Mutation</th>
<th>Total Reads</th>
<th>Alignment Rate</th>
<th>Repeats</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChrI_3xrRFB</td>
<td>BAY8</td>
<td>cdc6_L591G</td>
<td>20,025,693</td>
<td>95.14%</td>
<td>1</td>
</tr>
<tr>
<td>ChrI_10xrRFB</td>
<td>BAY16</td>
<td>cdc6_L591G</td>
<td>10,360,005</td>
<td>94.76%</td>
<td>1</td>
</tr>
<tr>
<td>ChrI_10xrRFB</td>
<td>BAY12</td>
<td>cdc20_M630F</td>
<td>90,280,601</td>
<td>94.74%</td>
<td>1</td>
</tr>
<tr>
<td>ChrI_3xrRFB</td>
<td>BAY29</td>
<td>cdc6_L591G</td>
<td>11,718,899</td>
<td>92.54%</td>
<td>1</td>
</tr>
<tr>
<td>ChrI_RTS1_ON</td>
<td>BAY24</td>
<td>cdc20_M630F</td>
<td>25,233,740</td>
<td>93.94%</td>
<td>1</td>
</tr>
<tr>
<td>ChrI_RTS1_OFF</td>
<td>BAY45</td>
<td>cdc6_L591G</td>
<td>35,501,178</td>
<td>95.63%</td>
<td>1</td>
</tr>
<tr>
<td>ChrRTS1_ON</td>
<td>BAY126</td>
<td>cdc6_L591G</td>
<td>22,445,972</td>
<td>81.61%</td>
<td>2</td>
</tr>
<tr>
<td>ChrRTS1_OFF</td>
<td>BAY124</td>
<td>cdc20_M630F</td>
<td>15,427,645</td>
<td>94.53%</td>
<td>2</td>
</tr>
<tr>
<td>ChrI_RTS1_ON</td>
<td>BAY125</td>
<td>cdc6_L591G</td>
<td>30,325,307</td>
<td>92.47%</td>
<td>2</td>
</tr>
<tr>
<td>ChrI_RTS1_OFF</td>
<td>BAY123</td>
<td>cdc20_M630F</td>
<td>90,280,601</td>
<td>94.74%</td>
<td>1</td>
</tr>
<tr>
<td>ChrII_RTS1_ON</td>
<td>BAY126</td>
<td>cdc6_L591G</td>
<td>11,718,899</td>
<td>92.54%</td>
<td>1</td>
</tr>
<tr>
<td>ChrII_RTS1_OFF</td>
<td>BAY124</td>
<td>cdc20_M630F</td>
<td>25,233,740</td>
<td>93.94%</td>
<td>1</td>
</tr>
<tr>
<td>ChrI_RTS1_ON</td>
<td>BAY125</td>
<td>cdc6_L591G</td>
<td>30,325,307</td>
<td>92.47%</td>
<td>2</td>
</tr>
<tr>
<td>ChrI_RTS1_OFF</td>
<td>BAY123</td>
<td>cdc20_M630F</td>
<td>90,280,601</td>
<td>94.74%</td>
<td>1</td>
</tr>
<tr>
<td>ChrII_RTS1_ON</td>
<td>BAY126</td>
<td>cdc6_L591G</td>
<td>22,445,972</td>
<td>81.61%</td>
<td>2</td>
</tr>
<tr>
<td>ChrII_RTS1_OFF</td>
<td>BAY124</td>
<td>cdc20_M630F</td>
<td>15,427,645</td>
<td>94.53%</td>
<td>2</td>
</tr>
<tr>
<td>ChrI_RTS1_ON</td>
<td>BAY125</td>
<td>cdc6_L591G</td>
<td>30,325,307</td>
<td>92.47%</td>
<td>2</td>
</tr>
<tr>
<td>ChrI_RTS1_OFF</td>
<td>BAY123</td>
<td>cdc20_M630F</td>
<td>90,280,601</td>
<td>94.74%</td>
<td>1</td>
</tr>
<tr>
<td>ChrII_RTS1_ON</td>
<td>BAY126</td>
<td>cdc6_L591G</td>
<td>22,445,972</td>
<td>81.61%</td>
<td>2</td>
</tr>
<tr>
<td>ChrII_RTS1_OFF</td>
<td>BAY124</td>
<td>cdc20_M630F</td>
<td>15,427,645</td>
<td>94.53%</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.8 Polymerase Usage Sequencing Libraries
### 2.10 Mass Spectrometry

#### 2.10.1 Buffer Preparation

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>FASP Urea Solution</td>
<td>8 M Urea</td>
</tr>
<tr>
<td></td>
<td>0.1 M Tris/HCl, pH 8.5</td>
</tr>
<tr>
<td>FASP IAA</td>
<td>8 M Urea</td>
</tr>
<tr>
<td></td>
<td>50 mM iodoacetamide (IAA)</td>
</tr>
<tr>
<td>ABC Buffer</td>
<td>50 mM Ammonium Bicarbonate</td>
</tr>
<tr>
<td>Trypsin Stock</td>
<td>1 mM Hydrochloric acid (HCl)</td>
</tr>
<tr>
<td></td>
<td>0.2 µg/µl Trypsin (Promega, V511A)</td>
</tr>
<tr>
<td>Digestion Solution</td>
<td>Trypsin Stock (2.5 µl)</td>
</tr>
<tr>
<td></td>
<td>50 mM ABC buffer (37.5 µl)</td>
</tr>
<tr>
<td>Buffer A</td>
<td>5% Acetonitrile</td>
</tr>
<tr>
<td></td>
<td>0.1% Formic Acid</td>
</tr>
<tr>
<td>Buffer A*</td>
<td>5% Acetonitrile</td>
</tr>
<tr>
<td></td>
<td>3% Trifluoroacetic Acid</td>
</tr>
<tr>
<td>Buffer B</td>
<td>80% Acetonitrile</td>
</tr>
<tr>
<td></td>
<td>0.1% Formic Acid</td>
</tr>
<tr>
<td>Buffer C</td>
<td>5% Acetonitrile</td>
</tr>
<tr>
<td></td>
<td>0.1% Trifluoracetic Acid</td>
</tr>
</tbody>
</table>

*Table 2.9 Buffers Used for Mass Spectrometry Sample Preparation*

All buffers were prepared using HPLC grade H₂O. To Prepare the FASP Urea solution, 12.114g Trizma Base was dissolved in 80 ml HPLC grade H₂O and pH adjusted to 8.5 using HCl. Total volume was increased to 100 ml before incubated with 0.5 g AmberLite MB20 H/OH Mixed Bed Ion Exchange Resin with a magnetic stirrer for 15 min at RT. Solution was then filtered through a filter unit and stored as 1 ml aliquots at -20 °C.
2.10.2 Biotin Pull Down

250 ml *S. pombe* cells were grown in either YE or EMM (plus 50 µM biotin for 3 hrs) to a density of 5 x 10^6 cells/ml. Cells were collected and washed once in 10 ml PBS before snap freezing and storing at -80 °C until ready for processing. Pelleted cells were then thawed at RT and re-suspended in 250 µl cold RIPA buffer. Samples were split into two tubes before being ribolysed... Glass beads were removed by centrifugation into a fresh Eppendorf tube and sample volume increased to 500 µl. Each sample was then sonicated using a stick sonicator three times for 10 secs at 20% with a 30 secs rest on ice between each round. 1 µl of benzonase was added to each sample and incubated on ice for 1 hr before centrifugation at 16,000 x g for 10 mins at 4 °C. Supernatant was transferred into a fresh Protein LoBind Eppendorf tube and Bradford was conducted to determine protein concentration of each sample. Samples were pre-cleared by incubation with sepharose beads for 2 hours prior to binding. 3 mg of total protein was then incubated with 50 µl Streptavidin sepharose beads (pre-washed 3x in cold RIPA buffer) in a final volume of 1 ml RIPA buffer (SDS concentration increased to 0.4%). Beads were then washed for 5 mins at RT with gentle rotation and beads separated from supernatant by centrifugation at 800 x g for 3 mins in the following buffers: 1x wash buffer; 3x RIPA buffer + DTT; 5x 20 mM ammonium bicarbonate. 50 µl SDS protein loading buffer (with added d-Desthiobiotin to a final concentration of 2.5 mM) was added to the beads and boiled at 95 °C for 10 mins before cooling at RT for 10 mins.

2.10.3 FASP Protocol

Beads were separated from supernatant as before and 50 µl of the eluate was added to 333 µl of FASP Urea Solution (plus DTT, 30 mM) and transferred to a Microcon Y M-30 (Millipore, 42410) filter unit. Filter units were centrifuged at 14,000 x g for 15 min followed by addition of another 200 µl FASP Urea solution (plus DTT, 30 mM) and centrifuged again. Flow through was discarded before addition of 100 µl FASP IAA solution to each filter unit and incubation at RT for 20 mins followed by centrifugation as before. Filter units then received 100 µl FASP Urea solution (plus DTT, 30 mM) before centrifuging as before (this step is repeated twice for a total of three times). Flow
through was discarded and 100 µl ABC buffer was added to each filter unit before centrifuging at 14,000 x g for 10 mins (this step is repeated twice for a total of three times). Flow through was discarded and 40 µl digestion solution was added to each filter unit and incubated overnight in a wet chamber. Filter units were transferred to fresh collection tubes and centrifuged at 14,000 x g for 10 mins. Following this 40 µl ABC buffer was added and centrifuged again in the same conditions.

2.10.4 Desalting of Peptides with Stage Tips

Acidify the filtrate from the FASP digestion by addition of 100 µl Buffer A*. Spin columns containing 8 mg C-18 resin (Pierce, 89870) were activated by addition of 100 µl 50% methanol and centrifuged at 1,500 x g for 1 min, and flow through discarded (repeat once for a total of two times). Spin columns were then equilibrated twice by addition of 200 µl Buffer A and centrifuged as before discarding the supernatant after each spin. Each samples was then added to a spin column and centrifuged as before. 200 µl Buffer A was then added to each filter unit to wash and desalt the peptides and centrifuged again at 1,500 x g for 1 min (repeat once for a total of two washes).

2.10.5 LC-MS/MS Run & Analysis

LC-MS/MS was conducted by Benno Kuropka at the Freie Universität Berlin briefly as follows. Peptides were eluted by addition of Buffer B into a fresh Protein LoBind Eppendorf tube by centrifuging for 10 min at 1,500 x g. Samples were then concentrated to 1-2 µl in a vacuum concentrator before reconstitution by addition of 15 µl Buffer C and strong vortexing for >30 sec. Peptides were sorted using the Ultimate 3000 NCS-3500RS NanoLC (Thermo Scientific). 7 µl of a 1:10 dilution of each sample was injected for each LC-MS/MS run onto Acclaim PepMap100 C-18 trap columns (75 µm i.d. x 20 mm, 100Å nanoViper, Thermo Scientific 164535). Peptides were eluted on Acclaim PepMap RSL C-18 analytic columns (75 µm i.d. x 500 mm, 100Å nanoViper, Thermo Scientific 164942) before analysis using an Orbitrap Velos (Thermo Scientific) mass spectrometer. Raw data files were then processed by Murat Eravci using the MaxQuant software package.
Chapter 3 – System to Investigate Homologous Recombination Restarted Replication Forks

3.1 Introduction

The RTS1 (Replication Termination Sequence 1) replication fork barrier (RFB) is polar in nature, only blocking replication forks travelling from a single direction (Dalgaard and Klar, 2001). The RTS1 sequence contains binding sites for the trans-acting factor Rtf1, whose binding is necessary for barrier activity and fork arrest (Eydmann et al., 2008). When forks stall at RTS1, single stranded DNA (ssDNA) is produced which is rapidly coated by RPA. Rad52 can then stimulate Rad51 to replace RPA to form a Rad51-nucleofilment which is able to perform homology search and strand invasion (Lambert et al., 2010). Replication forks stalled at RTS1 have been shown to be resolved independently of break induced replication (BIR) in a recombination-dependent manner using template exchange mechanisms of repair (Lambert et al., 2010, Mizuno et al., 2009). Lambert, et al., (2010) also implicated the homologous recombination (HR) restart of replication forks in the absence of a DSB to lead to gross chromosomal modifications due to template exchange. Although Rad51 is essential for restart of replication forks by HR it was non-essential when template exchange is used for restart (Ahn et al., 2005, Lambert et al., 2010). However, resolution of RTS1 by both HR-restart and template exchange are dependent on Rad52. The HR-restarted RF also leads to replication slippage in the DNA (Iraqui et al., 2012) and results in gross chromosomal rearrangements when forks stall in the context of inverted repeats (Mizuno et al., 2009, Mizuno et al., 2013).

During canonical DNA replication, the leading strand is replicated by Polymerase ε (Polε) and the lagging strand is replicated by Polymerase δ (Polδ) (Miyabe et al., 2011). Conversely, the Carr lab has recently shown that forks restarted at RTS1 replicate both the leading and lagging strand using Polδ (Miyabe et al., 2015). However, the precise mechanisms of restart as well as the dynamics of the restarted replication fork are still unknown. Here, I describe a system optimised to study specifically the restarted
replication fork to allow investigation of the components that contribute to its dysfunction.

**3.2 Results**

**3.2.1 Ribosomal Replication Fork Barriers Delay Replication Fork Progression Without δ/δ Restart**

The ability to investigate HR-restarted replication forks (RFs) at the *RTS1* RFB is hindered by canonical replication forks travelling from the opposite direction. Our previous system to study restarted RFs had a clear drawback due to the restarted RF terminating shortly after restart at *RTS1*. This hindered the ability to clearly distinguish the ratio of convergent canonical RF and restarted RF in the region downstream of the *RTS1* barrier. In order to allow investigation of the restarted replication fork with minimal interference from the oncoming canonical replication fork, more time is needed to allow forks to restart. Several genomic loci were selected from Pu-Seq data as regions of unidirectional replication due to them being a transition zone between an early and late replicating region (Figure 3.1). To delay the oncoming convergent RF and create a region replicated by only the *RTS1* restarted RF, we used repetitions of the ribosomal replication fork barrier (rRFB) sequence, *TER2/3*. Similar to *RTS1*, rRFBs are uni-directional, only blocking RFs travelling in one direction. However, fork arrest at rRFBs are Rtf1 independent and do not result in gross chromosomal rearrangements or require HR to restart in δ/δ dependent manner as at *RTS1* (Krings and Bastia, 2004, Mizuno et al., 2013, Sanchez-Gorostiaga et al., 2004).

First, in order to establish the extent of delay rRFBs have on replication forks, Polymerase-Usage Sequencing (Pu-Seq) was conducted on constructs containing differing numbers of repeats of the rRFB sequence. Either 3x rRFB or 10x rRFB, were inserted at two of the loci identified as being a transition zone between early and late replicating regions on different chromosomes (Chr I and II) near the efficient early firing
Figure 3.1. Genomic Loci Selected for Insertion of the RTS1 RFB. Polymerase usage across regions on A. Chr I and B. Chr II. Location of the early efficient origin (dark grey) and the downstream distal origin (light grey) are indicated. Ratio of Polymerase usage for both the top and bottom strand is shown: The red trace represents Polymerase ε usage and the blue trace represents Polymerase δ usage. The lower black trace represents estimates of the replication timing profiles across the regions obtained using a uniform fork velocity and fork directionality calculated using the Pu-Seq data (see Section 1.3.5). Low values indicate early replicating regions, and high values indicate late replicating regions.
Figure 3.2. Ribosomal Replication Fork Barriers Delay Replication Fork Progression Without δ/δ Restart. **A.** Polymerase usage across a region on Chr I with and without 10x rRFB’s inserted. Ratio of Polymerase ε (red) and Polymerase δ (blue) for both the top and bottom strand is shown. B. No (black), 3 (purple), or 10 (orange) rRFB’s placed next an early firing origin on different chromosomes, Chr I (left panel) and Chr II (right panel). Top graphs: polymerase bias across the regions (ratio of polymerase usage across both DNA strands). Bottom graphs: direction of replication fork movement calculated from the Pu-Seq data.
origin. The barriers were placed in the orientation blocking forks travelling from the origin (rightward travelling RFs) (Figure 3.2). In our control (no rRFB), RF is fired from the strong early firing origin (left black circle on the schematic) and DNA is replicated by Polε in the leading strand (top strand) and Polδ in the lagging strand (bottom strand) (Figure 3.2A, left panel). Assuming canonical replication this indicates a predominantly rightward moving replication fork. Addition of rRFBs slows this rightward moving replication fork allowing convergent replication forks to travel further in a leftward direction, thus increasing the ratio of δ/ε on the top strand and equivalently decreasing it on the bottom strand downstream of the rRFB’s (Figure 3.2A, right panel). Fork direction can be calculated using this rational and depicted in a graph whereby a high value (low Polε on top strand – lagging strand replication) indicates a leftward moving replication fork, and a low value (high Polε on top strand – leading strand replication) indicates a rightward moving replication fork (Figure 3.1B, bottom panel). Insertion of rRFBs (3x and 10x) at both genomic loci increase the amount of leftward moving forks downstream of the rRFBs in comparison to no rRFB. This increase is larger for 10x rRFB than 3x rRFB on Chromosome I indicating a delay in replication fork movement from the efficient early firing origin with increasing numbers of rRFB’s (Figure 3.2B).

Taking total polymerase usage together for each construct, the ratio of polymerase usage between the two DNA strands produced no polymerase bias downstream of the region (Figure 3.2B, top panel). This confirms that these barriers do not produce the same δ/δ restart that has been reported for restart at the RTS1 RFB. Thus, these barriers are efficient for delaying replication forks while maintaining canonical division of labour between Polymerase ε/δ during replication.

**3.2.2 Replication Fork Restart at RTS1 Results in δ/δ Replication**

In order to study the HR-restarted replication fork without interference from converging canonical replication forks, previously published RTS1 system has been placed in a region of the genome next to an early firing origin with a distant late firing origin downstream (Figure 3.3A). Thus, the predominant orientation of replication in this region is in a rightward direction, as the exact same locus has been used as with the rRFB
constructs (Figure 3.2). The RTS1 sequence has been inserted in the orientation blocking RFs originating from the early firing origin, but permissive to those originating from the late firing origin. Additionally, having established the use of rRFBs as a suitable means to delay replication fork progression, 10x rRFB sequence were placed ~10 Kb downstream, in the orientation blocking RFs originating from the late firing origin. Previous work conducted by the Carr lab established positioning of the rRFBs 3 Kb downstream of RTS1 to be suboptimal for creating a region replicated by only the restarted replication fork. Additionally, positioning of the rRFBs further downstream (10+ Kb) increases the chance for additional origins to be fired between the rRFBs and RTS1, thus hindering the analysis of the restarted replication fork. Altogether, this system increases the time available for replication forks blocked at RTS1 to restart and replicate the DNA downstream. In this system, the RTS1 barrier activity is controlled by the presence/absence of Rtf1 (rtf1+ = ON, rtf1Δ = OFF) with the differences in RF movement depicted in the schematic (Figure 3.3B).

Regions replicated downstream of replication fork stalling and restart at RTS1 have previously been shown to switch from Polymerase ε to Polymerase δ usage for leading strand replication (Miyabe et al., 2015). To confirm this observation, Polymerase Usage Sequencing (Pu-Seq) was carried out in strains containing the RTS1 construct, both with (RFB ON) and without rtf1 (RFB OFF) (Figure 3.4A). When RTS1 is OFF (rtf1Δ) the region to the right of the early firing origin is replicated by Polε on the top strand and by Polδ on the bottom strand. Taking into consideration Polε is the leading strand polymerase of canonical replication forks, this confirms the predominant direction of replication to be carried out by a rightward moving fork, as is the case when no RFB is present (Figure 3.2). When RTS1 is ON (rtf1+) there is an abrupt switch to Polδ usage on the top strand at the point at which RTS1 has been inserted. I observed this switch at two distinct genomic loci on two separate chromosomes (Chr I and II) where we inserted the RTS1 barrier. Small dips in the Pu-Seq profiles of Chr I at RTS1 are due to the native RTS1 sequence still being present in these strains, resulting in mis-mapping of some reads in this short region. Additionally, analysis of the raw Pu-Seq reads confirmed the Polδ usage calculated on each strand after restart at RTS1 was not solely due to loss of Polε usage, but indeed gain of Polδ reads mapping to the top strand. These results confirm
Figure 3.3. RTS1 System to Investigate Replication Fork Restart Using Homologous Recombination. A. The RTS1 sequence (grey box) inserted between an early and a late firing origin of replication with 10 ribosomal replication fork barriers (10x rRFB, orange box) 10 Kb downstream. Predominant direction of replication is shown with canonical (black) and restarted replication forks (red) indicated. B. Graphical visualisation of the movement of replication forks radiating from the early and late firing origins flanking the RTS1 construct. Direction of replication timing (Trep) is indicated by the black arrows. Left panel: When RTS1 is active (ON) by binding of the Rtf1 protein, the early firing origin fires first getting blocked by the RTS1 RFB. Subsequent firing of the late firing origin gets blocked by the 10x rRFB allowing enough time for RTS1 blocked forks to restart and replicate the downstream region without interference from the canonical RF. Right panel: When RTS1 is inactive by absence of Rtf1 (rtf1Δ), the RF from the early firing origin does not block at RTS1 and replicates the downstream region with a canonical RF.
Figure 3.4. Replication Fork Restart at RTS1 RFB Results in δ/δ Replication. A. Polymerase usage at RTS1 RFB on Chr I (left panel) & II (right panel); RTS1 OFF (top panel) and ON (bottom panel). Ratio of Polymerase ε (red) and Polymerase δ (blue) for both the top and bottom strand is shown. B. Polymerase bias graph calculated using the ratio of polymerase usage across both strands at the RTS1 RFB; RTS1 ON (black) and OFF (light blue).
previous evidence that Pole is no longer used in replication forks restarted at RTS1. This is further supported by calculation of the ratio of polymerase usage across both strands showing a clear Polymerase δ bias downstream of active RTS1 (Figure 3.4B). This provides a distinct genomic region where the majority of replication is carried out by a HR-restarted replication fork.

### 3.2.3 System to Investigate Protein Involvement in the Restarted Replication Fork

Establishment of a system to study HR-restarted replication forks with little interference from canonical replication forks allows to clearly distinguish between the restarted and canonical RF. In contrast to the canonical RF, the restarted replication fork is more error-prone and conducts replication of the leading and lagging strand using Polymerase δ. Previously, it has been shown that the error-prone nature of the restarted replication fork was not due solely to the use of Polymerase δ replicating both strands (Miyabe et al., 2015). This suggests other aspects of the restart or the restarted RF contribute to its error-prone nature. To investigate proteins associated with the replication fork, Chromatin Immunoprecipitation (ChIP) followed by quantitative PCR (qPCR) can be conducted. To be able to follow recruitment of proteins in the cell cycle, cells are synchronised in G2 using the cdc25_22 loss of function temperature sensitive allele that inhibits entry into mitosis (Figure 3.5A) (Russell and Nurse, 1986). Cells are synchronised by a temperature shift to the restrictive temperature (36 °C) for 4 hrs, followed by release into the permissive temperature (25 °C) for sample collection every 15 mins. Cells start to go through S phase from 75 mins after release as evident from the appearance of septum’s which correlates to the onset of S phase (Figure 3.5B). Additionally, FACS profiles show an equivalent shift toward 2X 2C DNA content indicating onset of S phase (Figure 3.5C). This is due to the S. pombe cell cycle involving a short G1 phase resulting in S phase starting before cell division has completed and manifesting in FACS profiles indicating 2X 2C DNA content rather than the expected 1X 2C. Bulk S phase is completed by 120 mins, with all cells finished by 135 mins. FACS profiles were taken for each repeat with Figure 3.5C showing a representative profile.
Figure 3.5. Loss of Polymerase ε enrichment Downstream of Active RTS1. A. Cells containing the temperature sensitive cdc25_22 allele were grown overnight at the permissive temperature 25 °C, blocked in G2 at the restrictive temperature 36 °C, then released into 25 °C and samples collected every 15 mins. B. Cell images of Polε-GFP containing cells synchronised using cdc25_22 stained with DAPI (DNA) & calcofluor (septum) at indicated times after release from G2. C. FACS profile of cells collected at indicated times after release from G2. D. Enrichment of Polε-GFP 100 bp upstream and downstream of active RTS1 using Chromatin Immunoprecipitation (ChIP) followed by quantitative PCR (qPCR). Data from three independent experiments ± SEM.
Where necessary, time points were adjusted to align according to S phase entry to allow visualisation of ChIP-qPCR analysis in cells synchronously progressing through S phase.

Polymerase δ is used to replicate both DNA strands downstream of active RTS1. This suggests Polymerase ε is no longer associated with the restarted replication fork. Direct comparison in protein enrichment between the canonical vs. HR-restarted replication fork can be tested using primer sets that anneal 100 bp upstream or downstream of the RTS1 sequence, respectively. ChIP-qPCR analysis of GFP-tagged Polymerase ε show accumulation upstream (canonical RF) of the RTS1 RFB as the cells enter S phase (Figure 3.5D). This enrichment is detectable for ~30 mins, supporting data that replication forks take between ~15-20 mins to restart at RTS1 (Miyabe et al., 2015, Mohebi et al., 2015). The signal is detectable for slightly longer than this time due to slower cell growth at 25 °C than at 30 °C (the temperature used to grow cells in the published experiments) and synchrony not being 100% when using the cdc25_22 allele. Additionally, enrichment of Polymerase ε 100 bp downstream of RTS1 (restarted RF) is completely lost to background levels. This suggests, that not only does Polymerase ε not conduct leading strand replication in the restarted replication fork, it may also be lost from the reconstituted replisome. Although, further experiments would be needed to confirm this observation. Comparison of these results to those obtained from cells lacking RTS1 barrier activity would highlight the differences in polymerase enrichment when RTS1 is on. Additionally, the use of a no antibody control or probing with qPCR primers for another distal locus not associated with RTS1 would enable better quantification of the reduction in Polε enrichment downstream of RTS1 when the barrier is on.

To improve cell synchrony, the cdc2as_M17 ATP-analogue sensitive allele can be used to synchronise cells in G2 (Aoi et al., 2014). Cells grown in media containing the ATP-analogue 3BrPP1 for 3 hrs arrest in G2, and are released upon filtration, washing, and release into 3BrPP1 free media (Figure 3.6A). In comparison to cdc25_22 allele, this method of synchronisation results in less elongation of cells and better cell synchrony upon release as evident from images of cells stained with DAPI (visualise DNA) and calcofluor (visualise septum), as well as tighter FACS profiles. Additionally, cells are able to grow at 28 °C, thus progress through the cell cycle at a rate comparable to WT cells.
This is evident by peak of septation (30 mins after release) correlating with the FACS profile moving towards 2x 2C and the bulk DNA synthesis being completed in ~15 mins (Figure 3.6B-C).

As it has been shown before the replication fork restart generates single stranded DNA (ssDNA) in order to facilitate homologous recombination (HR). To follow ssDNA formation in the RTS1 RFB system set up on Chromosome II, GFP tagged versions of the ssDNA binding proteins, Rpa3 (RPA subunit) and Rad52, were analysed by ChIP-qPCR. In order to investigate changes in ssDNA accumulation, both temporally and spatially across the RTS1 region, an S and G2 phase time points were subjected to qPCR analysis using a variety of primer pairs placed upstream and downstream of the RFB (Figure 3.6D). Rad52-GFP and Rpa3-GFP become enriched up to ~1 Kb downstream of RTS1 in S phase. This enrichment is reduced after 30 mins when the majority of cells have entered G2. This is in agreement with previous studies showing Rad52 recruitment to RTS1 to occur within minutes of replication fork stalling (Nguyen et al., 2015). This is also in support of recombination intermediates remaining visible for up to 45 mins after RF stalling at RTS1 (Mohebi et al., 2015).
3.3 Discussion

An optimised system to study HR-restarted replication forks by utilising the *RTS1* RFB has been constructed (Figure 3.2). Positioning of *RTS1* near an early firing origin with downstream rRFBs and a distant late firing origin form a region of over 10 Kb that is replicated by the restarted replication fork with little interference from convergent canonical replication forks. The use of 10 repeats of the rRFB sequence provides adequate delay to the convergent replication fork without producing a HR-restarted RF (Figure 3.1). Mathematical modelling of this data suggests the 10x rRFBs to delay replication fork progression by ~6 min (Eduard Campillo-Funollet, unpublished data) providing the additional time needed for use in the *RTS1* RFB system. Polymerase-Usage Sequencing of the optimised *RTS1* system shows a clear switch to Polymerase δ replication in leading strand replication (on the top DNA strand), providing a ~10 Kb region downstream of the *RTS1* RFB that is replicated almost completely by the restarted replication fork, as evident from the large Polymerase δ bias when the *RTS1* RFB is ON (Figure 3.3). Moreover, we can see that the restarted RF does not switch back to δ/ε configuration of RF and terminates with the convergent canonical RF.

Establishment of a system containing a region that is specifically replicated by HR-restarted RFs, allowed further investigation into the dynamics of both the restart and the restarted RF. In order to study the dynamics of different protein factors at *RTS1* both spatially and temporally, cells were synchronised in G2 using two different alleles (*cdc25_22* or *cdc2as_M17*). Both alleles were adequate in studying protein enrichment in this system. The *cdc2as_M17* allele appeared optimal due to the increased synchrony of cells, and cell size and growth rate being closer to WT (Figure 3.5BA-C). ChIP-qPCR of Pole-GFP revealed enrichment upstream of active *RTS1* when the replication fork is canonical but not downstream in the restarted replication fork (Figure 3.4D). This is consistent with the Pu-Seq analysis of the *RTS1* region showing a loss of Pol ε usage once the RF stalled at *RTS1* has restarted. Having demonstrated the developed system to work, this can now be exploited in more detail and pave the path to study recruitment of other molecular factors involved in the restarted/canonical RFs, such as helicases (CMG, Psf1, Fml1, Mgs1).
The same RTS1 construct allowed us to investigate the recruitment of ssDNA binding proteins, RPA and Rad52, during restart. Time points enriched for S phase cells were chosen for in depth analysis at different distances upstream and downstream of RTS1 using qPCR primers that target these regions (Figure 3.5). Large increases in enrichment of both ssDNA binding proteins, RPA and Rad52, is observed up to 1Kb downstream of RTS1 when the barrier is ON. Both also show only slight enrichment immediately upstream of RTS1 in S phase (compared to 3kb upstream), suggesting little fork reversal during RTS1 restart in this system. However, this is contradictory to reports using a similar system at a different genomic locus that observes resection upstream of the RTS1 site (Tsang et al., 2014). This could be due to fork reversal occurring prior to downstream unwinding of DNA. Therefore, analysis of an earlier time point (containing early S phase cells) may reveal increased ssDNA accumulation upstream of RTS1. Alternatively, in the previous RTS1 system, convergent forks arrive nearer to the barrier and may cause increased steric torsion pushing the restarting RF into reversal and resulting in more robust resection. Additionally, no enrichment of ssDNA is observed at the rRFB’s. This is unexpected due to the Pu-Seq analysis suggesting termination of replication in this region (Figure 3.3A). Either, the levels of termination occurring in this region are below detectable levels, or the termination of a non-canonical and canonical replication fork does not produce large amounts of ssDNA. Nevertheless, it has been shown that Rad51 participates in the termination of restarted and canonical RFs (Lambert et al., 2005).

Comparison of S phase cells with a later time point containing mainly cells that have completed S phase and entered G2 phase (Figure 3.5), reveals a decrease in both ssDNA binding protein enrichment downstream of RTS1. However, G2 cells appear to have slightly increased Rad52 enrichment further downstream of RTS1 (~3Kb) compared to S phase cells that is not observed with RPA. This Rad52 enrichment may reflect few late S phase cells persisting in this population that still contain unresolved ssDNA. Pu-Seq on Polymerase α (Polα) usage at RTS1 in this system shows a clear reduction in usage for replication priming on the lagging strand when RTS1 is ON (Naiman et al., 2020). This suggests persistence of ssDNA on the bottom strand that is later replicated in a continuous manner. Thus, the late Rad52 enrichment may reflect ssDNA on the bottom
strand (lagging strand) that is initially protected by RNA:DNA hybrids and later replaced by RPA and Rad51.

Taken together, the construction of this novel RTS1 system provides a universal tool for studying restarted replication forks. This has shown a long-range recruitment of Rpa3 and Rad52 downstream of the RTS1 barrier. On top of this, it will solve the question concerning the presence/absence of helicases or other molecular factors possibly involved in the restarted replication machinery. Thus, this approach can reveal factors underpinning the error-prone nature of the restarted replisome.
Chapter 4 – Interaction of PCNA and Cdc27<sub>Pol32</sub> During Replication Fork Restart

4.1 Introduction

Break-induced replication (BIR) is a process that has been suggested to be used as the repair of single-ended DSBs (seDSBs) using strand invasion mechanisms to copy a homologous template in order to restart stalled or collapsed replication forks (McEachern and Haber, 2006). In contrast to HR-dependent restart at RTS1, BIR occurs outside of S phase and is not terminated by an incoming fork. In addition, BIR progresses via a D-loop and is therefore conservative, whereas HR-dependent restart at RTS1 is semiconservative, implying the D-loop is rapidly resolved. Induction of BIR can lead to multiple cycles of detachment and reattachment of the nascent strand that result in chromosome rearrangements when this occurs between repetitive sequences (Smith et al., 2007). Furthermore, BIR has been shown to induce high levels of mutations along the entire length of the DNA that the restarted fork replicates (Deem et al., 2011). BIR has been shown to require the Pol32 subunit of Polδ (homologue of Cdc27 in fission yeast) which is dispensable when the break is a deDSB and uses homologous recombination for repair (Lydeard et al., 2007). Given the distinctions between BIR and HR-dependent restart at RTS1, we wished to examine the role of Cdc27 at RTS1.

Pol32 is non-essential in S. cerevisiae (Gerik et al., 1998), but the S. pombe homologue is essential (Bermudez et al., 2002) making function of this protein difficult to test in fission yeast. In budding yeast Pol32 directly binds to PCNA and stabilises the Polδ mult-subunit complex. Previously, two PCNA mutants have been identified which exhibit BIR deficiency even in the presence of WT Pol32 (Lydeard et al., 2010) and which are epistatic to loss of Pol32. The original point mutants in S. cerevisiae were R80A and F248A F249A. R80A resides on the α-helices lining the hole of PCNA, where the molecule interacts with DNA (McNally et al., 2010). F248 and F249 are highly conserved residues among PCNAs, and reside as sidechains on the interdomain connector loop buried inside the structure of PCNA (Eissenberg et al., 1997). F249 is partially exposed in a pocket where PIP-box containing proteins interact with PCNA. In S. pombe, the Carr lab have
successfully created the R80A mutant, and a single point mutant F248A (Thomas Etheridge). I subsequently constructed the double point mutant F248A Y249A which resulted in a large decrease in cell viability. The interaction between PCNA and Pol32 can also be studied in fission yeast using truncated versions of Cdc27 (cdc27_D1 & cdc27_D3) that lack the PCNA binding motif at the C terminus of the protein (Tanaka et al., 2004). Although deletion of Cdc27 (S. cerevisiae Pol32 homologue) is lethal in S. pombe, the truncated Cdc27 alleles and PCNA mutants can be used to investigate the role of this protein and its interaction with PCNA in RF restart at RTS1.

4.2 Results

4.2.1 Characterising Interaction Between Cdc27 and PCNA Mutants Deficient in Binding Pol32 (in S. cerevisiae)

Spot tests indicated no sensitivity of the single PCNA point mutants to either hydroxyurea (HU) or camptothecin (CPT) in comparison to WT (Figure. 4.1A). The double PCNA point mutant (pcn1_F248A,Y249A) and both of the Cdc27 truncations (cdc27_D1 and cdc27_D3) however are sensitive and exhibit slight slow growth phenotypes even in the absence of any replication stress inducing drug. However, these are not as sensitive as the HR deficient Rad51 allele (rad51-3A) that can form nucleoprotein filaments on ssDNA but cannot perform the strand exchange reaction (Cloud et al., 2012). Although, the slow growth of the cdc27 mutants on YE media makes it difficult to interpret whether the reduced growth upon replication stress is due to increased sensitivity or their inherent slow growth. Nevertheless, the difference in sensitivity to these replication stress inducing agents suggests that the Pcn1 single point mutations may not be phenocopying the Cdc27 mutations.

The PCNA point mutants deficient for BIR and to binding Pol32 (Cdc27) were identified in S. cerevisiae. Mapping of these mutations onto S. pombe PCNA (Pcn1) has enabled equivalent mutants to be produced. However, the impact these mutations have on the ability of Pcn1 to bind Cdc27 has yet to be characterised. Co-precipitation of Cdc27 and
Figure 4.1. Characterisation of PCNA and Cdc27 Mutants Deficient for Binding Each Other. **A.** Serial dilution viability assay in the presence of replication stressing agents. Plates were incubated with the indicated concentration of each genotoxic agent (CPT or MMS) for 3-5 days at 30 °C. **B.** Cdc27 pull down using GFP-Trap beads to detect an interaction with PCNA. WT untagged control was used alongside strains containing cdc27-GFP with either: WT pcn1; pcn1_R80A; or pcn1_F248A. **C.** Low salt Cdc27 pull down using GFP-Trap beads to detect interaction with WT PCNA. Either 50 mM or 100 mM NaCl was used as indicated on untreated cells and cells incubated with 0.03% MMS for 5 hours. Untreated WT untagged Cdc27 was used as a control.
Pcn1 has only previously been reported in vivo in *S. pombe* when expressed from a plasmid under the control of a high expression promoter (*nmt1*) (Reynolds et al., 2000). Unfortunately, this interaction was undetectable when expressed under the control of their native promoter in the genome (Figure 4.1B). To try and increase the detectable signal, replication stressing agents were used to increase the likelihood of their interaction. High levels of MMS which alkylates DNA and can block the progression of replication, failed to result in visualisation of their interaction by western blot (Figure 4.1C). Additionally, lowering the salt concentration to increase signal from transient and less tightly bound proteins resulted in no detectable signal. Therefore, characterisation of each of the PCNA point mutants has proved difficult and it is not yet possible to say if the Pcn1 mutations affect the binding of Cdc27 in the same way as has been reported for Pol32 in *S. cerevisiae*. In the future, two-hybrid analysis can be tested as well as yeast transformation with high expression plasmids containing the PCNA point mutants and Cdc27-GFP.

### 4.2.2 Confirming Two Different rNTP Permissive Cdc6 Alleles Can Be Used to Investigate Contribution of BIR Mutants in Restart at RTS1 By Pu-Seq

The standard Pu-Seq protocol uses the rNTP permissive Cdc6 allele, *cdc6_L591G*, to track Polδ replication. Unfortunately, I was unable to construct the *cdc6_L591G cdc27_D1* or *cdc6_L591G cdc27_D3* double mutant. This was not entirely unexpected as this allele has proved problematic when combining with a selection of other mutations. Some other gene deletions that have been unable to be produced in a Pu-Seq background include *mus81*, *rad50*, *rad52*, *rad3* and *mrc1*. It is likely that the intrinsic polymerase ability of this Polδ mutation, as opposed to the incorporation of rNMPs, causes replication problems that result in the activation of checkpoints (unpublished observations from the lab) and the deployment of HR. This can affect some mutants that render cells sick in an otherwise wildtype background. Therefore, construction of the Cdc27 truncated mutants in a standard Pu-Seq background was impossible. However, another rNTP permissive Polδ allele can be used instead, *cdc6_L591M*. This Cdc6 allele incorporates rNTPs at a lower rate than *cdc6_L591G* and retains a closer to WT
Figure 4.2. Low rNTP Incorporation Cdc6 Mutant (cdc6_L591M) Produces Same Replication Fork Restart as High rNTP Incorporation Mutant (cdc6_L591G).

A. Polymerase usage at RTS1 RFB on Chr II using Polδ Mutant, cdc6_L591M; RTS1 ON (right panel) and OFF (left panel). Ratio of Polymerase ε (red) and Polymerase δ (blue) for both the top and bottom strand is shown.

B. Polymerase bias graph calculated using the ratio of polymerase usage across both strands at the RTS1 RFB using Polε rNTP mutant and each of the Polδ rNTP mutants; cdc6_L591G (black) and cdc6_L591M (grey).
phenotype. Using cdc6_L591M, Pu-Seq strains harbouring the Cdc27 truncations were successfully constructed.

Recently, equivalent rNTP permissive Polδ mutants in S. cerevisiae have been established. Two mutants that similarly incorporate rNTPs at higher (pol3_L612G) and lower levels (pol3_L612M) were tested in a BIR assay (Donnianni et al., 2019). This study found the rNTP incorporation rates of pol3_L612G and pol3_L612M correlated with a reduced ability to perform BIR. Thus, we wanted to establish if there was any change to the ability of cdc6_L591M to replicate the RTS1 locus after replication restart when compared to the standard protocol using cdc6_L591G. This would allow us to determine if any change to polymerase usage we may see with the Cdc27 truncated mutants is related to the Cdc27 allele, rather than the polymerase allele used. To this end, Pu-Seq was first carried out on the WT RTS1 RFB system using our low rNTP incorporation mutant, cdc6_L591M. Polymerase Usage profiles confirm the same switch to Polδ replication on the top strand as with cdc6_L591G. Direct comparison of the levels of Polymerase δ bias after restart at RTS1 confirms virtually identical levels of replication fork restart with the restarted fork replicating a similar distance downstream of RTS1. Slight differences in the shape of the Polδ bias curve could indicate the restarted RF replicating a slightly longer region downstream of RTS1, possibly due to faster kinetics of the restarted RF. However, these differences are minimal allowing direct comparisons to be made between mutants constructed in either cdc6 allele background for analysis of restart at RTS1.

4.2.3 PCNA Point Mutants Reduce Replication Fork Slippage Downstream of Active RTS1 Without Reducing Progression of Restarted Replication Fork

The two PCNA point mutants identified in S. cerevisiae to inhibit BIR regardless of Pol32 presence are F248A F249A and R80A (Lydeard et al., 2010). We tested pcn1_R80A and pcn1_F248A in the RTS1 RFB system to investigate their contribution to replication fork restart. The double point mutant (F248A,Y249A) was not possible to analyse due to its poor viability. Our first assay was to determine the impact they may have on the error-prone nature of the restarted replication fork using a mutation assay. Mutation assays
Figure 4.3. PCNA Mutants Reduce Replication Fork Slippage Downstream of Active RTS1 but Maintain Efficient Restart. A. Cartoon representation of PCNA homotrimer formed of three Pcn1 subunits and the location of each point mutation. R80A resides on the α-helices lining the hole of PCNA. F248A is a sidechain on the interdomain connector loop buried inside the structure of PCNA. B. RTS1-RFB replication slippage assay schematic. A ura4 allele containing a 20 bp tandem repeat (ura4sd20) is inserted immediately downstream of the RTS1 sequence. C. Replication fork slippage events scored as the frequency of ura4 reversions over 2 cell cycles. Data from three independent experiments ± SD. Statistical analysis by two-tailed Students T Test, \( p<0.05 = * \), \( p<0.01 = ** \), \( p<0.005 = *** \) D. Polymerase bias graph calculated using the ratio of polymerase usage across both strands at the RTS1 RFB; RTS1 OFF (left panel), RTS1 ON (right panel).
have previously been used as a readout for the efficiency of HR-restarted replication forks. Using an inverted repeats system, induction of the RTS1 RFB lead to gross chromosomal rearrangements that is dependent on HR proteins (Lambert et al., 2005).

Additionally, a replication fork slippage assay has been established as a measurement for the level of HR-restart (Iraqui et al., 2012). Replication fork restart at RTS1 induces replication fork slippage which is abolished when cells are lacking Rad51 and Rad52, which are required for the HR-restart of replication forks. In this assay, an allele of ura4 which contains a 20 bp tandem repeat, ura4sd20, renders cells uracil deficient (Iraqui et al., 2012). Deletion of one tandem repeat reverts the allele to wildtype ura4, resulting in a uracil proficient cell. These events can be selected for and are a readout for replication fork slippage events. To test replication fork slippage associated with restart in our RTS1 system, the ura4sd20 allele was inserted immediately downstream of the RTS1 sequence (Figure 4.3B). In wildtype cells, the active RTS1 RFB results in a large increase in replication fork slippage events in the downstream region in comparison to when RTS1 is OFF (Figure 4.3C). This increase in replication fork slippage is markedly less when either of the PCNA point mutants are introduced. This could suggest lower levels of replication fork restart at RTS1. To confirm the levels of replication fork slippage when RTS1 is OFF are background levels of canonical RF slippage, in the future the ura4sd20 allele could also be placed at a different genomic locus lacking the RTS1 sequence to highlight it is neither RTS1 specific, nor locus specific.

We next sought to confirm this by Pu-Seq, which provides a direct measure of the percentage of cells that replicate the locus with a restarted fork. Surprisingly, when both PCNA point mutants are analysed using Pu-Seq, the same level of Polδ bias is produced downstream of RTS1 (Figure 4.3D). This provides direct evidence that the PCNA point mutants do not change the efficiency of restart or the ability of the restarted RF to replicate the downstream region. The reason behind the reduction in replication fork slippage events after restart at RTS1 therefore indicates a higher fidelity of the restarted replication fork when PCNA is deficient in its interaction with Cdc27. However, these point mutants are yet to be characterised in S. pombe, so perhaps they do not have the same effect as is described in S. cerevisiae.
4.2.4 Cdc27 Truncations Deficient in Binding PCNA Reduce Replication Fork Restart at RTS1

Polymerase δ is a four-subunit complex consisting of the catalytic subunit Cdc6, Cdc1, Cdc27 and a small subunit Cdm1 (MacNeill et al., 1996, Reynolds et al., 1998, Zuo et al., 1997). Polymerase δ complex lacking Cdc27 greatly reduces its ability to bind PCNA and results in reduced processivity of the enzyme (Zuo et al., 2000). Similarly, reduced processivity of the enzyme complex is observed when lacking only the C-terminal portion of Cdc27 that contains the PCNA binding motif (Bermudez et al., 2002).

To investigate the contribution of Cdc27’s interaction with PCNA in the restart at RTS1, two different C-terminally truncated versions of the protein were used (Figure 4.4A). Cdc27 is 372 amino acid residues in length, with the PCNA binding motif located in residues 353-372 (Reynolds et al., 2000). Both Cdc27 alleles (cdc27_D1 and cdc27_D3) lack the PCNA binding motif, with the D3 mutant lacking only this region and D1 further truncated from residues 160-372. The larger truncation of Cdc27_D1 results in the loss of an additional conserved Polα binding motif. Replication slippage analysis downstream of RTS1 for both Cdc27 truncations resulted in no change to the ura4 reversion frequency when RTS1 is ON. However, a slight increase to background levels of replication slippage are observed when the barrier is OFF. This increase is higher for Cdc27_D1, possibly reflecting an inherent mutagenic feature of these alleles that could mask a decrease in RF slippage that is seen with the PCNA point mutants.

In order to determine whether the Cdc27 truncations have the same effect as the PCNA point mutants on restart at RTS1 and the restarted RF, Pu-Seq was conducted. When RTS1 is ON, both Cdc27_D1 and Cdc27_D3 switch from Polε usage on the top strand to Polδ usage to replicate the region downstream of RTS1. The extent of the switch is, however, moderately reduced when compared to cdc27+. In addition, the distance Polδ travels on the bottom strand for both mutants appears considerably less. This suggests the restarted replication fork does not replicate as far downstream of RTS1 as in the wildtype situation. One possibility is that the restarted RF travels slower when harbouring cdc27 truncations lacking the PCNA binding motif. Alternatively, RFs take
longer to restart, resulting in fewer forks able to restart in the allotted time, allowing more convergent canonical forks to travel closer to the RTS1 RFB. Although it could be one or the other of these possibilities, it is likely it is a combination of both reduced restart and reduced processivity that provides the results seen here. The reduced levels of restarted RFs when RTS1 is on is visible by the reduction in Polδ bias when polymerase usage across both strands is taken into consideration. There is a reduction in both the height and width of the Polδ bias peak, suggesting both reduced restart and reduced distance travelled by the restarted RF. The conserved Polα motif is dispensable for RTS1 restart, as both Cdc27 mutants result in the same polymerase usage profiles. However, this would need to be confirmed by using a Cdc27 truncation mutant lacking only residues 160-353. Both Cdc27 mutants also produced no Polδ bias when RTS1 is OFF. Therefore, efficient restart at RTS1 and replication using the restarted RF relies at least partially on the PCNA binding motif at the C terminus of Cdc27.

**4.3 Discussion**

Investigation into the contribution of the interaction between PCNA and Cdc27 for restart at RTS1 has revealed stark differences between this restart in S. pombe and BIR in S. cerevisiae. Using the PCNA mutants F248A or R80A (shown to suppress BIR in budding yeast), I observed a decrease in replication fork slippage downstream of active RTS1 by around 50%. However, Sarah Lambert’s team have observed no change to
ssDNA production in both mutants compared to WT as judged by RPA enrichment across the region (unpublished data). This agrees with the Pu-Seq data presented here showing efficient replication fork restart at RTS1. Overall, combining the Pu-seq results with the mutational analysis of both of these PCNA mutants, it seems that PCNA’s interaction with Cdc27 is not important for polymerase delta usage after restart at RTS1, but instead may be important for its fidelity. However, further characterisation of the PCNA point mutants’ impact on binding to Cdc27 is needed. In the future it would also be interesting to construct and test the single point mutant pcn1_Y249A to see if this residue acts the same as pcn1_F248A, or whether it is this residue alone that confers increased sensitivity to the double point mutant.

When we tested the well characterised Cdc27 truncations (cdc27_D1 and cdc27_D3) that lack the PCNA binding motif, replication fork slippage was unchanged after restart at RTS1 in comparison to WT. However, higher levels of background replication fork slippage were detectable as evident from an increased ura4 reversion frequency when RTS1 is OFF. Therefore, the increased RF slippage observed when RTS1 is ON may be an overestimate and could reflect more closely the reduction seen with the PCNA point mutants. This becomes evident when considering the fold increase in RF slippage between RTS1 OFF and ON for each mutant. In a WT situation there is a roughly 30-fold increase in RF slippage when RTS1 is ON in comparison to OFF. For the PCNA point mutants this reduces to roughly 18 (pcn1_F248A) and 10 (pcn1_R80A) fold increases. pcn1_F248A fold increase may be higher than pcn1_R80A due to it harbouring only one of the two point mutations originally characterised in S. cerevisiae to lose its interaction with Pol32 (Cdc27). Similarly, fold increases are reduced in comparison to WT for both cdc27_D3 (~11 fold) and cdc27_D1 (~6 fold), with cdc27_D1 presenting a larger decrease, possibly due to additional loss of the Polα interaction motif. Overall, this suggests the Cdc27 truncation mutants have a similar effect as the PCNA point mutants on limiting mutagenesis downstream of active RTS1.

However, in contrast to the PCNA point mutants, analysis of each of the Cdc27 truncations by Pu-Seq revealed reduced RF restart and progression at active RTS1. Moreover, the Carr lab has previously performed Southern blots showing that Cdc27_D1
Figure 4.5. Replication Fork Movement Schematic at the RTS1 RFB for Cdc27 Mutants Lacking PCNA Binding Motif. Graphical visualisation of the possible movement of replication forks radiating from the early and late firing origins flanking the active RTS1 construct (RTS1 ON) when Cdc27 lacks the PCNA binding motif. Direction of replication timing (Trep) is indicated by the black arrows. Restarted replication fork movement past RTS1 is indicated by light grey arrows. A. RFs stalled at RTS1 take the same amount of time to restart as in a wildtype situation. However, the restart produces a slow-moving RF. B. RFs take a longer time than wildtype to restart at RTS1 but replicate the downstream region at a speed comparable to WT.
(truncated protein lacking PCNA binding motif) decreased formation of acentric chromosomes in comparison to WT using the RTS1 barrier in an inverted repeats system. One interpretation of this data is that replication forks are progressing through RTS1 but replicating slowly (Figure 4.5A), or take longer to progress through the RTS1 barrier (Figure 4.5B). This would result in the restarted RF travelling a shorter distance, allowing more cells to complete replication of the downstream region of RTS1 with a converging replication fork. Therefore, this indicates Cdc27 is important for efficient HR-dependent restart of RFs at RTS1 but its impact is not as dramatic as the reported role of Pol32 in BIR in S. cerevisiae.

Overall, the data presented here demonstrates key differences between BIR in S. cerevisiae and HR-dependent restart at RTS1 in S. pombe. Firstly, using cdc27 alleles truncated for the PCNA binding motif, these results confirm its importance for HR-restart at RTS1, but it is not as crucial as its described role in BIR in S. cerevisiae. Additionally, using two point mutations of PCNA shown to be important for BIR in S. cerevisiae, we provide clear evidence that they do not phenocopy the cdc27 truncations. Instead, they have an interesting impact on PCNA in a way that is probably independent of Cdc27 and is yet to be fully understood.
Chapter 5 – Characterising the Role of Rtf2 in Replication Fork Restart

5.1 Introduction

Rtf2 is a protein conserved between human and fission yeast, belonging to a family of proteins that are characterised by a C2HC2 Ring Finger motif (Inagawa et al., 2009). Rtf2 is predicted to fold up into a RING-finger like structure with the ability to bind one Zn$^{2+}$ ion. This is similar to the C3HC4 RING-finger motif found in proteins such as BRCA1, that can bind two Zn$^{2+}$ ions and is known to mediate protein-protein interactions. Rtf2 was originally identified in S. pombe as being important for efficient replication fork arrest at the RTS1 RFB (Codlin and Dalgaard, 2003). Additionally, this study identified RTS1 to be composed of two distinct regions (Codlin and Dalgaard, 2003). Region B contains four blocking motifs’ where the trans-acting factor Rtf1 binds. Region A is purine rich and identified as functioning as an enhancer region to increase Region B blocking capacity. Rtf2 was found to reduce the blocking signal at RTS1 to the same extent as deletion of Region A of the RTS1 sequence. Additionally, there was no additive effect of the double deletion and it was thus suggested that Rtf2 mediates its enhancing effect on the blocking signal of RTS1 through binding at Region A. The data presented here explores this further, utilising a truncated version of RTS1 lacking region A for Pu-Seq and replication fork slippage analysis in the presence and absence of Rtf2.

Stabilisation of replication forks upon encountering DNA damage is important for maintaining genome stability. Sumoylation of PCNA has been implicated in maintaining the stability of these RFs. Rtf2 has also been shown to interact with PCNA and it was suggested that Rtf2 possibly aid PCNA stabilisation at replication forks stalled at sites of DNA damage via sumoylation pathways. This speculation arose when deletion of S. pombe SUMO (Pmt3), alone or in combination with rtf2 deletion, resulted in a similar reduction in blocking signal of RTS1 as with the single rtf2 deletion (Inagawa et al., 2009). This suggests a wider role for Rtf2 at stalled replisomes, not just the RTS1 RFB. Furthermore, in human cells, the presence of Rtf2 (HsRTF2) was shown to reduce the levels of replication fork restart globally, and its removal from stalled RFs via
proteasomal shuttle proteins (DDI1 and DDI2) was important to allow replication fork restart to occur (Kottemann et al., 2018). Additionally, the nuclear receptor interacting protein 3 (NIRP3) has been shown to upregulate DDI1 and increase polyubiquitylation of RTF2, promoting RTF2 removal and replication fork restart upon replication stress (Suo et al., 2020). NIRP3 has previously been shown to be upregulated in oesophageal squamous cell carcinoma and play an important role in tumour progression and resistance to chemoradiotherapy (Qin et al., 2011, Suo et al., 2020). However, a study in *S. cerevisiae*, has also suggested Ddi1 (*HsDDI1, SpMud1*) could act directly as a protease, as HU sensitivity was rescued by mutant Ddi1 lacking both the ubiquitin-like (UBL) and ubiquitin-associated (UBA) domains important for linking the ubiquitinated protein to the 26S proteasome (Svoboda et al., 2019). Thus, it is hard to know if NIRP3 activity is acting through human RTF2.

Here, I further investigate how Rtf2 enhances the blocking signal at *RTS1* as well as its wider implications on the replisome at a genome wide scale. Additionally, a mass spectrometry method is established to allow investigation of Rtf2 protein interactors.

### 5.2 Results

#### 5.2.1 Loss of Rtf2 Reduces Levels of Replication Fork Restart and Replication Fork Slippage Downstream of Active *RTS1*

Rtf2 enhances the blocking signal at active *RTS1* when visualised on 2D gels (Codlin and Dalgaard, 2003). To investigate how this affects the dynamics of polymerase usage downstream of the *RTS1* RFB Pu-Seq was conducted. In the absence of Rtf2 (*rtf2Δ*) canonical replication is carried out across the *RTS1* RFB region when the barrier is OFF (Figure 5.1A). When *RTS1* is ON, Polε usage on the top strand reduces at the site of the *RTS1* RFB, indicating some switching to Polδ usage to replicate the region downstream of the barrier (Figure 5.1A). However, this is not to the same degree as in the WT *RTS1* ON system and Polε usage remains the predominant polymerase used to replicate this
Figure 5.1. Rtf2 Deletion Reduces Replication Fork Restart at RTS1 and Levels of Downstream RF Slippage. A. Polymerase usage at the RTS1 RFB on Chr II in rtf2Δ background; RTS1 OFF (left panel) and RTS1 ON (right panel). Ratio of Polymerase ε (red) and Polymerase δ (blue) for both the top and bottom strand is shown. B. Polymerase bias graph calculated using the ratio of polymerase usage across both strands at the RTS1 RFB. C. Replication fork slippage events scored as the frequency of ura4 reversions over 2 cell cycles using the RTS1-ura4sd20 RF slippage assay. Data from three independent experiments ± SD. Statistical analysis by two-tailed Students T Test, $p<0.05 = \ast$, $p<0.01 = \ast\ast$, $p<0.005 = \ast\ast\ast$, $p<0.0005 = \ast\ast\ast\ast$.)
top strand region. This is particularly evident when you take into consideration polymerase usage across both strands to determine the polymerase bias produced in this region. When Rtf2 is deleted the level of Polδ bias produced downstream of active RTS1 is reduced in comparison to WT (Figure 5.1B). Additionally, there is an equivalent reduction in replication fork slippage events downstream of active RTS1 when using the RTS1-ura4sd20 construct (Figure 5.1C). This reduction in replication fork slippage when Rtf2 is deleted reflects the reduced levels of restarted replication forks evident in the Pu-Seq traces. These results suggest a proportion of replication forks remain canonical after encountering the RTS1 RFB in the absence of Rtf2, with around a third of RFs restarting using δ/δ replication. Therefore, a subset of RFs block at RTS1 and restart as in a WT situation. The other RFs either block at RTS1 and restart as a canonical replication fork, or they do not get blocked at RTS1 and instead continue replication across the region as in an RTS1 OFF situation. Mathematical modelling of the efficiency of RTS1 barrier activity in the absence of Rtf2 best fits a 10-fold reduction in efficiency when fit to the change in polymerase usage traces from Pu-Seq (Eduard Campillo-Funollet). This is a larger decrease than expected but indicates that the subset of RF’s that remain canonical downstream of RTS1 indeed do not get blocked at RTS1 and continue replication unperturbed as a canonical RF.

5.2.2 Rtf2 Does Not Increase RTS1 Barrier Activity by Binding to Enhancer Region A

RTS1 is composed of two main regions, A and B (Figure 5.2A). Region B has been shown to contain four blocking motifs where Rtf1 binds. Previously it has been suggested Rtf2 enhances RTS1 barrier activity via binding to region A due to similar reductions in blocking signal of rtf2Δ and RTS1 lacking region A (RTS1_AΔ) when analysed by 2D gels (Codlin and Dalgaard, 2003). To investigate if this is the case in our RTS1 system and the impact region A plays on polymerase usage downstream of active RTS1, region A was deleted from the RTS1 sequence and inserted into our locus on chromosome II containing the downstream 10xrrRFBS. This truncated RTS1 sequence was also incorporated into the replication fork slippage construct to produce RTS1_AΔ-ura4sd20. If Rtf2 is carrying out its enhancing effect on blocking at RTS1 the same results are expected for rtf2Δ and RTS1_AΔ.
Figure 5.2. RTS1 Region A is Dispensable for Efficient Replication Fork Restart. A. Schematic of the RTS1 RFB. Region A is a ~60 bp purine rich region and Region B is ~450 bp containing the four repeated blocking motifs essential for RTS1 activity. B. Replication fork slippage events scored as the frequency of ura4 reversions over 2 cell cycles. Data from three independent experiments ± SD. Statistical analysis by two-tailed Students T Test, p>0.05 = not significant (ns). C. Polymerase bias graph calculated using the ratio of polymerase usage across both strands at the RTS1 (black) and RTS1_AΔ (orange) RFB on Chr II; RTS1 OFF (left panel), RTS1 ON (right and bottom panel).
Firstly, levels of mutagenesis downstream of RTS1 were analysed using RTS1-ura4sd20 and RTS1_AΔ-ura4sd20 (Figure 5.2B). Similar levels of replication fork slippage were seen in both systems when RTS1 is OFF. As expected, replication fork slippage rates were also similar when Rtf2 is deleted in both systems when the barrier is ON. However, if Region A has the same enhancing effect on blocking at RTS1 as Rtf2, the levels of replication fork slippage would be expected to reduce to the same level as rtf2Δ even in the presence of Rtf2. However, this is not the case as equivalent levels of replication fork slippage are observed when RTS1 is ON in both systems. This suggests that Region A is dispensable for enhancing the blocking effect of RTS1 and is not the site of Rtf2 binding.

To test this further, Pu-Seq was carried out on strains containing the RTS1_AΔ system (Figure 5.2C). The same levels of Polδ bias was observed in comparison to the WT system when the barrier was both ON and OFF regardless of the presence of Rtf2. Therefore, these results indicate Rtf2 does not specifically bind to Region A and this region is dispensable for enhancing the blocking effect of active RTS1.

5.2.3 Confirming Activity & Function of Rtf2-GFP/13Myc/3HA

In order to further investigate the role Rtf2 plays at stalled replication forks several C-terminally tagged versions of the protein were constructed. Initially, a C-terminal tagging base strain was produced by insertion of the LoxP-ura4-LoxM3 sequence immediately downstream of Rtf2 5’ UTR. This allows tagging of the protein using the recombination mediated cassette exchange system (Watson et al., 2008). Using this method, Rtf2 was successfully tagged with GFP, 13Myc, and 3HA. Tag functionality was confirmed via probing with the relevant antibodies from whole cell extracts of each strain (Figure 5.3A). Furthermore, Rtf2-3HA was successfully pulled down via immunoprecipitation and detected when visualised on a western blot (Figure 5.3B).

Having confirmed the functionality of each tag, their impact on Rtf2 protein function then needed to be assessed. First, each of the tagged proteins was crossed into the replication fork slippage assay (RTS1-ura4sd20). Levels of replication fork slippage
Figure 5.3. C-terminally tagged Rtf2 Activity and Functionality. A. Whole cell extracts of strains containing either Rtf2-13Myc, Rtf2-GFP, or Rtf2-3HA. Presence of each tagged protein were probed with the relevant antibodies. Tubulin was probed for as a loading control. B. Rtf2-3HA pull down using a HA antibody to confirm tag functionality. A WT untagged Rtf2 strain was used alongside as a control. C. Replication fork slippage events scored as the frequency of ura4 reversions over 2 cell cycles. Data from three independent experiments ± SD. Statistical analysis by two-tailed Students T Test, \( p > 0.05 \) = not significant (ns). D. Polymerase usage at the active RTS1 RFB on Chr II in a strain containing Rtf2-GFP. Ratio of Polymerase \( \varepsilon \) (red) and Polymerase \( \delta \) (blue) for both the top and bottom strand is shown. E. Polymerase bias graph calculated using the ratio of polymerase usage across both strands at the RTS1 RFB.
downstream of active RTS1 were comparable to WT for each of the C-terminally tagged Rtf2 strains (Figure 5.3C). This suggests Rtf2 function is not impacted by the addition of a C-terminal tag due to the levels of RF slippage not reducing to that of rtf2Δ. To confirm these results indicate efficient restart at RTS1 due to a functioning Rtf2, Pu-Seq was conducted on the RTS1 RFB in strains containing a tagged version of the protein (Rtf2-GFP). As in a wildtype situation, the top strand abruptly switches from Polε to Polδ replication after restart at RTS1 as evident from the polymerase usage traces (Figure 5.4D). Direct comparison to wildtype also reveals an equivalent level of Polymerase δ bias produced across the region downstream of active RTS1 (Figure 5.4E). Therefore, the WT levels of replication fork slippage downstream of active RTS1 for each of the C-terminally tagged versions of Rtf2 represent efficient restart of the replication fork. Together, these results indicate both tag and Rtf2 functionality when combined on its C-terminus allowing use for further investigation into the role of Rtf2.

5.2.5 Impact of Replication Stress on Rtf2’s Interaction with Chromatin and the Replisome

The importance Rtf2 has on stabilising replication forks and maintaining genome stability is yet to be fully understood. Deletion of rtf2 confers S. pombe cells sensitive to high levels of MMS (Figure 5.4A). This has previously been shown, as well as no sensitivity to HU (Inagawa et al., 2009). However, in human cells removal of Rtf2 from replication forks was important for efficient replication fork restart after exposure to HU (Kottemann et al., 2018). This study suggested Rtf2 gets shuttled to the proteasome for degradation. To determine if this was the case in S. pombe, cells were exposed to HU synchronising them in S phase to assess whether there is a reduction in Rtf2 protein levels (Figure 5.4B). When visualised on a western blot, the levels of Rtf2 did not change after HU treatment. Additionally, the levels of Rtf2 do not appear to change across the cell cycle when comparing cells synchronised in G2 and S phase using the cdc2asM17 allele. This suggests Rtf2 does not get degraded by the proteasome after exposure to replication stress, or that the protein is turned over rapidly.
Figure 5.4. Replication Stress Induced Rtf2 Response. **A.** Spot test of WT and rtf2Δ cells in the presence of different concentrations of HU and MMS. **B.** Whole cell extract of GFP tagged Rtf2 synchronised in G2 and S phase using cdc2asM17 allele, or grown in 10 mM HU for 4 hours. PCNA is probed for as a loading control. **C.** Single molecule microscopy data on the fraction of chromatin bound mEOS tagged Rtf2 after treatment with HU (10 mM for 4 hours) or MMS (0.03% for 5 hours). **D.** Frequency of ura4 revertants as a measure of replication fork slippage events after 3 hrs of either: no treatment (NT); 10 mM HU; or 0.03% MMS. Data from 3-5 independent experiments ± SEM. Statistical analysis by two-tailed Students T Test, \( p<0.05 = * \)
To assess whether Rtf2 indeed does get removed from replisomes, potentially to allow replication fork restart after exposure to replication stress, single molecule microscopy was conducted. An mEos tagged Rtf2 was constructed and protein functionality confirmed using the same methods outlined in section 5.2.4. Use of Rtf2-mEOS allows activation of a single fluorescently labelled molecule of Rtf2 at a time allowing tracking of its movement across a plane of the cell over three frames. Molecules that do not move across the specified time frame are classed as chromatin bound molecules, and those that have a larger trajectory across the cell are classed as freely diffusing molecules. This experiment was conducted by Thomas Etheridge using a previously published methodology (Etheridge et al., 2014). When comparing the fraction of chromatin bound molecules there is only a slight reduction after exposure to HU and MMS in comparison to untreated samples. This could suggest some removal of Rtf2 from replication forks, however these samples contain a mixed population of cells across the cell cycle and thus using synchronised cells and selecting specifically for those in S phase would be necessary to provide a clearer picture.

To get a view of Rtf2’s role in restart of replication forks after exposure to replication stress the replication fork slippage assay downstream of RTS1 was used (Figure 5.4D). Rtf1 controls the barrier activity at RTS1 so strains lacking Rtf1 were used as a baseline level of slippage. When Rtf1 is deleted, there appears to be slightly higher levels of replication fork slippage after MMS treatment in comparison to no treatment (NT). However, when RTS1 is active, (rtf1+) there is a trend toward reduced levels of replication fork slippage after both HU and MMS treatment in comparison to no treatment although this is not a significant decrease. This could be due to Rtf2 getting degraded by targeting to the proteasome after replication stress, and thus results in similar levels of replication slippage as rtf2Δ. The data presented here shows Rtf2 does not get substantially degraded after HU treatment but this is yet to be confirmed for MMS treatment in S. pombe (Figure 5.4B).

When Rtf2 is deleted in this assay, levels of replication fork slippage downstream of active RTS1 (rtf1+) are the same across all three treatment conditions. Additionally, replication fork slippage for HU and MMS is similar to when the RTS1 barrier is active.
Figure 5.5. Schematic of the Proximity-Based Labelling Method for Mass Spectrometry Analysis using TurboID. A. Bait protein tagged with TurboID allows proximal proteins to be biotinylated. TurboID catalyses biotin into its active state, BioAMP, to allow biotinylation of available lysine residues. Biotinylation occurs on the bait protein and TurboID itself as well as protein interactors and proteins in close proximity. These biotinylated proteins are purified using streptavidin coated beads to remove non-biotinylated proteins. Peptides from the sample are produced and analysed by mass spectrometry. B. A pAW8 plasmid was constructed for C-terminal tagging of different bait proteins. The plasmid contains a 3HA internal tag, TurboID, and Kanamycin resistance marker used for selection of correct integration, between LoxP and LoxM sites to allow integration by recombination mediated cassette exchange.
regardless of the presence of Rtf2. Although, there is a trend toward a reduction for MMS treated cells in the absence of Rtf2 when compared to the presence of Rtf2. Furthermore, when the barrier is inactive the levels of replication fork slippage in all three treatment conditions is reduced in the absence of Rtf2. Therefore, the simple presence of Rtf2, particularly in the context of MMS induced replication stress, substantially changes the levels of replication fork slippage in this context. This could support the recently proposed notion in human cells that RTF2 removal is important to allow efficient restart of replication forks following replication stress (Kottemann et al., 2018).

5.2.7 Mass Spectrometry Analysis of Rtf2 Protein Interactions Using TurboID

To gain more insight into the function of Rtf2 that would allow us to design experiments to understand its role in replication restart an enzyme catalysed proximity labelling based mass spectrometry method was set up. This method utilises the *E. coli* BirA biotin ligase that catalyses biotin into biotinoyl-5′-AMP (bioAMP) in an ATP driven process (Figure 5.4A) (Chapman-Smith and Cronan, 1999, McAllister and Coon, 1966). However, this activated biotin is then only covalently attached onto its substrate when it reacts with a specific lysine residue in the recognition sequence of its substrate. In order to utilise biotin labelling for global interactors of a protein of interest, a promiscuous mutant version of BirA was identified that enables labelling of any proteins it comes into close contact with (Choi-Rhee et al., 2004, Kwon and Beckett, 2000). This mutant was used in an assay termed BioID, whereby it is fused to a protein of interest and allows biotin labelling of proximal proteins in the cell (Roux et al., 2012). These labelled proteins can then be captured using streptavidin coated beads and analysed using mass spectrometry (Figure 5.5A). Recently an optimised mutant of this protein was developed that allows faster and more selective labelling of adjacent proteins, termed TurboID (Branon et al., 2018).

In order to utilise the TurboID method to identify interactors of Rtf2, first a c-terminal tagging system was produced (Figure 5.5B). The TurboID sequence was cloned into the pAW8 vector along with an internal 3HA tag to allow protein tagging using Cre-Lox
cassette exchange. Additional cloning of the LoxM and LoxP sites at the C-terminus of the Rtf2 sequence in *S. pombe* cells allowed tagging of the protein by transformation. To ensure the tag did not affect Rtf2 function, a spot test was conducted in which loss of Rtf2 function results in sensitivity to high levels of MMS. There was no evident sensitivity of Rtf2-3HA-TurboID and so the construct could be used for further experiments (Figure 5.6A). Next, confirmation that the TurboID was functional and biotinylating both Rtf2 and other proteins in the cell was needed. Streptavidin pull down of biotinylated proteins confirmed presence of Rtf2 only when the TurboID tag was present when probing with α-HA (Figure 5.6B). Addition of excess biotin (50 μM) to YE media (already containing low levels of biotin) during the growth of the cultures did not affect pull down of biotinylated Rtf2 (Figure 5.6B). However, excess biotin did result in higher background levels of protein biotinylation, as evident from a silver stain of total proteins pulled down by streptavidin (Figure 5.6C). Additionally, when no excess biotin is added there is a clear increase in protein capture when the TurboID tag is present in comparison to Rtf2 tagged with 3HA alone (Figure 5.6C). This observation was further confirmed by probing with Streptavidin-conjugated antibody indicating a clear increase in the levels of biotinylated proteins in both input and pull down samples (Figure 5.6D). The greater capture of biotinylated proteins when the cells have been grown without excess biotin indicates an excess of free biotin may outcompete biotinylated protein binding to the streptavidin beads. Therefore, growth in standard YE media without excess biotin is the optimal condition for mass spectrometry analysis of TurboID tagged proteins.
In order to minimize background biotinylation of proteins that may be detected by mass spectrometry, cells can be starved of biotin via growth in minimal media (EMM) and biotin added for only one cell cycle (3 hrs). A preliminary mass spectrometry run (processed by Dr Benno Kuropka at the Institut für Chemie und Biochemie) was conducted using both cells grown in YE without excess biotin and EMM plus biotin for 3 hrs. Cells containing either Rtf2-3HA-TurboID or Rtf2-3HA were analysed to allow identification of proteins enriched specifically due to biotinylation from the presence of the TurboID tag. Raw mass spectrometry data was processed using the MaxQuant software (by Murat Eravci) to provide intensity values for each enriched protein. Intensity values are calculated by the sum of all peptide intensities for that group. Therefore, intensity values can be used as an indicator of the abundance of a protein in each sample. To identify proteins enriched specifically due to biotinylation from the presence of the TurboID tag, intensity values for Rtf2-3HA (untagged) were subtracted from the values for Rtf2-3HA-TurboID (TurboID). Proteins more enriched for the untagged strain were removed and Log2 values plotted against the sequence coverage calculated by MaxQuant (Figure 5.7A). Sequence coverage refers to the percentage of the total protein sequence identified from all peptides detected relating to that protein. Growth in YE media resulted in 53 positive interactors and EMM + biotin identified 49. However, between the two conditions there were 26 common proteins identified. A proportion of the proteins identified are common proteins involved in various biosynthetic pathways that will not be discussed further in this analysis (Table 5.1).
Table 5.1. Other Proteins Identified as Proximal to Rtf2 via TurboID MS

<table>
<thead>
<tr>
<th>Gene Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acs1</td>
<td>Predicted acetyl-CoA ligase</td>
</tr>
<tr>
<td>Dus3</td>
<td>Predicted tRNA dihydrouridine synthase</td>
</tr>
<tr>
<td>Eca39</td>
<td>Branched chain amino acid aminotransferase</td>
</tr>
<tr>
<td>Erg11</td>
<td>Lanosterol 14-demethylase</td>
</tr>
<tr>
<td>Gln1</td>
<td>Glutamate-ammonia ligase</td>
</tr>
<tr>
<td>SPAC1B3.09c</td>
<td>Predicted Noc complex subunit Noc202</td>
</tr>
<tr>
<td>SPAC5H10.03</td>
<td>Phosphoglycerate mutase/6-phosphofructo-2-kinase family</td>
</tr>
<tr>
<td>SPAPB1A10.08</td>
<td>Conserved fungal protein</td>
</tr>
<tr>
<td>SPBP8B7.05</td>
<td>Predicted carbonic anhydrase nce103</td>
</tr>
<tr>
<td>SPCC1906.02c</td>
<td>Predicted CUE domain protein Cue3</td>
</tr>
<tr>
<td>Spe1</td>
<td>Ornithine decarboxylase</td>
</tr>
</tbody>
</table>

These proteins are not discussed further due to their large abundance throughout the cell carrying out common biosynthetic pathways that are likely to be identified as interactors of a large proportion of proteins in the cell using this assay. Also, other proteins identified in this assay have been the subject of very little research, thus their function is only predicted and will be emitted from this analysis. As a proof of principle that the experiment was successful in identifying proximal proteins to Rtf2 specifically due to biotinylation from the TurboID tag, Rtf2 itself is expected to be identified due to autobiotinylation. Indeed, Rtf2 was successfully identified in both experimental conditions, albeit with a slightly higher sequence coverage when cells were grown in YE media (Figure 5.7A).

While these results are very preliminary and need multiple technical repeats to allow statistical analysis, a first look at the data provides some interesting observations. For example two nucleoporin proteins, Nup85 and Nup124, that are components of the nuclear pore complex, were identified as being in close proximity to Rtf2. There is an array of research indicating stalled and collapsed replication forks can be relocated to the nuclear periphery for downstream repair processes (Whalen and Freudenreich, 2020). Replication forks blocked at the RTS1 RFB also appear to be among those that relocate to the nuclear pore complex for repair (Sarah Lambert, personal communication). This could indicate Rtf2 plays a role in directing RTS1 stalled replication forks to the nuclear periphery. However, the reduced levels of replication fork stalling
at RTS1 when Rtf2 is deleted may suggest it is not directly involved in directing the blocked replication forks to the nuclear pore. HR in the context of DNA breaks have previously been shown to only continue HR repair following re-location to the nuclear pore (Ryu et al., 2015). Thus, if Rtf2 was important for directing RTS1 stalled replication forks to the nuclear pore to allow HR-restart, one would expect reduced levels of replication restart due to an inability to restart rather than reduced efficiency of the RFB as is shown here for Rtf2 delete cells.

Additionally, DSBs arising in rDNA repeats can also be relocated to the nuclear pore complex important for maintaining repeat stability (Horigome et al., 2019). The Sap1 protein was also identified which is important for the activity of the RFB located in the spacer region of rDNA repeats (Krings and Bastia, 2005), as well as Sir2 a histone deacetylase involved in heterochromatin assembly at these locations (Shankaranarayana et al., 2003). Furthermore, a 40S ribosomal protein (Rps26b) and RNA polymerase II promoter binding protein (Hap3/Php3). The serine/threonine protein kinase, ppk23 (Cdk11), was also identified, which is important for the assembly of the RNA polymerase II mediator complex and thus the downstream activation of RNA polymerase II transcription (Drogat et al., 2012). Additionally, a number of proteins identified in this mass spectrometry analysis are involved in mRNA splicing, including mRNA splicing proteins (Cwf2, Cwf4, Prp45) and a DExH-box RNA helicase (Prp22). The translation initiator protein, Tif32 (eIF3α), was also identified suggesting Rtf2 may be involved in translation initiation. Perhaps Rtf2 plays a role in not only directing RTS1 stalled replication forks to the nuclear periphery for repair, but also other stalled replication forks including those arising from replication transcription collisions.

These preliminary results did not identify any replisomes components. However, Co-IP of Rtf2 and Mcm4 revealed an interaction between the two proteins (Figure 5.7B). Previous studies have also identified an interaction between Rtf2 and PCNA (SpPcn1) (Inagawa et al., 2009). The only protein involved in DNA replication identified in the MS data was Cdc17 (DNA Ligase I), important for ligation of Okazaki fragments (Nasmyth and Nurse, 1981). Additionally, Rtf1 was expected to be identified due to both Rtf2 and
Rtf1 being important for RTS1 barrier activity. Therefore, although these results were surprising, more repeats are needed to confidently identify proximal proteins to Rtf2.

5.3 Discussion

Investigation into the role of Rtf2 in the restart of replication forks has revealed several key characteristics. Firstly, Rtf2 is confirmed to be important to enhance the blocking capacity of the RTS1 RFB. The data presented here add further insight into the previously published results showing a decrease in pausing signal at RTS1 in the absence of Rtf2 when analysed by 2D gels (Codlin and Dalgaard, 2003). Polymerase usage sequencing of RTS1 in the absence of Rtf2 lead to a reduced level of δ/δ replication downstream of active RTS1 (Figure 5.1). Additionally, there is an equivalent reduction in the levels of replication fork slippage downstream of active RTS1 when Rtf2 is deleted (Figure 5.1). These data suggest that a subset of replication forks do not get blocked at RTS1 and continue replication as a canonical replication fork, or that they do get blocked but rather restart as a canonical RF. However, when taking into consideration the previously published 2D gel data showing a reduction in pausing at RTS1 (Codlin and Dalgaard, 2003), it seems more likely that fewer replication forks stall at RTS1 when Rtf2 is deleted. Indeed, mathematical modelling of the efficiency of the RTS1 RFB in the absence of Rtf2 supports a reduced efficiency of the barrier to block replication forks rather than a subset of forks blocked at RTS1 restarting as a canonical RF.

Furthermore, Rtf2 was previously suggested to produce its enhancing effect on the blocking capacity of RTS1 via interaction with RTS1 Region A (Codlin and Dalgaard, 2003). However, in the RTS1 system presented here, region A is dispensable to the blocking capacity of RTS1 as the levels of both δ/δ replication and replication fork slippage downstream of active RTS1 are unaffected by the deletion of Region A (Figure 5.2). Exactly how Rtf2 acts at replication forks encountering RTS1 to produce efficient replication fork stalling remains to be elucidated. To explore this further, several C-terminally tagged Rtf2 strains were successfully produced (Figure 5.3). Both tag functionality and protein functionality have been confirmed using a variety of assays and
will provide as a useful tool for future investigation into the role of Rtf2 in replication fork restart.

Removal of Rtf2 from stalled replication forks upon replication stress has recently been implicated as being important for replication fork restart and maintaining genome stability in human cells (Kottemann et al., 2018, Suo et al., 2020). In *S. pombe* deletion of Rtf2 only renders cells sensitive to high doses of MMS, but not to HU as is found in human cells (Figure 5.5). Furthermore, the studies in human cells show evidence for proteasomal degradation of RTF2 following removal from stalled replication forks. However, the levels of Rtf2 in *S. pombe* appear to remain fairly stable after HU treatment (Figure 5.5). However, this could indicate either very little or no proteasomal degradation of Rtf2, or alternatively, that Rtf2 is rapidly turned over in *S. pombe*. Another possibility is that only a small fraction of total Rtf2 in a cell is active at replication forks and the remainder is instead involved in other cell processes, thus if a small fraction only was degraded a decrease in protein levels would not be visible.

When analysing the effect of HU and MMS treatment on levels of replication fork slippage, there is a reduction in levels when Rtf2 is deleted with the most pronounced effect after MMS treatment. *S. pombe* cells are also sensitive to MMS when Rtf2 is deleted. Perhaps the overall reduction in cell survival after MMS treatment masks the true levels of mutagenicity in this context. Furthermore, both MMS and HU treatment appear to slightly reduce the levels of the fraction of chromatin bound Rtf2 molecules (Figure 5.5). This could support the notion that Rtf2 is removed from stalled replication forks to allow efficient restart. However, further experiments specifically selecting for S phase cells could provide a clearer insight into if this is the case.

To explore Rtf2’s interaction with the replisome co-immunoprecipitation with the MCM subunit Mcm4 was first investigated (Figure 5.7). Rtf2 was successfully pulled down with Mcm4 which supports previous findings that Rtf2 interacts with the sliding clamp PCNA (Inagawa et al., 2009). Additional support for Rtf2 interacting with the replisome comes from experiments in human cells that find RTF2 enriched on nascent DNA and being involved in replication fork restart upon replication stress (Dungrawala et al., 2015,
Subsequently, a TurboID proximity labelling based mass spectrometry method was successfully set up in S. pombe to investigate into proteins that interact with Rtf2. The idea is that this might promote new ideas about how Rtf2 acts and particularly how it is involved in replication fork restart. The preliminary data has indeed provided some suggestions into the role of Rtf2. Although, preliminary mass spectrometry results did not identify replisome components, it did suggest a possible role for Rtf2 in the processing of stalled replication forks. Rtf2 is a highly abundant protein and therefore its action specifically at replication forks may only account for a small portion of its interacting partners, indicating it may have additional roles within the cell. Additional mass spectrometry experiments, studying the interaction of Rtf2 and PCNA/Mcm4 and analysis after HU/MMS treatment will provide further insight into the role of Rtf2. Further, we will follow recruitment of Rtf2 to an origin in G1/S. Moreover, analysis of Mud1 (HsDD1, ScDdi1) deleted cells by Pu-Seq and utilisation of sumoylation and ubiquitylation mutants that render the cells unable to target Rtf2 for proteasomal degradation will provide direct evidence if Rtf2 is removed from stalled replication forks as is seen in human cells. This could provide key information on the mechanism behind which the Rtf2 protein acts in replication fork stalling and restart.
Chapter 6 – Discussion

6.1 Optimised RTS1 Replication Fork Barrier System to Investigate HR-Restarted Replication Forks

The RTS1 replication fork barrier in S. pombe has been used by several laboratories to study the collapse of replication forks and their restart. A key issue with using this system to specifically study the restarted replication fork is the time it takes for replication forks to restart following stalling. This allows canonical replication forks travelling from the opposite direction to rescue replication forks stalled at RTS1 before they have the chance to restart and replicate the downstream region. This project successfully produces an optimised RTS1 system to allow the study of the restarted replication forks with significantly reduced interference from convergent canonical replication forks. The RTS1 RFB was placed in an orientation that blocks replication forks originating from an efficient early firing origin. Downstream rDNA RFBs were positioned to delay converging replication forks from distal late firing origins. The rDNA RFBs were shown to successfully delay replication fork progression without the production of a HR-restarted replication fork, resulting in the continuing of replication in the canonical ε/δ manner.

Utilising polymerase-usage sequencing it was confirmed that the restarted replication fork was able to travel up to 10 Kb with little interference from canonical convergent replication forks. This allowed direct visualization that replication of both strands after restart at RTS1 is conducted by Polymerase δ (Figure 6.1). This confirms previous findings that Polδ replicates both the leading and lagging strand after HR-restart at RTS1 when tested by alkali liability of each strand after rNTP incorporation using the rNTP permissive cdc6 and cdc20 mutant alleles used for Pu-Seq (Miyabe et al., 2015). The Pu-Seq data presented here adds to the previous study by demonstrating that Polδ is not only utilised for initial replication fork restart, but maintains leading strand replication for at least 10 Kb, before terminating with the convergent canonical replication fork. Taking into consideration recent findings that the increased template switch events associated with HR-restarted replication forks at RTS1 can be detected as far as 75 Kb
Figure 6.1. Replication Fork Movement and Polymerase Usage During HR-Restart at the Optimised RTS1 Construct. The RTS1 RFB is ON when bound by Rtf1 and OFF when cells are deleted for Rtf1. Replication across this region travels in a predominantly rightward direction. When RTS1 is OFF (left), replication is conducted by the canonical ε/δ RF. When RTS1 is ON (right), RFs stall at RTS1 and restart using Polδ to replicate both leading and lagging strands. The downstream rRFB’s delay the convergent canonical RF allowing time for the restarted RF to replicate the region downstream of RTS1. When Rtf2 is deleted, the efficiency of RTS1 barrier activity decreases resulting in some forks restarting using a δ/δ RF, and some remaining as a canonical ε/δ RF.
downstream of restart (Jalan et al., 2019), this suggests Polδ continues replication of both strands after restart in scenarios requiring much longer range synthesis.

The Carr lab has previously shown that the production of dicentric chromosomes due to replication U-turns after restart at RTS1 in the presence of inverted repeats decreased with distance and plateaus when the inverted repeat is placed over 2 Kb away from the RFB (Mizuno et al., 2013). One interpretation of this could be that the fork matures, possibly by switching for Polδ to Polε. It is also possible that the level of mutagenesis in this context may continue for longer distances if the assay was used in the optimised system presented here, i.e by removing any interference from convergent replication forks faithfully replicating the region. However, the observation that restarted forks retain a δ/δ configuration over ~10Kb suggests that the replication fork does not mature back into a canonical replication fork and instead remains as an error-prone δ/δ replication fork for long stretches of downstream regions before encountering a convergent replication fork or reaching the end of the template. It will be interesting to establish why the initial few kb of HR restarted replication is significantly more error prone (Mizuno et al., 2013): one possibility is it reflects a switch from the D-loop replication to semi conservative replication.

The increased levels of mutagenesis associated with RTS1 restarted replication forks is known to not be solely due to the use of Polδ replicating both leading and lagging strands (Miyabe et al., 2015). This suggests other proteins may be involved in driving the mutagenicity of the restarted replication fork. This project exploits the optimised RTS1 barrier to set up a synchronised ChIP-qPCR assay to allow investigation into the recruitment of proteins involved specifically in the restarted replication fork. In the future it would be interesting to probe for differences in helicase enrichment at the restarted replication fork to establish if this differs from the canonical CMG replicative helicase. There are several candidate helicases that have been reported to be involved in recombination dependent restarted replication, including Srs2, Fbh1, Rqh1, Fml1, and Pfh1. Srs2 and Fbh1 are known to have antirecombinogenic activities via dissociating Rad51 from pre-synaptic filaments (Liu et al., 2011, Tsutsui et al., 2014). Both Srs2 and Fbh1 have been show to limit ectopic recombination and template switch events that
are associated with HR-restart at RTS1 (Jalan et al., 2019, Lorenz et al., 2009). Although the action of these two helicases compliment one another, Srs2 is found to be important to promote restart at RTS1, which contrasts to findings that Fbh1 is dispensible during this step (Inagawa et al., 2009, Lambert et al., 2010, Lorenz et al., 2009).

Rqh1 also limits mutagenesis of HR-restarted replication forks, possibly via D-loop disassembly preventing multiple strand invasion events. It has been suggested that loss of Rqh1 results in a loss of recombination intermediates if chromatin cannot be formed on the D-loop to stabilise it (Pietrobon et al., 2014). Rqh1 is dispensible for restart at RTS1 but is important for suppressing genome rearrangements and template switches associated with the restarted replication fork (Jalan et al., 2019, Lambert et al., 2010). Fml1 deletions result in a reduction of gene conversion events associated with RTS1 restarted replication forks without effecting deletion events, indicating Fml1 may play a role in limiting multiple strand invasion events (Jalan et al., 2019, Sun et al., 2008). Fml1 has also been implicated in limiting deleterious events associated with convergence of a canonical replication fork with a collapsed fork at RTS1 (Morrow et al., 2017, Wong et al., 2019). The authors propose Fml1 to be important for restoring a regressed replication fork stalled at RTS1 to counteract detrimental recombination intermediates.

It has recently been proposed that Pfh1 (ScPif1) is the helicase responsible for driving HR-restarted replication forks by analysis using mutational assays (Jalan et al., 2019). Pfh1 has previously been identified as being important in overcoming several protein-DNA barriers, including RTS1, rDNA RFBs, and at tRNA genes by using its sweepase activity to remove tightly bound proteins and to allow replication fork merging at the site of the barrier (Sabouri et al., 2012, Steinacher et al., 2012). Moreover, Pfh1 is important for enabling the restart of RFs stalled at RTS1, but was also shown to be important for suppressing template switch events when the restarted replication fork was given extra time to replicate the downstream region by deletion of distal origins (Jalan et al., 2019). Although, due to limitations of the genetic mutation assays when used on their own, it is unclear whether the suppression of template switch further downstream of RTS1 is due to Pfh1 being important for efficient termination of a restarted and canonical replication fork.
A more definitive picture of Pfh1 involvement could be unravelled by the use of the system described here. Direct comparison of helicase enrichment downstream of \textit{RTS1} can be directly compared to Pu-Seq traces, providing a definitive answer of Pfh1 involvement in restarted replication forks. Is Pfh1 just involved in the establishment of HR-restarted replication forks? Or is it necessary to drive the $\delta/\delta$ replication fork? This system could also be used to investigate if any other replisome factors apart from helicases or polymerases are involved in HR-restart or are lost from the restarted replication fork. Additionally, incorporation of a replication fork slippage assay into the optimised \textit{RTS1} system presented here allows for a direct read out of the mutagenicity of the restarted RF in different genetic backgrounds.

6.2 BIR vs. HR-Restart at \textit{RTS1}

Break induced replication in \textit{S. cerevisiae} is used to repair one-ended DSBs that can arise from the collapse of replication forks. HR-restart at \textit{RTS1} in \textit{S. pombe} is break independent and occurs via semi-conservative replication in contrast to conservative replication produced from BIR. A key feature that is shared between these two repair methods is the importance of Polymerase $\delta$. Both BIR and HR-restart at \textit{RTS1} use Pol$\delta$ to complete replication of both the leading and lagging strand after replication fork restart (Donnianni et al., 2019, Miyabe et al., 2015, Naiman et al., 2020). This observation was confirmed for HR-restart in \textit{S. pombe} by Pu-Seq of the optimised \textit{RTS1} construct presented here (discussed above). The Pol32 subunit of Pol$\delta$ is essential for BIR and its interaction with PCNA has been shown to be important to allow BIR to occur efficiently (Lydeard et al., 2007, Lydeard et al., 2010). The sub-project presented here (Chapter 4) aimed to investigate whether Cdc27 (ScPol32) and its interaction with PCNA was similarly important for HR-restart at \textit{RTS1}.

Full deletion of Cdc27 was unable to be analysed due to it causing lethality in \textit{S. pombe}. However, PCNA mutations shown to be defective in BIR in \textit{S. cerevisiae}, as well as Cdc27 mutants truncated for its PCNA interaction motif could be used to investigate their impact on HR-restart at \textit{RTS1}. Surprisingly, the PCNA mutants acted differently to the
Cdc27 truncations. This could be due to the fact that the point mutations found in *S. cerevisiae* that confer a BIR defect were mapped directly onto *S. pombe* PCNA and thus may have different impacts on the proteins function. Nevertheless, each of the PCNA single point mutants (R80A and F248A) are shown to limit mutagenesis of the restarted replication fork without effecting the levels of restart, as evident from the wildtype levels of Polδ usage downstream of active RTS1. The double PCNA point mutant (F248A,F249A) originally identified in *S. cerevisiae* rendered cells sick even in the absence of any replication stressing agents and thus could not be used. Potentially, different results would be obtained if this mutant was able to be further analysed and may indicate that it is a more crucial mutation with regard to its interaction with Cdc27. Despite this it is interesting and unexpected that the two separate PCNA point mutations can confer the restarted replication fork with more fidelity while not effecting the efficiency of restart.

It is known that PIP (PCNA-interacting protein) motifs are present in all three subunits of the *S. cerevisiae* Polδ holoenzyme, as well as three out of four of the *S. pombe* and *H. sapiens* subunits (Acharya et al., 2011, Bermudez et al., 2002, Ducoux et al., 2001, Li et al., 2006, Reynolds et al., 1998), and that these PIP motifs are important for the processivity of the Polδ complex. Cdc27 (*ScPol32*) truncation mutants deleted for the PIP motif (*cdc27_D1* and *cdc27_D3*) were used to analyse the interaction between Cdc27 and PCNA in replication fork restart at RTS1. Both of these mutants resulted in reduced levels of Polymerase δ bias downstream of active RTS1. This reduction in Polymerase δ bias may reflect several possibilities that are not mutually exclusive (Figure 6.2): (1) less replication forks able to restart in the allotted time and a proportion of arrested forks are instead rescued by convergence of a canonical replication fork; (2) replication forks take a longer time to overcome the RTS1 RFB and thus do not replicate as far along the downstream region in comparison to wildtype due to the increased time for converging forks to approach; (3) the restarted replication fork restarts as in a WT situation but the restarted replication fork has reduced processivity and thus does not replicate as far along the downstream region due to its slow kinetics. In the future it would be interesting to conduct 2D gel analysis of the levels of RF stalling and restart at
Figure 6.2. Three Modes of Replication Fork Movement and Polymerase Usage During HR-Restart at RTS1 when Cdc27 Lacks the PIP Motif. **Left:** RFs stall at RTS1 and are unable to restart in the allotted time resulting in rescue by convergence of a canonical RF. **Middle:** RFs stall at RTS1 and take longer to restart resulting in a shorter region replicated downstream using Polδ to replicate both leading and lagging strands. **Right:** RFs stalled at RTS1 restart as wildtype but proceed with reduced processivity resulting in a shorter region replicated downstream using Polδ to replicate both leading and lagging strands.
RTS1 to compare with the changes found for polymerase usage. This will help us distinguish between these scenarios.

The PIP motif of Pol32 in *S. cerevisiae* (Pol32) has little impact on Polδ processivity in vitro (Gerik et al., 1998, Johansson et al., 2004). However, in the absence of Pol32 PIP, the PIP motifs found in the two other Polδ subunits (Pol3 and Pol31) become essential for cell survival (Acharya et al., 2011). In contrast, loss of the *S. pombe* Cdc27 PIP motif has been shown to reduce Polδ processivity in vitro (Bermudez et al., 2002). Therefore, the substantial reduction in the distance the restarted replication fork is able to replicate may be due to this reduction in processivity having a large impact on forks using solely Polδ for replication. Additionally, recent data from the lab has lead to the view that the leading strand of RTS1 restarted replication forks is replicated first, with the lagging strand left as ssDNA and filled in later (Naiman et al., 2020). If this is the case, it makes sense that Polδ usage does not travel as far along the DNA on both leading and lagging strands, due to the leading strand replicated by Polδ having reduced processivity if Cdc27 is truncated for its PIP motif, and thus a shorter tract of ssDNA would also be left on the lagging strand to be replicated later by Polδ. Additionally, due to estimates of the length of time it takes to overcome the RTS1 RFB, it has been calculated using a Monte Carlo computational modelling method that the restarted replication fork actually travels at a rate faster than canonical replication forks (Naiman et al., 2020). Therefore, proper tethering of Polδ to PCNA may be an important factor in this process.

Both Cdc27 truncations exhibited the same levels of replication fork slippage downstream of active RTS1 in comparison to WT contrasting to the reduction seen for the PCNA point mutants. However, both Cdc27 mutants showed higher levels of replication fork slippage when RTS1 is OFF indicating an intrinsically increased level of background mutagenesis that may mask a decrease in replication fork slippage when RTS1 is ON. Indeed if we look at the increase between on and off rates, then there is a difference which would reflect the reduced number of times the locus is replicated by the HR-restarted fork (fold increase of slippage downstream of RTS1 ON vs. OFF for WT = x30, Cdc27_D1 = x11, Cdc27_D3 = x6). A study in *S. cerevisiae* using Pol32 mutants defective for PCNA binding resulted in reduced levels of mutagenesis following high
levels of UV induced DNA damage (Johansson et al., 2004). However, this is likely due to its role in associating with Polymerase Zeta for translesion synthesis, not reported for Cdc27 in S. pombe (Acharya et al., 2009).

In S. cerevisiae the mere presence of PCNA has been shown to also decrease the fidelity of Polymerase δ in the context of mismatched bases (Hashimoto et al., 2003). Therefore, disruption of the Polδ-PCNA interaction could explain the decrease in replication fork slippage observed for the PCNA point mutants when RTS1 is ON. Although, this contrasts to the Cdc27 truncations, due to increased levels of replication fork slippage when RTS1 is OFF indicating loss of Cdc27 interaction with PCNA decreases fidelity of a canonical replication fork. It is of note that the shorter truncation (cdc27_D3) exhibited less background replication fork slippage than the larger truncation (cdc27_D1). This could be due to Cdc27_D1 also losing the Polα interaction motif. This motif appears to be dispensable for HR-restart at RTS1 due to both Cdc27 mutants exhibiting the same levels of Polδ bias. However, this could be directly investigated using a Cdc27 mutant truncated for only this intermediate region. Although, it is unlikely any effect would be present due to Polα being found to not play a substantial role in RTS1 restarted replication forks (Naiman et al., 2020).

Overall, the Cdc27 mutants identify key differences between BIR and HR-restart at RTS1 in S. pombe. The interaction between PCNA and Cdc27 is shown to be important for restart, but are not as important as that evidenced for BIR in S. cerevisiae. The PCNA point mutants do not exhibit the same defect as the Cdc27 mutants and require further characterisation to understand the mechanism of increased fidelity of the restarted replication fork.

6.3 Role of Rtf2 in Replication Fork Restart

The Rtf2 protein was originally identified as having a role in enhancing the blocking capacity of the RTS1 RFB in S. pombe (Codlin and Dalgaard, 2003). 2D gel analysis revealed a reduced pausing signal when cells were deleted for Rtf2. Another study
identified a visible increase in large Y-intermediates and was interpreted as Rtf2 being important to allow the restart of replication forks (Inagawa et al., 2009). However, the data here confirms the reduced pausing signal at RTS1 corresponds to a decreased level of δ/δ restarted replication forks and an increased level of forks simply passing through the barrier unperturbed. Furthermore, the increased levels of replication fork slippage that is evident when the RTS1 barrier is ON in comparison to OFF is similarly reduced when Rtf2 is deleted. The data presented here confirms Rtf2 is needed for efficient replication fork barrier activity of RTS1 and are consistent with the interpretation that, in the absence of Rtf2, a portion of replication forks are able to bypass the barrier and continue replication as a canonical ε/δ replication fork (Figure 6.1).

Originally Rtf2 was suggested to enhance the blocking capacity of RTS1 via interaction with Region A of the RTS1 sequence (Codlin and Dalgaard, 2003). These researchers identified similarly reduced levels of replication fork stalling at RTS1 when Rtf2 or RTS1 region A was deleted when analysed using 2D gels. There was no additive effect when both deletions were combined and was thus proposed Rtf2 acts through Region A to allow efficient replication fork stalling at RTS1. Here, utilising these deletions for analysis of polymerase usage of the restarted replication fork identified region A to be dispensable for the blocking capacity of RTS1. There was no change to δ/δ replication or the levels of replication fork slippage downstream of active RTS1 when Region A was deleted. Therefore, these results contrast to previous findings, identifying Region A of RTS1 to be dispensable for the efficiency of barrier activity and to not be the site of Rtf2 interaction.

Other factors have previously been identified to also reduce the blocking signal at RTS1 when analysed by 2D gels without completely abolishing it. The fork protection components Swi1/Swi3 are essential for the blocking capacity of RTS1, but its associated protein, Mrc1, results in a reduction in signal similar to Rtf2 (Zech et al., 2015). The reduction in replication fork stalling when Mrc1 is deleted is evident at a variety of barriers including RTS1, rDNA RFBs and tRNA genes, and is dependent on the DNA binding domain of Mrc1 (Zech et al., 2015). Whether Mrc1 and Rtf2 act in similar or distinct ways at RTS1 to enhance the replication fork barrier activity are yet to be
established. Mrc1 travels with the replication fork to enact its function on replication fork protection. Rtf2 in human cells has indeed been shown to be enriched at nascent chromatin (Dungrawala et al., 2015, Kottemann et al., 2018). However, the data presented here have determined that Rtf2 at least does not act on RTS1 via interaction with Region A, and thus, perhaps they enhance the blocking capacity of RTS1 in distinct ways. If Rtf2 acted in a similar way to Mrc1 it could also be found to travel with the replication fork as Mrc1 does, which has been suggested for RTF2 in human cells (Kottemann et al., 2018). It would be interesting to investigate polymerase usage downstream of active RTS1 in Mrc1 deficient cells via Pu-Seq to see if there is the same reduction in polymerase switching as is evident for Rtf2 delete cells. It is also noteworthy that although Mrc1 reduces replication fork stalling at a variety of barriers in S. pombe, this is not the case in S. cerevisiae (Hodgson et al., 2007, Mohanty et al., 2006, Tourriere et al., 2005). Additionally, Rtf2 has not been identified in S. cerevisiae, and thus, slightly different mechanisms of overcoming these obstacles must have evolved. Initial single molecule microscopy experiments have indicated Rtf2 may be removed from stalled replication forks due to a reduction in chromatin bound Rtf2 after treatment with the replication stressing agents HU and MMS. This supports research in human cells proposing RTF2 is targeted for the proteasome upon replication fork stalling to allow replication fork restart (Kottemann et al., 2018). Further experiments selecting for cells in S phase will provide clear evidence if Rtf2 is removed from HU/MMS stalled replication forks which could indicate its mechanism of action at RTS1 stalled replication forks.

Rtf2 (AtRtf2) has also been identified in Arabidopsis thaliana but was found to be an essential protein that contains an additional unconserved N-terminal extension not present in human or S. pombe Rtf2 (Sasaki et al., 2015). These authors conducted mass spectrometry on AtRtf2 to investigate protein interacting partners and identified an array of proteins involved in mRNA splicing, Ribosome proteins, RNA binding and metabolism, as well as DNA binding proteins. They also conducted mass spectrometry on AtRtf2 truncated for the unconserved N-terminal domain and found many of the same proteins indicating this may be conserved between S. pombe and humans. Indeed, mass spectrometry conducted on S. pombe Rtf2 presented here also identified mRNA
splicing factors, ribosomal proteins, and others involved in RNA metabolism as well as translation initiation, indicating it may play a similar role to that found in *A. thaliana* (Sasaki et al., 2015).

Not only did the study in *A. thaliana* identify mRNA splicing genes, it also detected mRNA splicing defects when Rtf2 was deleted. Interestingly, a genome wide screen in *S. pombe* for factors affecting mRNA splicing also identified deletion of Rtf2 to result in splicing defects (Larson et al., 2016). Therefore, along with the identification of other splicing genes being proximal to Rtf2 in the preliminary MS experiments presented here, these results may indicate Rtf2 as having a role during mRNA splicing. In the future it would be interesting to investigate if Rtf2 is involved in the correct splicing of Rtf1 which could indicate its mechanism of action at RTS1 to allow efficient replication fork stalling at the RFB. However, Mcm4 was also found to co-immunoprecipitate with Rtf2 supporting a role for Rtf2 at replication forks due to previous findings Rtf2 also interacts with PCNA in *S. pombe* (Inagawa et al., 2009). Further repeats of Rtf2-TurboID mass spectrometry may reveal DNA binding proteins and replisome components as has been suggested by

**Figure 6.3. Possible Roles of Rtf2.** **Left:** Rtf2 may be involved in directing RFs stalled at RTS1 to the nuclear pore to allow efficient restart. **Middle:** Rtf2 may play a role during replication-transcription collisions, possibly stabilising the RF and directing to the nuclear pore for restart or repair. **Right:** Rtf2 may play a role during protein synthesis, regulating mRNA Splicing or translation initiation by interacting with the spliceosome, nuclear pore, or translation initiation factors.
research in human cells (Kottemann et al., 2018). However, due to the streptavidin beads used for TurboID MS having a high affinity for biotin, this may have hindered the identification of all proximity labelled proteins. Highly biotylated proteins may not have eluted off the beads as readily as less biotinylated proteins, and thus further optimisation of this step in the protocol may be needed. One possibility is to use on bead digestion which could reveal replisome components expected to interact with Rtf2. Additionally, treatment with HU/MMS prior to mass spectrometry may result in different capture of proteins, hopefully shedding light on the role of Rtf2 during replication stress.

Despite preliminary MS results not identifying components of the replisome as expected, several interesting factors were identified as in A. thaliana that could reveal other roles of Rtf2 within the cell (Figure 6.3). Identification of proteins involved in transcription as well as the rDNA RFB binding protein Sap1 could indicate Rtf2 plays a role at other stalled replication forks arising due to replication transcription collisions. Although, Pu-seq analysis of rtf2Δ strains identified no obvious genome wide phenotype or changes to polymerase usage at the native rDNA loci. It would be interesting to directly test this in the future on the rRFB Pu-seq constructs in an rtf2Δ background to provide a clearer picture of the involvement of Rtf2 at other stalled replication forks.

Additionally, two nucleoporins were identified that are components of the nuclear pore complex. Transcriptionally active genes have been shown to associate with nuclear pore complexes upon induction of transcription in S. cerevisiae (Casolari et al., 2004). This relocation of genes to the nuclear pore complex has also been shown to be important to promote transcription (Taddei et al., 2006), as well as playing a role in gene silencing (Van de Vosse et al., 2013). Furthermore, release of the transcribed gene through the nuclear pore has been indicated to be important to allow replication to continue across the region unhindered in S. cerevisiae (Bermejo et al., 2011). Repetitive sequences that have the possibility of forming secondary structures that can stall replication forks have also been shown to be directed to the nuclear pore to maintain repeat stability (Su et al., 2015). Moreover, HR in the context of shortened telomeres has similarly been shown to be directed to the nuclear pore for efficient repair (Churikov et al., 2016). In the
context of DSBs, HR was found to only be able to continue repair once re-located to the nuclear pore (Ryu et al., 2015). Recently, RTS1 has also been indicated to be directed to the nuclear pore for restart (Sarah Lambert, personal communication). Therefore, the preliminary MS results presented here may indicate Rtf2 is involved in directing not only RTS1 restarted replication forks to the nuclear pore, but also other stalled replication forks such as those arising from replication-transcription collisions to allow RF restart and maintain genome stability.

Furthermore, it is know that the SUMO-protease Ulp1 (ubiquitin like specific protease 1) is at nuclear pores in S. cerevisiae (Palancade et al., 2007). This could provide a possible link between the identification that deletion of Pmt3 (S. pombe SUMO) results in a similar decrease in replication fork stalling at RTS1 as Rtf2 deletion (Inagawa et al., 2009). This may suggest that relocation of RTS1 blocked forks to the nuclear pore may be important for sumoylation of Rtf2 to allow downstream removal and restart of the replication fork. Alternatively, due to Rtf2 containing a Ring motif similar to that found in the E3 SUMO ligases Pla1 and Nse2 in S. pombe (Watts et al., 2007), it could itself be important for sumoylating other substrates during replication fork restart. Overall, due to the high abundance of the Rtf2 protein in S. pombe along with the results presented here could indicate Rtf2 as having a role in a variety of processes within the cell.

6.4 Concluding Remarks

Overall, this project successfully implements an optimised RTS1 construct for investigation into HR-restarted replication forks without interference from canonical convergent replication forks. The restarted replication fork is shown to replicate the downstream region using Polymerase δ to replicate both leading and lagging strands. The replication fork does not mature and instead remains as a δ/δ replication fork for regions up to at least 10 Kb downstream of the barrier before termination.

The RTS1 system was successfully used to highlight key differences between BIR in S. cerevisiae and HR-restart at RTS1 in S. pombe. The interaction between Cdc27 and PCNA
investigated using Cdc27 mutants truncated for the PIP motif identified its importance for HR-restart but is not as crucial as reported for BIR. The PCNA mutants did not phenocopy the Cdc27 truncations but resulted in an interesting impact on the fidelity of the restarted replication fork.

Furthermore, Rtf2 was demonstrated to be important for efficient replication fork barrier activity of RTS1 that is independent of RTS1 region A. Establishment of a proximity based labelling mass spectrometry method will provide important information on the role of Rtf2 at restarted replication forks and its involvement in other processes within the cell.
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