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SUMMARY

The work of Owen, Pincombe and Rogers (1985) makes use of integral momentum techniques to investigate the flow of an isothermal fluid in a rotating cavity with an imposed radial throughflow. This report extends the method by using an integral energy equation to predict the temperature in the core of the fluid when the discs of the cavity are heated, and have a given temperature distribution. The effect of various approximations are discussed, and the way in which the computed heat transfer depends on the mass-flow coefficient, the rotational Reynolds number and the type of disc-temperature distribution is found. Predictions using the theory are compared with the results of the experiments of Northrop (1984): good agreement is, in general, found.
1 Introduction

In the gas-turbine engine, temperatures are so high that cooling techniques are necessary. One situation where this arises is in the rotating discs in the engine. This report deals with the case in which two neighbouring hot discs are rotating with the same speed about a common axis, and relatively cool air is blown radially through the space between them from the axis to their outer edges. A model experiment is considered in which the two discs, each of radius $b$, are rotating with angular velocity $\Omega$ (see figure 1). The distance between the discs is $s$ and each has a circular hole of radius $a$ in the centre. It is assumed that air at temperature $T_z$ is blown uniformly into the cavity (that is, into the space between the discs) across the cylindrical surface $r = a$, and that the rate of mass flow through this surface is $\dot{m}$. The air leaves the cavity through the cylindrical surface $r = b$. The temperatures of the discs are specified as functions of distance $r$ from the axis.

The structure of the flow within the cavity is described by Owen, Pincombe and Rogers (1985): this paper will be referred to below as I. There is a source region ($a < r < r_*$) in which the incoming fluid is entrained into the boundary layers on the discs. For $r > r_*$, these boundary layers become nonentraining (at least when the discs are heated symmetrically about the midaxial plane of the cavity) and bear a strong resemblance to Ekman layers: for this reason they will be referred to as Ekman-type layers throughout this report. Finally, the fluid is redistributed from the Ekman-type layers into a sink layer near $r = b$, ready for exit from the cavity through a shroud at
The region between the Ekman-type layers, the source region and the sink layer is referred to as the core: when the discs are symmetrically heated, the radial and axial components of velocity in the core are zero; for asymmetrical heating, only the radial component is zero and there is a transfer of fluid from one disc to the other across the cavity.

Integral momentum techniques were used in I to predict the transverse component of velocity in the core, and also the thickness of the Ekman-type layers on the discs, for an isothermal cavity. In this report, the method is extended to allow for density variations in the momentum equations and to find an integral energy equation to predict the heat transfer. The method is similar to that described by Chew (1984), but there are a number of differences of detail.

In Section 2, the basic integral equations are derived under certain simplifying assumptions. The effect of these assumptions is discussed in Section 3, together with the presentation of the solutions to the equations for a number of different theoretical temperature distributions on the discs, with different flow rates through the cavity and different speeds of rotation. In Section 4, the method is applied to a number of experimental results obtained by Northrop (1984). A brief account of proposed extensions to the theory is given in Section 5.
Derivation of the primitive integral equations

The notation is similar to that used in I but, in view of the slight differences which are necessary in discussing the heated cavity, all quantities will be redefined here.

The axis of rotation of the discs is taken as the z-axis and the disc surfaces are \( z = 0 \) and \( z = s \); subscripts 0 and \( s \) respectively can be used to denote values of quantities on these discs. (In fact, only the subscript 0 is used in this report, because it is assumed throughout that there is symmetry in the axial direction about the plane \( z = \frac{1}{2}s \).) An overbar is used to indicate values outside the boundary layers on the discs, whether these are the entrainment layers of the source region or the Ekman-type layers bounding the core region. The subscript \( I \) is used for values appropriate to the incoming air and these values will be used as reference values where necessary. On occasion, mean values (especially of density and viscosity) are frequently used and these are denoted by the subscript \( m \); thus

\[
\rho_m = \frac{1}{2}(\rho + \rho_0), \quad \mu_m = \frac{1}{2}(\mu + \mu_0).
\]  
\( (2.01) \)

The local values of all quantities have no subscript except when they are independent of \( z \) within the boundary layer: thus the local value of the mass flow rate through the boundary layer is denoted by \( \dot{m}_l \).

The density of the fluid is \( \rho \), its viscosity is \( \mu \), and its temperature is \( T \); the pressure is \( p \) and the velocity has...
components \((u, v, w)\) in the radial, tangential and axial directions, referred to a frame of reference rotating with the discs at an angular velocity \(\Omega\) about the \(z\)-axis. Cylindrical polar coordinates \((r, \phi, z)\) are used, with the same rotating frame of reference, and it is assumed that all the variables are independent of \(\phi\).

The 'thickness' of the boundary layer is denoted by \(\delta^*\); this is equivalent to saying that viscous and turbulent Reynolds stresses are negligible for \(\delta^* < z < s - \delta^*\). It is assumed that, in this range, the radial component of velocity is zero; this is plausible outside the Ekman-type layers. Outside the entrainment layers, the radial component of velocity is clearly non-zero, but the assumption is consistent with the model described in I in which the entrainment layer is treated as if it were the boundary layer on a disc rotating in free space. (It is demonstrated in Appendix A that, for the symmetrically heated cavity, the thickness of the thermal boundary layer may also be assumed to be \(\delta^*\), at least for the model used in this report.)

The nondimensional parameters of the problem are the mass-flow coefficient

\[
C_w = \frac{m}{\mu z b}
\]

and the rotational Reynolds number

\[
Re_\phi = \frac{\rho z \Omega b z}{\mu z}.
\]
The nondimensional dependent variables are

\[
\delta = \frac{\rho_i}{\rho_i} \frac{\delta^*}{\delta_{in}},
\]

(2.04)

where \( \rho_i \) may be taken as \( \bar{\rho} \), \( \rho_0 \) or \( \rho_m \) and \( \delta_{in} \) is the value of \( \delta^* \) obtained by neglecting the nonlinear terms in the isothermal equations (with uniform temperature \( T_i \));

\[
V = \frac{\bar{\nu}}{\Omega r};
\]

(2.05)

\[
\gamma = \frac{2m_1}{m};
\]

(2.06)

where \( m_1 \) is the local mass-flow rate through one boundary layer (so that, when all the incoming fluid is entrained equally into the two boundary layers, \( \gamma = 1 \));

\[
\theta = \frac{(T_0 - \bar{T})}{T_0};
\]

(2.07)

\[
p = \frac{\bar{p}}{\rho_i \Omega^2 b^2}.
\]

(2.08)

The independent variable is, in the first instance,

\[
x = \frac{r}{b}.
\]

(2.09)
2.1 The equations outside the boundary layers

Since, by assumption, $\bar{u} = 0$ it follows that the equation of continuity

$$\frac{1}{r} \frac{\partial}{\partial r} (\bar{\rho} \bar{u} r) + \frac{\partial}{\partial z} (\bar{\rho} \bar{w}) = 0$$

(2.10)

gives $\bar{\rho} \bar{w} = \text{constant}$. This is identically satisfied for the symmetrically-heated case since, then, $\bar{w} = 0$; however, the assumption $\bar{w} = 0$ is not made here so that the equations can be used when the theory is extended to the case of asymmetrical heating.

The radial momentum equation is

$$- \frac{\bar{\rho} \bar{v}^2}{r} - 2\Omega \bar{\rho} \bar{v} = - \frac{\partial \bar{p}}{\partial r}$$

(2.11)

since $\bar{u} = 0$; this, in terms of the nondimensional variables, gives

$$\frac{\partial \bar{p}}{\partial x} = \frac{\bar{\rho}}{\rho x} (V + 1)^2.$$  

(2.12)

The equations for the tangential and the axial components of momentum in the core are not used in the theory; the energy equation in the core is not used either.
2.2 The equations inside the boundary layers

It is convenient to consider first of all the axial momentum equation which, with the usual boundary layer assumptions, is

$$\frac{\partial p}{\partial z} = 0.$$  

It follows that

$$p = p = p_0.$$  \hspace{1cm} (2.13)  

and hence, using equation (2.12),

$$\frac{dP}{dx} = \frac{\rho}{\rho_x} (V + 1) \frac{dz}{dx}.$$  \hspace{1cm} (2.14)  

The equation of state is

$$p = R_\phi \rho T,$$  \hspace{1cm} (2.15)  

where $R_\phi$ is the gas constant for air; it follows, from equation (2.13), that

$$\rho T = \rho T = \rho_0 T_0.$$  \hspace{1cm} (2.16)  

The equation of continuity is

$$\frac{1}{r} \frac{\partial}{\partial r} (\rho r u) + \frac{\partial}{\partial z} (\rho w) = 0,$$  \hspace{1cm} (2.17)  

and it is convenient at this point to note that the local rate of mass flow within the boundary layer is
The equations for the radial and tangential components of momentum are, respectively,

\[
\frac{1}{r} \frac{\partial}{\partial r} (\rho u^2 r) + \frac{\partial}{\partial z} (\rho u w) - \frac{\rho v^2 - \bar{\rho} \bar{v}^2}{r} - 2\Omega (\rho v - \bar{\rho} \bar{v}) - \Omega^2 r (\rho - \bar{\rho}) = \frac{\partial \tau_r}{\partial z} \tag{2.19}
\]

and

\[
\frac{1}{r^2} \frac{\partial}{\partial r} (\rho u v^2) + \frac{\partial}{\partial z} (\rho u w) + 2\Omega\rho u = \frac{\partial \tau_\phi}{\partial z}, \tag{2.20}
\]

where \(\tau_r\) and \(\tau_\phi\) are the radial and tangential components of shear stress in the fluid. The energy equation may be written as

\[
\frac{1}{r} \frac{\partial}{\partial r} (\rho u c_p T) + \frac{\partial}{\partial z} (\rho c_p w T) = - \frac{\partial q}{\partial z}, \tag{2.21}
\]

where \(q\) is the heat flux in the axial direction from the disc to the fluid, and viscous dissipation is neglected (the effect of including this is discussed in Section 3.2).

2.3 The integral equations

Integration of equation (2.17) across the boundary layer on the disc \(z = 0\) gives
\[
\frac{d}{dr} \rho \dot{w} = -\frac{1}{r} \frac{d}{dr} \int_0^\delta \rho u^2 dz.
\]  
(2.22)

This equation, together with equation (2.18), gives

\[
\rho w = -\frac{1}{2\pi r} \frac{dm_t}{dr},
\]

an equation which can be derived from first principles. It is used repeatedly (and without further comment) when other equations are integrated.

Integration of equations (2.19), (2.20) and (2.21) gives

\[
\frac{1}{r} \frac{d}{dr} \left( r \int_0^\delta \rho u^2 dz \right) - \frac{1}{r} \int_0^\delta (\rho u^2 - \rho \dot{w}) dz =
\]

\[
2\Omega \int_0^\delta (\rho u - \rho \dot{w}) dz - \Omega^2 r \int_0^\delta (\rho - \bar{\rho}) dz = -\tau_{r,0},
\]

(2.23)

\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \int_0^\delta \rho uv dz \right) - \frac{1}{2\pi r} \frac{v}{dr} \frac{dm_t}{dr} + \frac{1}{\rho} \frac{\Omega}{r} \frac{m_t}{dr} = -\tau_{\phi,0},
\]

(2.24)

and

\[
\frac{d}{dr} \left( r \int_0^\delta \rho u c_p T dz \right) - \frac{1}{2\pi r} \frac{c_p T}{dr} \frac{dm_t}{dr} = q_0.
\]

(2.25)

To proceed further, it is necessary to make assumptions about the velocity and temperature profiles in the boundary layers. At this stage, a general form is assumed:
\[ u = u_0 f(\eta), \quad v = \bar{v} g(\eta), \quad T = T_0 [1 - \theta h(\eta)], \quad (2.26) \]

where \( f, g \) and \( h \) have to be specified as functions of \( \eta = \frac{z}{\delta^*} \)

\[ (2.27) \]

such that

\[ f(0) = g(0) = h(0) = 0 \quad (2.28) \]

and

\[ f(\eta) = 0, \quad g(\eta) = h(\eta) = 1 \quad \text{when} \quad z \geq \delta^*. \quad (2.29) \]

It is also assumed that

\[ \frac{f(\eta)}{g(\eta)} \to 1 \quad \text{as} \quad \eta \to 0. \quad (2.30) \]

(\text{It should be noted that} \( g \) \text{is defined slightly differently from the form used in I: there the second of equations (2.26) was} \ v = \bar{v}[1 - g(\eta)].)

\text{In this section it will be assumed that the variation of density through the boundary layer is negligible and} \( \rho \) \text{will be replaced by} \( \rho_i \) \text{throughout the equations;} \( \rho_i \) \text{is a function of} \( r \) \text{but not of} \( z \). \text{The most plausible value to take for} \( \rho_i \) \text{is} \( \rho_m \) \text{as defined in equation (2.01) but, for comparison with other approaches, it is sometimes necessary to take it as} \ \tilde{\rho} \text{or} \rho_0 \text{.} \)
Using the profiles assumed in equations (2.26), it can be seen that equations (2.19), (2.23), (2.24) and (2.25) become

\[ \dot{m}_1 = 2\pi l_1 \rho_1 u_0 r \delta^*, \]  
(2.31)

\[ \frac{1}{r} \frac{d}{dr} \left( l_2 \rho_1 u_0^2 r \delta^* \right) + \frac{l_3}{r} \rho_1 \bar{v}_\delta^* + 2l_4 \Omega \rho_1 \bar{u}_\delta^* = -\tau_{r,0}, \]  
(2.32)

\[ \frac{1}{r^2} \frac{d}{dr} \left( l_3 \rho_1 u_0 r \delta^* \right) + \frac{1}{2\pi} \frac{\bar{v}}{r} \frac{d}{dr} m_1 + \frac{1}{\pi} \frac{\Omega}{r} m_1 = -\tau_{\theta,0}, \]  
(2.33)

\[ \frac{1}{r} \frac{d}{dr} \left[ (l_1 - l_6) \rho_1 u_0 c_\rho T_0 \delta^* \right] - \frac{1}{2\pi} \frac{c_\rho \bar{T}}{r} \frac{d}{dr} m_1 = q_0, \]  
(2.34)

where

\[ l_1 = \int_0^1 f(\eta) \, d\eta, \]  
(2.35)

\[ l_2 = \int_0^1 f^2(\eta) \, d\eta, \]  
(2.36)

\[ l_3 = \int_0^1 f(\eta) g(\eta) \, d\eta, \]  
(2.37)

\[ l_4 = 1 - \int_0^1 g(\eta) \, d\eta, \]  
(2.38)
\[ I_3 = 1 - \int_0^1 g^2(\eta) \, d\eta, \]  
\[ I_{\ast} = \int_0^1 f(\eta) h(\eta) \, d\eta. \]

Using equation (2.31) in equations (2.32), (2.33) and (2.34), it follows that

\[
\frac{r}{\rho \delta^n} \frac{d(\rho \delta^n)}{dr} = 2 \frac{r}{m_1} \frac{d\bar{m}_1}{dr} - 1 + \frac{4\pi^2 I_1 \rho \delta^n r^2}{l_2 m_1^2} \Omega^2 \left[ I_3 \left( \frac{v}{\Omega r} \right)^2 + 2 I_4 \frac{v}{\Omega r} \right] + \frac{4\pi^2 I_1 \rho \delta^n r^2}{l_2} \tau_{r, \omega}, \tag{2.41}
\]

\[
\frac{r}{v} \frac{d\bar{v}}{dr} = \left( \frac{I_1}{I_3} - 1 \right) \frac{r}{m_1} \frac{d\bar{m}_1}{dr} - 1 - \frac{2 I_1 \Omega r}{I_3} \frac{v}{\bar{v}} - \frac{2\pi I_1 r \Omega r}{I_3 m_1 \Omega} \frac{v}{\bar{v}} \tau_{r, \omega}, \tag{2.42}
\]

\[
\frac{r}{T_0} \frac{d\theta}{dr} = \left( \frac{I_1}{I_{\ast}} - 1 \right) \left( \frac{r}{m_1} \frac{d\bar{m}_1}{dr} + \left( \frac{I_1}{I_{\ast}} - \theta \right) \frac{r}{T_0} \frac{dT_0}{dr} - \frac{2\pi I_1 r^2}{I_3 m_1 c_p T_0} q_0. \tag{2.43}
\]

2.4 The tangential stresses and the heat flux at the disc

It is convenient, first, to express \( \tau_{r, \omega} \) and \( q_0 \) in terms of \( \tau_{r, \omega} \). It will be assumed that, near the disc, the ratio of the radial and transverse components of stress is equal to the ratio of the radial and transverse components of the fluid velocity relative to the rotating disc (see, for example, von Kármán (1921)). Then, using the relation (2.30),
The Reynolds analogy for a rotating disc is assumed to hold for the heat transfer; at this stage dissipation is neglected, so that

\[ \frac{q_o}{c_p} = \chi \frac{T_o - \bar{T}}{u} \tau_{e, o}, \]  

(2.45)

where \( \chi \) is a factor depending on the Prandtl number \( Pr \). When \( Pr = 1 \) the value of \( \chi \) is unity; its dependence on \( Pr \) is discussed in Section 3.4.

It is convenient to express equations (2.41) to (2.43) in nondimensional form using the definitions (2.2) to (2.7), together with the solution to the isothermal "linear" equations; in these the inertial terms in equations (2.19) and (2.20) are negligible compared with the Coriolis terms, the radial mass flow is divided equally between the two boundary layers (so that \( \gamma = 1 \)) and the density is assumed constant with \( \rho = \rho_f \) throughout the boundary layer. (This solution has already been referred to in the definition of \( \delta \).)

The equations then become

\[ \frac{x}{\delta} \frac{d \delta}{dx} = B_1 \frac{x}{Y} \frac{d Y}{dx} + B_2 + B_3 \frac{\Psi}{YV} + (B_4 v^2 + B_5 V) \left( \frac{\delta}{YV_{1/2}} \right)^2, \]  

(2.46)
$$\frac{V}{\frac{dV}{dx}} = B_7 \frac{dY}{dx} + B_8 + B_9 \frac{1}{V} + B_{10} \frac{\psi}{\gamma V}, \quad (2.47)$$

$$\frac{\theta}{\frac{d\theta}{dx}} = B_{11} \frac{dY}{dx} + B_{12} \frac{x}{T_0} \frac{dT_0}{dx} + B_{13} \frac{\psi}{\gamma \theta}, \quad (2.48)$$

where

$$\psi = \frac{\tau_{e,0}}{(\tau_{e,0})_I \gamma n} \quad (2.49)$$

and the coefficients $B_k$ are given in the first column of Table 1. In this form, the equations may be used for any choice of profiles for the velocity and temperature.

2.5 Choice of the velocity and temperature profiles

In this report, computations for turbulent flow are presented with velocity profiles which are generalizations of those used by von Kármán (1921); they are the same as those used in I, and are given by

$$f(\eta) = \eta^{1/n}(1 - \eta) \quad (2.50)$$

and

$$g(\eta) = \eta^{1/n}, \quad (2.51)$$

where $n$ is usually taken as 7. Furthermore, it will be assumed that the temperature profile is similar to the profile of the tangential component of velocity: this gives
\[ h(\eta) = \eta^{1/n}. \]  

(2.52)

This is strictly valid only when \( Pr = 1, T_x \) is constant, and \( T_0 - T_x \propto r^2 \). For integral momentum methods, however, the exact form of the profile is assumed to be unimportant; Chew (1984) has found solutions which do not make this assumption, and his results are discussed in Section 3.3.

It is assumed, as in I and by analogy with von Kármán's solution, that

\[ \tau_{x,0} = k_n^2 \rho_1 \left( \frac{\mu_1}{\rho_1 \delta_x} \right)^{2\alpha-3} \frac{2}{v(u_o^2 + \bar{u}^2)^{2-\alpha}}, \]  

(2.53)

where

\[ \alpha = \frac{3n + 5}{2(n + 1)}, \]  

(2.54)

so that \( \alpha = 1.625 \) when \( n = 7 \). It is shown in I that, with these assumptions,

\[ \delta_{rn} = P_n l C_w l^{2-\alpha} Re^{-\lambda_0 x^{\alpha-2}} \]  

(2.55)

and

\[ V_{,rn} = -\lambda_0 x^{-\alpha}, \]  

(2.56)

where

\[ \lambda_0 = \text{sgn} (C_w) P_n l C_w l^{\alpha-1} Re^{\pm x}. \]  

(2.57)

The constants \( K_m, P_n \) and \( P_n' \) are tabulated for

\( n = 5, 6, 7, 8, 9 \) in Table 4 of I; in particular (for the
case discussed here),

$$k_T^2 = 0.0225, \quad \rho_T = 0.159, \quad \rho_T' = 2.22.$$  \hspace{1cm} (2.58)

Using these expressions in the definition (2.49), it may be shown that

$$\Psi = \frac{\rho_1(\mu_1)}{\rho_I(\mu_I)}2^{-3}V\gamma_1^{2-3} \frac{L_4}{V_{1,1,0}} \left( \frac{L_4}{L_1 + L_4} \right)^{2-\alpha} \left[ 1 + \frac{L_1}{L_4} \left( \frac{\delta V}{V_{1,1,0}} \right)^{2-\alpha} \right].$$  \hspace{1cm} (2.59)

2.6 The expression for the Nusselt number

The nondimensional measures of the heat transfer from the disc are the local Nusselt number

$$Nu = \frac{r \theta_0}{k_I(T_0 - T_I)}$$  \hspace{1cm} (2.60)

and the average Nusselt number

$$Nu_{av} = \frac{b \theta_0 \cdot \theta_0}{k_I(T_0 - T_I)_{av}};$$  \hspace{1cm} (2.61)

where $k$ is the thermal conductivity of the air,

$$\theta_0 \cdot \theta_0 = \frac{2}{b^2 - a^2} \int_a^b r \theta_0 \theta_0 \, dr$$  \hspace{1cm} (2.62)

and
\[(T_0 - T_z)_{\text{av}} = \frac{2}{b^2 - a^2} \int_a^b r(T_0 - T_z) \, dr. \tag{2.63}\]

It would be more natural to use \(k_z\) instead of \(k_x\) in the definitions (2.60) and (2.61), but \(k_x\) was used for the experimental results available and is used here to make comparisons easier; it is not expected that the value of \(\text{Nu}\) will be significantly affected by this.

A more serious defect of the definitions is the use of the temperature difference \(T_0 - T_x\) in the denominator. It would be more appropriate to replace \(T_x\) by \(\overline{T}\), but \(\overline{T}\) is not known in the experiments and \(T_x\) is the only reference temperature available. Furthermore, as Chew (1984) has pointed out, \(T_0\) should be replaced by the adiabatic wall temperature which will be discussed more fully in Section 3.2; the present form is regained, however, to facilitate comparison with the experimental results. The effect of this is substantial at high values of the rotational Reynolds number.

Using the definition (2.45), and expressing the result in terms of the nondimensional variables, it may be seen that

\[
\frac{r q_0}{k_x} = - \frac{1}{2 \pi} Pr \chi C_w \frac{T_0 \Psi}{x V}, \tag{2.64}
\]

since, using equation (2.24) without the nonlinear terms, and with \(\gamma = 1\),
\[
\left( \frac{\tau_{0.0}}{\rho x \Omega^2 b^2} \right)_{\text{lin}} = -\frac{1}{2\pi x} C_\omega \text{Re}^{-1}. 
\]

3. Solutions to various corrected forms of the primitive equations

In the derivation of equations (2.46) to (2.48), it was assumed that the density variation across the boundary layer is negligible, that viscous dissipation can be neglected in the energy equation and that the temperature variation on the disc is quadratic. Also the form of the necessary correction due to the fact that \( \text{Pr} \neq 1 \) was not discussed. These effects will be discussed below and their importance estimated by comparing the solutions for a number of cases.

Most computations were carried out with \( a = 42.75 \text{ mm} \), \( b = 427.5 \text{ mm} \) and \( T_I = 30^\circ \text{C} \). Values of \( C_\omega = 1400 \) and 14 000, of \( \text{Re}_* = 10^8 \) and \( 3 \times 10^8 \), and of \( \text{Pr} = 1 \) and 0.71 were used. Three temperature distributions on the disc were considered; these were \( T_0 = T_I + 70^\circ x^2 \), \( T_I + 45^\circ \), and \( T_I + 14^\circ /x \). The local Nusselt number \( \text{Nu} \) was computed and, in all cases, the graphs show \( \text{Nu} \) as a function of \( x \); in one case, the value of \( \text{Nu}_{\text{av}} \) is also shown as a function of \( \text{Re}_* \) for various values of \( C_\omega \) and various distributions of \( T_0 \).

In the ensuing discussion, \( x \) will be retained as the independent variable; for computational purposes, it was convenient to use, instead,
where \( \lambda_0 \) is defined in equation (2.56). Clearly, with the distributions discussed in Section 2.4, \( V_{1,n} = -1/\xi \) (as in I). The transformation is easy to perform since, for any dependent variable \( F \),

\[
\frac{dF}{dx} = \frac{x}{\alpha} \frac{dF}{d\xi} dx.
\]

The computations were started at \( x = a/b \) which was assumed to be in the entrainment layer. The model described in I is used for this layer, so that \( V = -1 \) and \( \gamma \) is unknown. Hence equation (2.47) has to be rearranged to give an expression for \( d\gamma/dx \). Equations (2.46) and (2.47), together with suitable starting values, can be regarded as an initial value problem for \( \delta \) and \( \gamma \) and a variable-step Gear method can be used to solve them. The starting values used for the computations were \( \delta = 10^{-4} \) and \( \gamma = 4 \times 10^{-7} \); it was found that the solution was insensitive to smaller values than this. Outside the entrainment layer it was assumed that the temperature was constant so that \( \bar{T} = T_x \) (see Appendix A) and there was no need to use equation (2.48) in this region.

The computation was continued with increasing \( x \) until \( \gamma \) had increased to the value unity. For values of \( x \) greater than this, equations (2.46) to (2.48) were used with \( d\gamma/dx = 0 \) to find \( \delta, V \) and \( \theta \) as functions of \( x \) outside the Ekman-type layer. The starting values for this part of the computation were found by assuming that \( \delta, V \) and \( \theta \) were continuous in the transition from the entrainment layer to the Ekman-type layer.
3.1 The effect of variable density within the boundary layer

When the density is not assumed independent of $z$ in equations (2.23) to (2.25), integrals of the form

\[ J_0(\theta) = \frac{1}{1 - \theta} - \int_0^1 \frac{1}{1 - \theta h(\eta)} d\eta, \]  
(3.02)

\[ J_1(\theta) = \int_0^1 \frac{f(\eta)}{1 - \theta h(\eta)} d\eta, \]  
(3.03)

\[ J_2(\theta) = \int_0^1 \frac{f^2(\eta)}{1 - \theta h(\eta)} d\eta, \]  
(3.04)

\[ J_3(\theta) = \int_0^1 \frac{f(\eta) g(\eta)}{1 - \theta h(\eta)} d\eta, \]  
(3.05)

\[ J_4(\theta) = \frac{1}{1 - \theta} - \int_0^1 \frac{g(\eta)}{1 - \theta h(\eta)} d\eta, \]  
(3.06)

and

\[ J_5(\theta) = \frac{1}{1 - \theta} - \int_0^1 \frac{g^2(\eta)}{1 - \theta h(\eta)} d\eta \]  
(3.07)

arise instead of the integrals $I_\kappa$ defined in equations (2.35) to (2.40). (It may be noted that $J_0(0) = 0$, $J_\kappa(0) = I_\kappa$ for $k = 1$ to 5 and $J_1(0) = I_{aw}$.) Equations (2.46) to (2.48) are still valid, but the coefficients are now those given in the last column of Table 1.
Figure 2 shows comparisons between the solution using this correction with those using the primitive equations. The method used to compute the coefficients $B_k$ is given in Appendix B. It can be seen from the graphs that the difference between the two solutions is very small; this is in spite of the fact that the values of the coefficients vary considerably; a set of values of the coefficients using the two approaches is given, for a typical run, in Table 2. The computation, using the correction, takes about 10 times as long as that for the primitive equations; it is therefore considered that it is not worth including this correction for any prediction of Nusselt numbers.

3.2 The effect of viscous dissipation when $Pr = 1$

It has been shown by Owen (1971) that, for a free disc, it is appropriate to use a "total enthalpy" in the Reynolds analogy rather than the temperature. For the present problem, the discussion in Section 2 above needs to be modified as described below.

The total enthalpy is defined as

$$H = c_p T + \frac{1}{2} [u^2 + (v + \Omega r)^2],$$

(3.08)

and equation (2.21) is replaced by

$$\frac{1}{r} \frac{\partial}{\partial r} (\rho u r H) + \frac{\partial}{\partial z} (\rho w H) = - \frac{\partial}{\partial z} [q - u \tau_r - (v + \Omega r) \tau_z].$$

(3.09)
Equation (2.25) becomes

\[
\frac{1}{r} \frac{d}{dr} \left( r \int_0^6 \rho uH \, dz \right) - \frac{1}{2\pi \mu} \frac{dH}{dr} = q_0 - \Omega \tau_{\phi,0},
\]

(3.10)

and the third of equations (2.26) is now

\[
H = H_0 [1 - \theta h(\eta)],
\]

(3.11)

so that, now,

\[
\theta = \frac{H_0 - H}{H_0}.
\]

The Reynolds analogy (2.45) becomes

\[
q_0 - \Omega \tau_{\phi,0} = \frac{H_0 - H}{v} \tau_{\phi,0}
\]

(3.12)

where the factor \( \chi \) has been omitted since, in this section, \( Pr = 1 \). It follows that equations (2.46) and (2.47) are unchanged and that, in equation (2.48), the term

\[
\frac{x}{T_0} \frac{dT_0}{dx}
\]

is replaced by

\[
\frac{x}{H_0} \frac{dH_0}{dx}.
\]

Comparisons of solutions obtained using this correction and without it are shown in figure 3. For small rotations the effect is negligible but, as might be expected, the effect increases with \( Re_\phi \) and is certainly significant for large values of this parameter. Throughout the rest of this report, the effect of viscous dissipation will be included in the equations.
3.3 The effect of the temperature distribution on the disc
$(Pr = 1)$

Chew (1984) has extended the work of Dorfman (1963) who discussed the effect of the temperature distribution on a disc rotating in free space. When $Pr = 1$, Chew assumes that the local Nusselt number

$$Nu \propto x^2 Re_\epsilon(Re_T^*)^\beta,$$  \hspace{1cm} (3.13)

where (using the notation of this report)

$$Re_T^* = (I_1 - I_0) \frac{\rho_1 \delta^*(u_0^2 + \overline{u}^2)}{\mu^*}$$  \hspace{1cm} (3.14)

and $\beta = 2\alpha - 3$ for the special distributions of $f$ and $g$ discussed in Section 2.5 above. He makes no assumption about the distribution of $h$ but uses the Reynolds analogy (2.45) together with equation (2.48) to obtain a differential equation for $I_0$. (Chew also considers the effect of varying $Pr$, but his method is not presented in this report.)

A comparison of the two methods (with $\rho_1 = \overline{\rho}$) is shown in figure 4. As is to be expected, the results are indistinguishable when $T_0 = T_1 + 70x^2$, but there is a noticeable difference for other temperature distributions. It should be noticed, however, that both methods give maximum values of $Nu$ at approximately the same value of $x$, and the same applies to zero values of $Nu$. Thus the correction has the effect of requiring a multiplicative factor on the value of $Nu$; this is hardly surprising in view of the nature of the assumption made by the use of equation (3.13).
Whether Chew's assumption is superior to that of this report (where it is assumed that \( h = r \)) can only be determined by comparison with experiment. This will be considered in Section 4 below.

3.4 The effect of varying Prandtl number

In terms of temperature, equation (3.12) gives

\[
q_0 = \frac{c_p(T_0 - \bar{T}) - \frac{1}{2} \bar{V}^2}{\bar{V}} \tau_{e,0}
\]

when dissipation is included in the energy equation and \( Pr = 1 \). This gives an adiabatic wall temperature

\[
T_{0,ad} = \bar{T} + \frac{\bar{V}^2}{2c_p}.
\]

When \( Pr \neq 1 \), a correction factor \( R \) is used and the adiabatic wall temperature is written as

\[
T_{0,ad} = \bar{T} + R \frac{\bar{V}^2}{2c_p},
\]

where \( R \) is a function of \( Pr \). For the flow over a flat plate, Rotta (1964) gives an expression for \( R \) which, when modified for a rotating disc, may be written as

\[
R = 1 + 94.75 Pr^{-0.4} (Pr - 1) \frac{\tau_{e,0}}{\rho_s \Omega^2 b^2},
\]

where the coefficient 94.75\( Pr^{-0.4} \) is obtained (as an approximation) by interpolation from Table 23.1 given by
Schlichting (1979). Many authors, according to Schlichting, take

\[ R = Pr^{0.6} \]  

(3.17)

for turbulent flow. A comparison of this approximate value of \( R \) with values found using equation (3.16) is shown in Table 3 for several values of \( \frac{\tau_{w,0}}{\rho x \Omega^2 b^2} \).

When dissipation effects are neglected, the work of Dorfman (1964) gives the expression for the function \( \chi \) introduced in equation (2.45) from

\[ \frac{1}{\chi} = 1 + 5(Pr - 1 + \log_e[(5Pr + 1)/6]) \sqrt{(\tau_{w,0}/\rho x \Omega^2 b^2)}. \]  

(3.18)

(This is identical with the result of von Kármán (1939) for a flat plate.) A commonly used approximation is

\[ \chi = Pr^{-0.4}. \]  

(3.19)

and a comparison between the two expressions is given in Table 3.

Figure 5 shows comparisons between the solutions, with \( Pr = 0.71 \), using equations (3.16) and (3.18) and those using equations (3.17) and (3.19). For some reason not yet understood, the computations failed when equations (3.16) and (3.18) were used with \( C_w = 1400, Re_\infty = 3 \times 10^6 \); the graph for this case, therefore, includes curves for the approximate equations only. It is clear that use of the approximate form (whenever...
both solutions are possible) causes little error and reduces computational time. It is suggested, therefore, that equations (3.17) and (3.19) should be used for $R$ and for $\lambda$.

3.5 The average Nusselt number

Figure 6 shows predictions of the variation of $Nu_{\infty}$ with $Re_{\infty}$ for three values of $C_{\infty}$ and for increasing, constant and decreasing disc-temperature distributions. The graphs are in good agreement with similar curves presented by Chew (1984). The fall-off for large values of $Re_{\infty}$ is due to the use of $(T_0 - T_1)_{\infty}$, instead of $(T_{\infty,ad} - \overline{T})_{\infty}$ in the expression for $Nu_{\infty}$, as described in Section 2.6; the sharpness of the fall-off is remarkable.

4 Comparison with experiment

The computations for comparison with the experiments of Northrop (1984) were made using the approximate equations (3.17) and (3.19). The comparisons presented here are with the experimentally measured heat fluxes using fluxmeters. (A comparison with the computed heat fluxes using the so-called "conduction solution" is discussed by Long (1985).)

The disc-temperature distributions used in the computations were computed using a faired spline technique on the measured values. In the experiments, disc temperatures were not measured for $x < 0.2$, whereas the computations were started at $x = 0.1$; it was assumed that, when $x = 0.1$, $T_0 = T_1$ and
a quadratic was fitted to the cubic spline for

\[ 0.1 < x < 0.2 \]. The solution for \( x > 0.15 \) was independent of

the starting values chosen.

Figure 7 shows a comparison between theory and experiment

for disc temperatures which increased with radius, for various

values of \( Re \) and for \( C_w = 1400 \); Figures 8 and 9 show

similar comparisons for \( C_w = 7000 \) and \( C_w = 14000 \)

respectively. The agreement is, in general good, except

occasionally for small values of \( x \) where the model used for the

source region does not bear much relation to the experiment.

This is particularly evident when \( C_w \) is large and \( Re \) is

small, so that the source region occupies most of the cavity.

Figure 10a shows comparisons between the theory presented

here and that of Chew (1984) for the downstream disc with

\( C_w = 7000 \), three values of \( Re \) and different disc

temperature distributions. Figure 10b shows similar comparisons

for the upstream disc. In general, both sets of theoretical

curves show good agreement with the experimental results, but

Chew's predictions are rather better than those of this report in

the source region, and also for the Ekman-type layer when the

source region occupies most of the cavity (the smallest values of

\( Re \)). Even here, however, the errors of the present theory

are small considering the inadequacy of the model in the source

region, as well as experimental error in the flux meter readings.

It would appear from these graphs that the present theory is

adequate (except, possibly, for low values of \( Re \)) for the

prediction of Nusselt numbers even though no correction has been
made for the nonquadratic temperature distributions which occur. The method used has the advantage of simplicity over that of Chew.

5 Conclusions

It has been shown that the integral technique used for the momentum equations in I can be usefully extended to find temperature distributions and, hence, heat transfer from the discs of a symmetrically-heated rotating cavity. It is concluded that, in the momentum equations, it is sufficient to neglect the variation of density across the boundary layers on the disc; that it is necessary, especially at high rotational Reynolds numbers, to include the effect of dissipation in the energy equation; that it is possible to ignore the effect of nonquadratic disc-temperature distributions on the Reynolds analogy, at least to a fair degree of accuracy; and that approximate expressions may be used for the factors introduced to allow for a Prandtl number not equal to unity.

Comparison with experiment over wide ranges of the parameters $C_w$ and $Re_w$, and for several disc-temperature distributions show good agreement.

One of the basic inadequacies of the model used for the source region is that it is assumed that the radial component of velocity outside the entrainment layer is zero; this is clearly not the case. An extension to the theory would be possible to allow for this but, in view of the generally good
agreement obtained with the present model, investigation of this effect is not a matter of urgency.

The probability that the flow in the source region outside the entrainment layer is a free vortex (rather than having zero rotation, as has been assumed in all the computations presented here) can easily be allowed for since \( v_0 \) has to be specified in the computations. Preliminary runs have shown that, for \( a/b = 0.1 \), there is little difference between the two cases.

An extension of the theory to the nonsymmetrical case is obviously important, and so is its adaptation to the case of inflow. It is planned to proceed further in both these directions.
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Table 1  The coefficients $B_k$ in the integral equations

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n = \frac{1}{7}$</th>
<th>General</th>
<th>Full equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>$2 + \left( \frac{J_2^1(\theta)}{J_2(\theta)} - \frac{2J_1^1(\theta)}{J_1(\theta)} \right) B_{11}$</td>
</tr>
<tr>
<td>2</td>
<td>$1 - \alpha$</td>
<td>-0.625</td>
<td>$1 - \alpha + \left( \frac{J_2^2(\theta)}{J_2(\theta)} - \frac{2J_1^2(\theta)}{J_1(\theta)} \right) B_{12} \frac{x , dT_0}{T_0 , dx}$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{2l_1}{l_2}$</td>
<td>-3.94</td>
<td>$-2J_1(\theta) \frac{J_2(\theta)}{J_2(\theta)} + \left( \frac{J_3^1(\theta)}{J_3(\theta)} - \frac{2J_2^1(\theta)}{J_2(\theta)} \right) B_{13} \theta$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{I_1}{l_2}$</td>
<td>3.50</td>
<td>$\frac{J_2^2(\theta)J_m(\theta)}{J_1(0)J_4(0)J_2(\theta)}$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{2l_1}{l_2}$</td>
<td>3.94</td>
<td>$\frac{2J_2^2(\theta)J_4(\theta)}{J_1(0)J_4(0)J_2(\theta)}$</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>$\frac{J_2^2(\theta)J_0(\theta)}{J_1(0)J_4(0)J_2(\theta)}$</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{l_1}{l_3}$</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>-2</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$\frac{2l_1}{l_3}$</td>
<td>-2.4</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$\frac{2l_1}{l_3}$</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$\left( \frac{l_1}{l_6} - 1 \right) \theta$</td>
<td>0.2$\theta$</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$\frac{l_1}{l_6}$</td>
<td>1.2 - $\theta$</td>
<td>$\frac{J_1(\theta)}{J_1^1(\theta)}$</td>
</tr>
<tr>
<td>13</td>
<td>$\frac{2l_1}{l_6} \chi$</td>
<td>2.4$\chi$</td>
<td></td>
</tr>
</tbody>
</table>

Note: in $B_2$, $\alpha = \frac{x \, dV_{1 \to n}}{V_{1 \to n} \, dx}$
<table>
<thead>
<tr>
<th>( x )</th>
<th>( B_1 )</th>
<th>( B_2 )</th>
<th>( B_3 )</th>
<th>( B_4 )</th>
<th>( B_5 )</th>
<th>( B_6 )</th>
<th>( B_7 )</th>
<th>( B_8 )</th>
<th>( B_9 )</th>
<th>( B_{10} )</th>
<th>( B_{11} )</th>
<th>( B_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.063</td>
<td>0.884</td>
</tr>
<tr>
<td>0.15</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.047</td>
<td>0.964</td>
</tr>
<tr>
<td>0.2</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.038</td>
<td>1.012</td>
</tr>
<tr>
<td>0.25</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.031</td>
<td>1.043</td>
</tr>
<tr>
<td>0.3</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.027</td>
<td>1.065</td>
</tr>
<tr>
<td>0.35</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.024</td>
<td>1.081</td>
</tr>
<tr>
<td>0.4</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.021</td>
<td>1.094</td>
</tr>
<tr>
<td>0.45</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.019</td>
<td>1.103</td>
</tr>
<tr>
<td>0.5</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.018</td>
<td>1.111</td>
</tr>
<tr>
<td>0.55</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.017</td>
<td>1.117</td>
</tr>
<tr>
<td>0.6</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.014</td>
<td>1.129</td>
</tr>
<tr>
<td>0.65</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.012</td>
<td>1.140</td>
</tr>
<tr>
<td>0.7</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.010</td>
<td>1.150</td>
</tr>
<tr>
<td>0.75</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.008</td>
<td>1.158</td>
</tr>
<tr>
<td>0.8</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.007</td>
<td>1.165</td>
</tr>
<tr>
<td>0.85</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.006</td>
<td>1.170</td>
</tr>
<tr>
<td>0.9</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.005</td>
<td>1.174</td>
</tr>
<tr>
<td>0.95</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.005</td>
<td>1.177</td>
</tr>
<tr>
<td>1.0</td>
<td>2.000</td>
<td>-0.625</td>
<td>-3.943</td>
<td>3.505</td>
<td>3.943</td>
<td>0.000</td>
<td>0.200</td>
<td>-2.000</td>
<td>-2.400</td>
<td>2.400</td>
<td>0.004</td>
<td>1.179</td>
</tr>
</tbody>
</table>

Table 2 The coefficients \( B_x \) using (a) the primitive equations, and (b) the method of Section 3.1.

\[ C_w = 14000, \quad Re_\infty = 3 \times 10^6 \text{ and } T_0 = T_f + 14/x \]
### Table 3

<table>
<thead>
<tr>
<th>$\frac{\tau_{e,o}}{\rho x \Omega^2 b^2}$</th>
<th>$R$</th>
<th>$X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approx. value</td>
<td>eqn. (3.16)</td>
<td>eqn. (3.18)</td>
</tr>
<tr>
<td>0.001</td>
<td>0.9685</td>
<td>1.0984</td>
</tr>
<tr>
<td>0.002</td>
<td>0.9370</td>
<td>1.1451</td>
</tr>
<tr>
<td>0.003</td>
<td>0.9055</td>
<td>1.1837</td>
</tr>
<tr>
<td>0.004</td>
<td>0.8740</td>
<td>1.2183</td>
</tr>
</tbody>
</table>

The correction factors $R$ and $X$ defined in Section 3.4, $Pr = 0.71$.

[For a free disc, $\frac{\tau_{e,o}}{\rho x \Omega^2 b^2}$ varies from $4.2 \times 10^{-3}$ when $x^2 Re = 10^4$ to $1.1 \times 10^{-3}$ when $x^2 Re = 10^7$.]
The thickness of the thermal boundary layer

It is well known (see, for example, Schlichting (1979)) that, for the flow of a fluid over a heated flat plate, the thermal boundary layer is thicker (when $Pr < 1$) than the momentum boundary layer.

For an Ekman layer on a heated rotating flat plate, Chew (1983) has pointed out that the thermal boundary layer may be as much as an order of magnitude thicker than the momentum layer. This result was also noticed by Rogers (1959) for a water-filled cavity whose axis was vertical and which had an applied horizontal temperature gradient. The result is independent of Prandtl number over a wide range of values, both for $Pr < 1$ and for $Pr > 1$.

The present case of a cavity bounded by two discs whose temperature distributions are identical is an exception to the general results described above. Outside the Ekman-type layer (which is a momentum boundary layer), it is assumed that $u = w = 0$ for $z > \delta^*$. If the thickness of the thermal boundary layer is denoted by $\delta_T$, and it is assumed that $\delta_T > \delta^*$, it follows that $u = w = 0$ for $\delta^* < z < \delta_T$; inspection of equation (2.21) shows immediately that $\frac{\partial q}{\partial z} = 0$ for $\delta^* < z < \delta_T$. A similar argument applies to the disc $z = s$ and so, since there is symmetry about $z = \frac{1}{2}s$, $q = 0$ in this region. It follows that all the temperature variation is within the momentum boundary layer. This is equivalent to saying that $\delta^* = \delta_T$ for the Ekman-type layer.
This argument does not apply to the entrainment layer. However, the fluid outside this layer (which is a momentum boundary layer) originates entirely from the source; since the flow is inviscid, its temperature (or more precisely, its total enthalpy) is unchanged from the inlet value. There is, therefore, no need to use the energy equation in the source region to determine $\bar{T}$, and the value of $\delta_T$ is irrelevant.
Appendix B  Evaluation of the integrals $J_\kappa(\theta)$

The integrals defined in equations (3.02) to (3.07), together with their derivatives, have to be evaluated for every value of $\theta$ for which they are used. For the particular functions defined in equations (2.50) to (2.52), it is possible to find an analytic form since it may be shown that

$$\int_0^1 \frac{\eta^{n+j/r}}{1 - \theta \eta^{1/r}} \, d\eta = -\frac{n}{\theta^{1/r+1}} \left( \sum_{i=1}^l \frac{\theta^i}{i} + \log_\theta (1 - \theta) \right), \quad \theta < 1,$$

$$l = (k + 1)n + j - 1,$$

for all non-negative integer $j$, $k$ and all positive integer $n$.

Unfortunately, this expression is unsuitable for computational purposes, since it involves the difference of two nearly equal quantities. It may, however, be used to obtain a power series expansion and this was the method used in the computations described in this report. The formulae used for the $J_\kappa(\theta)$ and their derivatives were computed using the formulae

$$J_0(\theta) = \sum_{i=0}^m \frac{i \theta^i}{n + i},$$

$$J_1(\theta) = \sum_{i=0}^m \frac{n^2 \theta^i}{(n + i + 1) (2n + i + 1)},$$

$$J_1'(\theta) = \sum_{i=0}^m \frac{n^2 (i + 1) \theta^i}{(n + i + 2) (2n + i + 2)},$$

$$J_2(\theta) = \sum_{i=0}^m \frac{2n^2 \theta^i}{(n + i + 2) (2n + i + 2) (3n + i + 2)},$$
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\[ J_2^*(\theta) = \sum_{i=0}^{m} \frac{2n^2(i + 1)\theta^i}{(n + i + 3)(2n + i + 3)(3n + i + 3)}, \]

\[ J_3^*(\theta) = \sum_{i=0}^{m} \frac{n^2\theta^i}{(n + i + 2)(2n + i + 2)}, \]

\[ J_4^*(\theta) = \sum_{i=0}^{m} \frac{n^2(i + 1)\theta^i}{(n + i + 3)(2n + i + 3)}, \]

\[ J_5^*(\theta) = \sum_{i=0}^{m} \frac{(i + 1)\theta^i}{(n + i + 1)}, \]

\[ J_6^*(\theta) = \sum_{i=0}^{m} \frac{(i + 2)\theta^i}{(n + i + 2)}, \]

These are truncated series, and the errors involved in using them are bounded by \( \frac{n\theta^{m+1}}{1 - 10^\gamma} \). \( m \) is selected to ensure that all the errors are less than a predetermined magnitude (in the computations reported here, they were less than \( 10^{-12} \)).

While these series give a satisfactory method of computing the integrals \( J_\alpha(\theta) \) for power-law profiles, the integrals cannot be expressed in closed form in most other cases. If the correction of Section 3.1 is used for laminar flow, for example, it is necessary to use some kind of quadrature (for example, Simpson's rule) to compute the \( J_\alpha(\theta) \).
Figure 1  Schematic diagram of flow in the cavity.
Figure 2  The effect of neglecting axial density gradients.
Figure 3 The effect of neglecting viscous dissipation.
Figure 4  The effect of a nonquadratic disc-temperature distribution on the Reynolds analogy.
Figure 5  The effect of using approximations for $R$ and $X$. 

- (a) $C_w = 1400$, $Reph = 1E5$
- (b) $C_w = 1400$, $Reph = 3E6$
- (c) $C_w = 14000$, $Reph = 1E5$
- (d) $C_w = 14000$, $Reph = 3E6$

$Pr = 0.71$
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Figure 6  The variation of average Nusselt with \( Re \).
Figure 7  Comparison with experiment.  $[\text{C}_w = 1400, \frac{dT}{dr} > 0]$
Figure B  Comparison with experiment.  

$\dot{c}_w = 7000, \frac{dT}{dr} > 0$

(a) $R_p = 1.25E5$  
(b) $R_p = 3.29E5$  
(c) $R_p = 6.50E5$  
(d) $R_p = 1.30E6$  
(e) $R_p = 1.96E6$  
(f) $R_p = 2.58E6$  
(g) $R_p = 3.22E6$  
(h) $R_p = 3.95E6$
Figure 9 Comparison with experiment. $C_w = 14000, \frac{dT}{dr} > 0$
Figure 10a  Comparison with experiment and Chew's predictions.

(a) $C_w = 7000$, $Re_ph: = 6.50E5$, TO increasing
(b) $C_w = 7000$, $Re_ph: = 6.60E5$, TO constant
(c) $C_w = 7000$, $Re_ph: = 6.57E5$, TO decreasing
(d) $C_w = 7000$, $Re_ph: = 1.96E6$, TO increasing
(e) $C_w = 7000$, $Re_ph: = 1.98E6$, TO constant
(f) $C_w = 7000$, $Re_ph: = 1.97E6$, TO decreasing
(g) $C_w = 7000$, $Re_ph: = 3.22E6$, TO increasing
(h) $C_w = 7000$, $Re_ph: = 3.26E6$, TO constant
(i) $C_w = 7000$, $Re_ph: = 3.29E6$, TO decreasing

Downstream disc, Pr = 0.71
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Figure 10b Comparison with experiment and Chew's predictions.