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Abstract—In this paper, an actor critic neural network control is developed for a robotic manipulator. Both system uncertainties and unknown deadzone are considered in the tracking control design. Stability of the closed-loop system is analyzed via the Lyapunov’s direct method. The critic neural network is used to estimate the cost-to-go and the actor neural network is used to make the cost-to-go converge. Simulation studies are conducted to examine the effectiveness of the proposed actor critic neural network control.

Index Terms—Reinforcement learning, robot control, neural networks, deadzone.

I. INTRODUCTION

Deadzone is an unavoidable problem which has to be dealt with in controlling a robotic system. Neglecting its effects may lead to undesirable performance such as large steady state error, poor transient response and large overshoot [1]. Although adaptive neural/fuzzy control is popular in handling non-linearities [2], [3], the selection of control gains is still a challenging issue. In specific, it is easy to tune the gains by trial and error to obtain a good performance through an off-line process, but these well-tuned gains may not guarantee a desired performance if there are variations of system parameters [4]. In this sense, a method which is independent of prescribed control gains will provide feasibility in practice.

Reinforcement learning is an option to cope with the aforementioned issue [5], [6], [7]. A typical framework of reinforcement learning includes an actor agent which generates a control input to the actuator, and an critic agent to evaluate the cost-to-go at current state with current control policy [8], [9], [10]. The actor agent updates its output based on the value from the critic agent. The ultimate goal is to make the cost-to-go converge to its global optimum. In this paper, we develop an actor critic neural network (NN) control for a n-degrees-of-freedom (n-DOF) robotic manipulator with unknown deadzone and uncertain system dynamics. The designed control will be shown to have adaptability and robustness to uncertain system dynamics with unknown deadzone. The main contributions of this paper include:

(i) without knowing the robotic manipulator’s dynamics, the deadzone effect of its actuator, and external disturbance, we propose a control to guarantee a desirable tracking performance;
(ii) the control performance and robustness to uncertainties are enhanced by employing reinforcement learning; and
(iii) the uniform boundedness of the closed-loop system is proved by the Lyapunov’s direct method.

The organization of this paper is as follows. Section II presents the problem description and preliminaries on function approximation. Details of the control design are shown in Section III. Simulation study is conducted in Section IV to verify the validity of the proposed control. It is followed by conclusion in Section V.

Notation 1: Given a vector $A \in R^{1 \times n}$ and a matrix $B \in R^{n \times n}$, $\|A\|^2 = A^T A$ and $\|B\|^2 = \text{tr}(B^T B).

II. PROBLEM FORMULATION

A. Dynamic Model

The dynamics of a n-DOF rigid robotic manipulator with deadzone can be described as

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + f_{dis} = D(\tau)$$  \hspace{1cm} (1)

where $q \in R^n$ is the coordinate, $\tau \in R^n$ is the control input (joint torque applied) and $D(\tau)$ is the deadzone function to the control input $\tau$. $M(q) \in R^{n \times n}$ is a symmetric positive definite inertia matrix, $C(q, \dot{q}) \in R^{n \times n}$ represents the centripetal and Coriolis torque, $G(q) \in R^n$ is the gravitational force, and $f_{dis} \in R^n$ represents the external disturbance to the manipulator.

Property 1: [11] The matrix $M(q) - 2C(q, \dot{q})$ is skew-symmetric.

Assumption 1: The external disturbance $f_{dis}$ is bounded, i.e., $\|f_{dis}\| \leq b_f$, where $b_f$ is a positive constant.
According to Eq. (1), if we let $x_1 = q$ and $x_2 = \dot{q}$, the robot dynamics can be expressed as
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= M^{-1}[D(\tau) - f_{\text{dis}} - G - Cx_2]
\end{align*}
(2)
(3)
The following assumptions are made to facilitate the control design [12].

Assumption 2: As illustrated in Fig. 1, the deadzone non-linearity can be expressed as
\begin{equation}
D(\tau_i) = \begin{cases} 
    h_{r,i}(\tau_i - b_{r,i}) & \tau_i \geq b_{r,i}; \\
    0 & b_{l,i} < \tau_i < b_{r,i}; \\
    h_{l,i}(\tau_i - b_{l,i}) & \tau_i \leq b_{l,i}.
\end{cases}
\end{equation}
(4)
where $i = 1, 2, \ldots, n$, $h_{r/l,i}(\cdot)$ is an unknown smooth function, and $b_{r,i} > 0$ and $b_{l,i} < 0$ are known constants.

Assumption 3: The desired trajectory $x_r$ is continuous and known.

B. Control Objective

A long-term discounted cost function is defined as
\begin{equation}
J(t) = \int_{t}^{\infty} e^{-\frac{\psi r}{2}} r(m) dm
\end{equation}
(5)
where $\psi$ is a time constant for discounting the future cost. $r(t)$ is the instant cost function which is defined as
\begin{equation}
r(t) = (x_1 - x_r)^T Q(x_1 - x_r) + \tau^T R \tau
\end{equation}
(6)
where $Q$ and $R$ are positive definite matrices. The optimal control is achieved when the minimal cost-to-go is obtained.

C. Preliminaries

Radial basis function neural network (RBFNN) is widely used to estimate nonlinear functions due to its good capabilities in function approximation [13]. For a continuous function $h(Z) : R^p \rightarrow R$, the following RBFNN is used to approximate it [14]:
\begin{equation}
h_{\text{nn}}(Z) = W S(Z)
\end{equation}
(7)
where the input vector $Z \in \Omega \subset R^p$, $W$ is the weight vector such that $W = [w_1, w_2, \ldots, w_l] \in R^l$ and $l$ is the number of nodes which is greater than 1. $S(Z) = [s_1(Z), s_2(Z), \ldots, s_l(Z)]^T$ where $s_i(Z)$ can be a Gaussian function as below
\begin{equation}
s_i(Z) = \exp \left[ -\frac{(Z - \mu_i)^T (Z - \mu_i)}{\eta_i^2} \right],
\end{equation}
(8)
where $i = 1, 2, \ldots, l$, $\mu_i = [\mu_{i1}, \mu_{i2}, \ldots, \mu_{ip}]$ is the center of receptive field, and $\eta_i$ is the width of the Gaussian function. It is shown that RBFNN (7) is able to estimate any continuous function over a compact set $\Omega_Z \subset R^p$ to any arbitrary accuracy as
\begin{equation}
h(Z) = W^* S(Z) + \epsilon, \ \forall Z \in \Omega_Z
\end{equation}
(9)
where $W^*$ is the optimal constant weight, and $\epsilon$ is the estimation error with optimal weights. In particular, the ideal weight vector $W^*$ is defined such that $\epsilon$ is minimized for all $Z \in \Omega_Z \subset R^p$, i.e.,
\begin{equation}
W^* \triangleq \arg \min_{W \in R^l} \left\{ \sup_{Z \in \Omega_Z} |h(Z) - WS(Z)| \right\}
\end{equation}
(10)

Lemma 1: [13] There exist ideal constant weights $W^*$ such that $|\epsilon| \leq \epsilon^*$ with $\epsilon^* > 0$ for all $Z \in \Omega_Z$.

Lemma 2: [15] A Lyapunov candidate function $V(t)$ is bounded given that initial condition $V(0)$ is bounded, $V(t) \geq 0$ is continuous and the below equation holds:
\begin{equation}
\dot{V}(t) \leq -\kappa V(t) + b
\end{equation}
(11)
where $\kappa$ and $b$ are two positive constants.

III. CONTROL DESIGN

As illustrated in Fig. 2, two NNs are employed to approximate the desired control and cost-to-go, respectively. The actor network is responsible for generating a control input to the plant which should minimize the cost-to-go and the critic network is to evaluate the current state information and approximate the cost-to-go.

![Fig. 2. Structure of reinforcement learning](image-url)
A. Critic Network

As mentioned above, the critic network is used to approximate the total cost-to-go at current state. Let $J = W^*c_{c}(Z_c) + e_c$ and $\dot{J} = W_c c_{c}(Z_c)$, where $Z_c = z_1 = x_1 - x_r$.

From the definition (5), the estimation error of the cost-to-go function is [16]:

$$\delta(t) = r(t) - \frac{1}{\psi} J(t) + \dot{J}(t)$$  \hspace{1cm} (12)

As the time constant $\psi \to \infty$, the cost-to-go becomes an infinite horizon problem and Eq. (12) becomes

$$\delta(t) = r(t) + \dot{J}(t)$$  \hspace{1cm} (13)

which is exactly the same as Hamiltonian defined in [5], [6], [7]. $\nabla$ represents the gradient along $Z_c$.

Let $E_c = \frac{1}{2} \delta^T \delta$. The updating law for the critic network is designed as $\dot{W}_c = -\sigma_c \frac{\partial E_c}{\partial W_c}$, more exactly,

$$\dot{W}_c = -\sigma_c \delta(t)[ -\frac{1}{\psi} \frac{\partial \dot{J}}{\partial W_c} + \frac{\partial \dot{J}}{\partial W_c} \frac{\partial \dot{J}}{\partial Z_c} ]$$

$$= -\sigma_c (r(t) + W_c^T \Lambda) \Lambda$$  \hspace{1cm} (14)

where $\sigma_c > 0$ is the learning rate to the critic neural network and $\Lambda = -\frac{1}{\psi} \nabla S_c \dot{Z}_c$.

B. Actor Network

According to the definition of $z_1$, we have

$$\dot{z}_1 = \dot{x}_1 - \dot{x}_r$$

$$= z_2 + \alpha_1 - \dot{x}_r$$  \hspace{1cm} (15)

where $z_2 = x_2 - \alpha_1$, with $\alpha_1$ being the virtual control to $z_1$.

Consider a Lyapunov function candidate $V_1 = \frac{1}{2} z_1^T z_1$. The derivative of $V_1$ with respect to time is

$$\dot{V}_1 = z_1^T \dot{z}_1$$

$$= z_1^T (z_2 + \alpha_1 - \dot{x}_r)$$  \hspace{1cm} (16)

If we let $\alpha_1 = \dot{x}_r - K_1 z_1$ with $K_1 > 0$, the above derivative of the Lyapunov function candidate will then become

$$\dot{V}_1 = -z_1^T K_1 z_1 + z_1^T z_2$$  \hspace{1cm} (17)

According to the definition of $z_2$, we have

$$\dot{z}_2 = \dot{x}_2 - \dot{\alpha}_1$$

$$= M^{-1} [D(\tau) - f_{dis} - G - C x_2] - \dot{\alpha}_1$$  \hspace{1cm} (18)

Define $\Delta \tau = \tau - D(\tau)$ and consider $V_2 = V_1 + \frac{1}{2} z_2^T M z_2$, so the derivative of $V_2$ is

$$\dot{V}_2 = -z_1^T K_1 z_1 + z_1^T z_2 + z_2^T (\tau - \Delta \tau)$$

$$- f_{dis} - G - C x_2 - M \dot{\alpha}_1 + \frac{1}{2} M z_2$$  \hspace{1cm} (19)

Applying Property 1, we have

$$\dot{V}_2 = -z_1^T K_1 z_1 + z_1^T z_2 + z_2^T (\tau - \Delta \tau - f_{dis})$$

$$- G - C x_2 - M \dot{\alpha}_1$$  \hspace{1cm} (20)

The desired control $\tau_d = -z_1 - K_2 z_2 + \Delta \tau + f_{dis} + G + C x_2 + M \dot{\alpha}_1$, where $K_2$ is a positive constant. However, we do not have information about the deadzone $\Delta \tau$, and system parameters $M$, $C$, and $G$. Therefore, the actor network is used to estimate

$$\tau = -z_1 - K_2 z_2 - b f_{sgn}(z_2^T) + \dot{W}_a S_a(Z_a)$$  \hspace{1cm} (22)

where $\dot{W}_a = \dot{W}_a - W^*$, the instant estimation error is defined as

$$\zeta_a = \dot{W}_a S_a(Z_a)$$  \hspace{1cm} (23)

The objective of the updating law of the actor network is to make the estimation error $\zeta_a$ and cost-to-go $\dot{J}$ converge. Define the error involved in the actor network as

$$e_a = \zeta_a(t) + K J (\dot{J}(t) - \dot{J}_d(t))$$  \hspace{1cm} (24)

where $J_d(t) = [0, 0, ..., 0]^T \in R^{n \times 1}$ represents the desired cost-to-go in the future and $K_J$ is a positive constant to be designed. Equivalently, the updating law of $\dot{W}_a$ is to minimize

$$E_a = \frac{1}{2} e_a^T e_a$$  \hspace{1cm} (25)

Thus, we obtain

$$\dot{W}_a' = -\sigma_a \frac{\partial E_a}{\partial e_a} \frac{\partial e_a}{\partial \zeta_a} \frac{\partial \zeta_a}{\partial W_a}$$

$$= -\sigma_a (\zeta_a + K J \dot{J}) S_a$$  \hspace{1cm} (26)

where $\sigma_a > 0$ is the learning rate for the actor network. Since $\zeta_a$ is unavailable, we develop the following updating law

$$\dot{W}_a = -\sigma_a (\dot{W}_a S_a(Z_a) + K J \dot{J}) S_a$$  \hspace{1cm} (27)
C. Stability Analysis

Define $V_c = \frac{1}{2}\dot{W}_c^T\dot{W}_c$, so its derivative is

$$V_c = -\sigma_c\dot{W}_c^T(r(t) + \dot{W}_c)\Lambda$$

(28)

Since $r(t) = \frac{1}{\mu} - \dot{j}$, we have

$$r(t) = W_c^T S_c \psi + \epsilon_c - \nabla(W_c^T S_c + \epsilon_c)\dot{Z}_c = -W_c^T S\Lambda + \epsilon_c$$

(29)

where $\epsilon_c = \epsilon + \nabla\epsilon\dot{Z}_c$, which is bounded, i.e., $\|\epsilon_c\| \leq \epsilon_{c,max}$. Substituting Eq. (29) into Eq. (28), we obtain

$$\dot{V}_c \leq -\sigma_c\Lambda^T \Lambda = \frac{1}{2}\dot{W}_c^T\dot{W}_c + \frac{\sigma_c}{2}\epsilon_c^T\epsilon_c$$

(30)

Consider a Lyapunov function candidate as below

$$V = \frac{1}{2}z^T z + \frac{1}{2}z^T M z + \frac{1}{2}\dot{W}_a^T\dot{W}_a + \frac{1}{2}\dot{W}_c^T\dot{W}_c$$

(31)

Considering the control input (22), updating law (27) and (14), we obtain the derivative of $V$ as below

$$\dot{V} = -z^T K_1 z + 2z^T S_a - \epsilon_a - b_f \text{sgn}(z^T) - \sigma_a\dot{W}_a S_a + K_f \dot{j} = -\sigma_c\dot{W}_c^T - \dot{W}_c^T\Lambda + \epsilon_c$$

(32)

Considering the inequality (30), and substituting

$$\dot{j} = W_c^* S_c + \dot{W}_c S_c$$

$$\dot{j}^T \dot{j} \leq 2(W_c^* S_c)^T W_c^* S_c + 2(\dot{W}_c S_c)^T \dot{W}_c S_c$$

(33-34)

into Eq. (32), we have

$$\dot{V} \leq -\frac{1}{2}z^T K_2 z - \sigma_c - \frac{1}{2}\|S_a\|^2\|\dot{W}_a\|^2$$

$$-\frac{1}{2}z^T K_1 z + 2\sigma_a K_f^2\|S_c\|^2\|\dot{W}_c\|^2$$

$$+ \frac{1}{2}\|\epsilon_c\|^2 + \sigma_c\epsilon_{c,max}\|\epsilon_c\|^2 + \frac{\sigma_c}{2}\|S_a\|^2\|W_c^*\|^2$$

$$+ \sigma_a K_2^2\|S_c\|^2\|W_c^*\|^2$$

$$\leq -\kappa V + b$$

(35-36)

where

$$\kappa = \min\left(\frac{K_1, K_2 - \frac{3}{2}\sigma_a - \frac{1}{2}b_S^2}{\sigma_a b_a - 2\sigma a K_f^2}, \frac{\sigma_a b_a - 2\sigma a K_f^2}{2}\right)$$

(37)

$$b = \frac{1}{2}\|\epsilon_a\|^2 + \frac{\sigma_c}{2}\|\epsilon_{c,max}\|^2 + \sigma c b_a^2$$

$$+ \sigma_a K_2^2 b_c^2$$

(38)

In above equations, $b_S \leq \|S_a\|$ and $b_A \leq \|\Lambda\|$ which are guaranteed by satisfying the persistent excitation condition, and $b_a \geq \|W_a^*\|$ and $b_c \geq \|W_c^*\|$. To ensure $\kappa > 0$, the following conditions must be fulfilled:

$$K_1 > 0, \ K_2 - \frac{3}{2}\sigma_a > 0, \ \frac{\sigma_a b_a - 2\sigma a K_f^2}{2} > 0$$

(39)

Applying Lemma 1, we obtain the main result of this paper, which is summarized in the following theorem.

**Theorem 1**: Consider the robotic manipulator (1) with an unknown disturbance, a deadzone which fulfills Assumption 2, and a known and smooth reference trajectory. The proposed control (22), with updating laws (27) and (14) with bounded initial conditions, guarantees that the closed-loop system signals ($z_1, z_2, W_a$, and $\dot{W}_c$) are semiglobally bounded.

IV. SIMULATION

The proposed control is examined through simulation studies for a 2-DOF robotic manipulator. Details of the inertia matrix $M$, centripetal and Coriolis matrix $C$ and gravitational force $G$ can be found in [11]. Parameters used for the robotic system are defined in Table 1, where $M_i$ is the uncertain coefficient to the measured mass.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1$</td>
<td>Mass of link 1</td>
<td>2.0 \times M_kg</td>
</tr>
<tr>
<td>$m_2$</td>
<td>Mass of link 2</td>
<td>0.85 \times M_kg</td>
</tr>
<tr>
<td>$l_1$</td>
<td>Length of link 1</td>
<td>0.35m</td>
</tr>
<tr>
<td>$l_2$</td>
<td>Length of link 2</td>
<td>0.31m</td>
</tr>
<tr>
<td>$I_1$</td>
<td>Inertia of link 1</td>
<td>$\frac{1}{2}m_1l_1^2$</td>
</tr>
<tr>
<td>$I_2$</td>
<td>Inertia of link 2</td>
<td>$\frac{1}{2}m_2l_2^2$</td>
</tr>
</tbody>
</table>

Since the control output is from the actor network, neural weights can be trained by iterations. An improved tracking performance can be expected when the network is trained for several iterations. The objective is to make the output $y = x_1$ follow a desired trajectory: $q_{1d} = \sin(t)$ and $q_{2d} = \sin(t)$. The initial values of $y$ are defined as $y_0 = [-0.1, 0.1]^T$ and $y_0 = [1, -1]^T$. The disturbance to the robotic manipulator is randomly generated with the magnitude smaller than 1. The asymmetrical and unknown deadzone is defined to have $b_r = 2.5$ and $b_l = -4.5$ with

$$h_r(v) = 2(v - b_r)(\sin(v) + 1)$$

$$h_l(v) = (v - b_l)^3$$

(40-41)

Given the situation that we have no information about the deadzone functions, system dynamics and disturbance, the proposed control (22) is expected to keep the manipulator in desired boundaries. A total of $N = 2^8$ nodes are used for the actor NN $W_a S_a(Z_a)$. The centers are evenly distributed in:
\([-1, 1] \times [−1, 1] \times [−10, 10] \times [−10, 10] \times [−1, 1] \times [−1, 1] \times [−1, 1] \times [−1, 1] \times [0] \times [0] \times [0] \times [0] \times [0] \times [0] \times [0]. 3^2\) nodes are used for the critic NN \(W_cS_c(Z_c)\). Centers of \(S_c\) are evenly distributed in the space of \([-5, 5] \times [-5, 5]\) with each parameter being -5, 0, or 5. The learning rate \(\sigma_a = 25\) and \(\sigma_c = 10\). Variances of the RBFNNs are set to be 100 and 500 for \(S_a\) and \(S_c\), respectively. Initial weights for the first iteration are defined as \(\hat{W}_{a,N,i} = 0\) \((i = 1, 2; N = 1, 2, 3, 4, ..., 2^8)\) and \(\hat{W}_{c,N,j} = 0\) \((j = 1, 2; N = 1, 2, 3, 4, ..., 3^2)\). The control gains \(K_1 = 60, K_2 = 10\), and \(K_J = 0.2\).

After each iteration, the final neural weights will be used as the initial neural weights for the next iteration. Simulation is also conducted with the adaptive NN control with offline tuning in [17]. The adaptive NN control is tuned to its achievable best performance by trial and error. Several \(M_u\) are chosen to study the performance of the proposed control under mass uncertainty with same control parameters.

The tracking performance (the norm of position error) under the proposed actor critic NN control is shown in Figs. 3 and 4. In the first iteration, tracking errors tend to converge to a small value while fluctuation is observed. After a few iterations, the fluctuation has been reduced significantly, which indicates an enhanced tracking performance. When \(M_u = 1\), after the 10th iteration, the neural weights are used for trajectory tracking of the 2-DOF manipulator. The control inputs, as shown in Fig. 5, are rather smooth, which further verify the validity of the proposed method.

Fig. 6 shows the tracking performance of the adaptive RBFNN control with different \(M_u\). The tracking performance is slightly better in comparison with actor critic NN control when \(M_u = 1\). However, the method in [17] is limited when uncertainties appear. In Fig. 6b, the control performance with fine-tuned parameters for the case of \(M_u = 1\) is not satisfactory in the case of \(M_u = 13\). One way to improve the performance for \(M_u = 13\) is to re-tune the control gains by trial and error, which is tedious and may be unpractical as the system may vary frequently in operation.

V. Conclusion

In this paper, an actor critic NN control has been proposed to solve the problem of off-line tuning faced by conventional adaptive NN control. Tracking errors of the system under the proposed actor critic NN control are proved to be semiglobally uniformly bounded and converge to a compact set. Performance of the proposed control has been examined through simulation of a 2-DOF manipulator with unknown random disturbance and deadzone.
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Fig. 4. Norm of position error under the proposed method: $M_u = 13$.


Fig. 5. Control input under the proposed method

(a) $M_u = 1$

(b) $M_u = 13$

Fig. 6. Norm of position error under adaptive NN control in [17].