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Two custom-made Al$_{0.2}$Ga$_{0.8}$As p$^+${i}-n$^-$ mesa X-ray photodiodes (200 $\mu$m diameter, 3 $\mu$m i layer) have been electrically characterised across the temperature range $-20^\circ$C to 60°C. The devices were connected to a custom-made charge sensitive preamplifier to produce an AlGaAs photon-counting X-ray spectrometer. The devices’ responses to illumination with soft X-rays from an $^{55}$Fe radioisotope X-ray source (Mn K$_x$ = 5.9 keV; Mn K$_\beta$ = 6.49 keV) were investigated across the temperature range $-20^\circ$C to 20°C. The best energy resolution (FWHM at 5.9 keV) achieved at $20^\circ$C was 1.06 keV (with the detector at 10 V reverse bias). Improved FWHM was observed with the devices at temperatures of 0°C (0.86 keV) and $-20^\circ$C (0.83 keV) with the photodiode reverse biased at 30 V. The average electron hole pair creation energy was experimentally measured and determined to be 4.43 eV $\pm$ 0.09 eV at $20^\circ$C, 4.44 eV $\pm$ 0.10 eV at 0°C, and 4.56 eV $\pm$ 0.10 eV at $-20^\circ$C. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4993914]

I. INTRODUCTION

Wide bandgap materials, such as GaAs,$^{1–5}$ SiC,$^{6–8}$ diamond,$^{9,10}$ Al$_{0.52}$In$_{0.48}$P,$^{11–13}$ and Al$_x$Ga$_{1-x}$As,$^{14–16}$ are of interest for use in space science and extreme terrestrial applications where detectors are exposed to high temperatures and intense radiation. Traditional Si X-ray spectrometers often require significant shielding and cooling mechanisms in order to function within extreme environments (e.g., $\geq$20°C), whereas wide bandgap detectors are more robust and can possess superior energy resolution at high temperatures due to lower thermally induced leakage currents.$^{6}$ Al$_x$Ga$_{1-x}$As has received particular attention as a promising alternative for X-ray,$^{14–16}$ and beta particle$^{17,18}$ detection; the material can be grown nearly lattice matched to readily available GaAs substrates, and by varying the Al concentration, the bandgap can be adjusted in order to meet specific application needs. The benefits exhibited by Al$_x$Ga$_{1-x}$As have led to the extensive study of Al$_{0.8}$Ga$_{0.2}$As (i.e., higher Al composition than the present devices) for X-ray detection, where 200 $\mu$m diameter Al$_{0.8}$Ga$_{0.2}$As circular mesa p$^+${i}-n$^-$ photodiodes with 1 $\mu$m i layers were characterised as soft X-ray photon counting detectors, with an energy resolution (FWHM) of 1.07 keV at 5.9 keV at room temperature for the best performing diode.$^{19}$ Larger devices (400 $\mu$m) with thicker epilayers (1.7 $\mu$m) and a similar structure to Ref. 19 have been reported with a mean leakage current density of 4.72 nA cm$^{-2} \pm 1.67$ nA cm$^{-2}$ at an average electric field strength of 29.4 kV/cm (5 V operating reverse bias), and a mean energy resolution (FWHM) of 1.27 keV at 5.9 keV at room temperature.$^{15}$ In addition to high Al concentrations (e.g., Al$_{0.8}$Ga$_{0.2}$As), Al$_{0.2}$Ga$_{0.8}$As has also been preliminarily studied for X-ray detection at room temperature; three Al$_{0.2}$Ga$_{0.8}$As p$^+${i}-n$^-$ mesa X-ray photodiodes (200 $\mu$m diameter, 3 $\mu$m i layer) were characterised for their response to soft X-ray illumination.$^{20}$

In this article, extensive characterisation (including temperature dependence measurements) of two Al$_{0.2}$Ga$_{0.8}$As p$^+${i}-n$^-$ mesa X-ray photodiodes is presented. The devices were grown and fabricated to the Authors’ specifications at the EPSRC National Centre for III-V Technologies, Sheffield, UK.

II. DIODE DESIGN

The Al$_{0.2}$Ga$_{0.8}$As p$^+${i}-n$^-$ mesa X-ray photodiode (200 $\mu$m diameter, 3 $\mu$m i layer) wafer was grown by metal-organic vapour phase epitaxy (MOVPE) on a commercial 2 in. GaAs n$^+$ substrate. The layer details are summarised in Table I. Circular mesa structures (200 $\mu$m diameter) were formed using a 1:1:1 H$_3$PO$_4$:H$_2$O$_2$:H$_2$O solution followed by 10 s in a 1:8:80 H$_2$SO$_4$:H$_2$O$_2$:H$_2$O solution. An Ohmic contact, consisting of 20 nm InGe and 200 nm Au, was evaporated onto the rear substrate, and an Ohmic top contact of 20 nm Ti and 200 nm Au was evaporated onto the p$^+$ side of the mesa devices; the top contact covered 45% of the diode’s faces. The devices were unpassivated.

III. EXPERIMENTAL RESULTS

A. Capacitance as a function of applied bias

Capacitance as a function of applied forward and reverse bias was measured for the two Al$_{0.2}$Ga$_{0.8}$As p$^+${i}-n$^-$ photodiodes D1 and D2, across the temperature range 60°C to $-20^\circ$C, using an HP 4275A LCR Meter (signal magnitude 50 mV rms; frequency 1 MHz) and a Keithley 6487 picoammeter/voltage source to bias the detectors. The test harness, in which the Al$_{0.2}$Ga$_{0.8}$As package was installed, was placed within a TAS Micro MT climatic cabinet for temperature control, and a thermocouple appropriately positioned in order to monitor the temperature and ensure that thermal
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equilibrium was reached between the climatic cabinet and the devices at each temperature. The test harness was initially purged with dry N₂, then sealed, and the climatic cabinet was shut. The climatic cabinet was continually purged with dry N₂ for the duration of the measurement in order to maintain a dry N₂ environment (<5% relative humidity) to eliminate any humidity related effects. National Instruments LabVIEW software was used to automate the characterisation routine. The temperature was initially set to 60 °C, and then decreased in 20 °C steps to −20 °C. The diodes were left for 30 min after reaching each temperature before measuring, to ensure thermal equilibrium and stabilisation. Figure 1 presents the capacitance as a function of applied forward bias at each measured temperature for the Al₀.₅Ga₀.₅As p⁺-i-n⁺ photodiode, D1; comparable results were found for D2. Since the devices were measured after packaging, the capacitance of the package was removed by measuring the capacitance of an empty connection on the same package across the same applied bias range, and at each temperature, with each packaging capacitance value deducted from the respective total capacitance obtained for the detectors. This procedure also removes any additional unknown capacitances of the system, with the exception of the capacitance of the bond wires of each detector; however, subsequent analysis suggests that the bond wire capacitances were negligible compared with the other associated capacitances. Temperatures greater than 60 °C were not measured due to the high leakage currents (>40 nA at 10 V at 80 °C) being observed at such temperatures.

As the temperature was decreased from 60 °C to −20 °C, the forward capacitance, which is proportional to the forward current, of both devices decreased at each applied forward bias. At low applied reverse biases, the measured capacitances decreased as the temperature decreased for both diodes: without application of reverse bias (i.e., 0 V), at 60 °C, capacitances of 5.20 pF ± 0.04 pF and 5.26 pF ± 0.04 pF were measured for D1 and D2, respectively; at −20 °C capacitances of 4.83 pF ± 0.04 pF and 4.90 pF ± 0.04 pF were measured. As the applied reverse bias was increased, the temperature dependence of the capacitance reduced, as shown in Fig. 2. At applied reverse bias ≥4 V, the variation in capacitance as a function of temperature became indiscernible i.e., the change in capacitance remained within the uncertainty of the measurement.

When reverse biased, the junction capacitance is predominantly defined by the depletion layer capacitance, $C_{DL}(V_R)$.

Thus, from the measured depletion layer capacitance $C_{DL}(V_R)$, the depletion width as a function of applied reverse bias $W(V_R)$ was calculated using

$$C_{DL}(V_R) = \frac{\varepsilon_0 e A}{W(V_R)},$$  \hspace{1cm} (1)$$

where $\varepsilon_0$ is the permittivity of free space, $e$ is the relative permittivity of the material [12,332 for Al₀.₅Ga₀.₅As (Ref. 22)], and $A$ is the area of the device. The depletion width of each diode increased as a function of applied reverse bias for all temperatures, until it reached an applied reverse bias of 30 V, where the measured depletion layer capacitance, and consequently the depletion width, remained constant, suggesting that the diodes were fully depleted at an applied reverse bias of 30 V (3.20 µm ± 0.15 µm and 3.01 µm ± 0.14 µm at −20 °C, 3.14 µm ± 0.14 µm, and 2.96 µm ± 0.13 µm at 60 °C, for D1 and D2 respectively, at an applied reverse bias of 30 V). The calculated depletion width as a function of applied reverse bias at −20 and 60 °C for diode D1 can be seen in Fig. 3. The depletion width of both diodes was found to be temperature independent, where the change in calculated depletion width

![FIG. 2. Capacitance as a function of temperature for D1, in the temperature range −20 °C to 60 °C at six reverse bias values: 0 V (circles), 1 V (triangles), 2 V (stars), 5 V (plus signs), 10 V (squares), and 30 V (diamonds). The linear least squares fitting was applied to each data set in order to determine the capacitance per degree Celsius: (4.38 ± 0.18) fF °C⁻¹ for 0 V, (2.24 ± 0.13) fF °C⁻¹ for 1 V (1.51 ± 0.11) fF °C⁻¹ for 2 V, (0.79 ± 0.07) fF °C⁻¹ for 5 V, (0.47 ± 0.04) fF °C⁻¹ for 10 V, and (0.24 ± 0.01) fF °C⁻¹ for 30 V. Compare results were obtained for D2, with calculated gradients falling within the uncertainty of those calculated for D1.](image-url)
as a function of temperature lay within the measurement uncertainty.

The carrier concentration of the i layer, \( N(W) \), was calculated using the equation for general nonuniform distributions\(^{21} \)

\[
\frac{d(1/C_{BL}^2)}{dV_R} = \frac{2}{qC_0 N(W)},
\]

where \( q \) is the elementary charge. The carrier concentration throughout the intrinsic region was calculated to be approximately \( 4.0 \times 10^{15} \, \text{cm}^{-3} \) and \( 4.4 \times 10^{15} \, \text{cm}^{-3} \) for D1 and D2, respectively. The variation of the carrier concentration, as a consequence of change in temperature, fell well within the calculated uncertainty of the measurement. At the i-n\(^+ \) interface, the carrier concentration increased to approximately \( 5 \times 10^{16} \, \text{cm}^{-3} \) for both D1 and D2. The carrier concentration as a function of distance, \( W \), below the p\(^+\)-i junction for D1 has been plotted in Fig. 4.

**B. Current measurements**

Current, as a function of applied forward and reverse bias across the temperature range 60 °C to −20 °C, was measured using a Keithley 6487 Picoammeter/Voltage Source. The package and the associated diodes of interest (D1 and D2) were connected within a custom dark box, and installed within a TAS Micro MT climatic cabinet for temperature control. The custom dark box was initially purged with dry \( \text{N}_2 \), then sealed, and the climatic cabinet was shut. The climatic cabinet was continually purged with dry \( \text{N}_2 \) for the duration of the measurement in order to maintain a dry \( \text{N}_2 \) environment (<5% relative humidity) to eliminate any humidity related effects.\(^{4} \) National Instruments LabVIEW software was used to automate the characterisation routine. The temperature was initially set to 60 °C and decreased in 20 °C increments to −20 °C, the minimum recorded temperature. The diodes were left to stabilise for 30 min at each temperature before measuring to ensure thermal equilibrium. Figure 5 presents the dark current as a function of applied forward bias for diode, D1, with dark current decreasing as a function of decreasing temperature. Comparable results were obtained for D2.

The forward current \( I_F \), can be defined by the recombination current, \( I_{FR} \), whose temperature dependence is

\[
I_{FR} \propto n_i \exp\left(\frac{qV_F}{2kT}\right),
\]

and the diffusion current, \( I_{FD} \), whose temperature dependence is

\[
I_{FD} \propto n_i^2 \exp\left(\frac{qV_F}{kT}\right),
\]

where \( n_i \) is the intrinsic carrier concentration of the semiconductor material at a given temperature, \( T \), \( k \) is the Boltzmann constant, and \( q \) is the charge of an electron.\(^{4,21} \) Over the investigated temperature range, the forward current was found to be better described by Eq. (3) for both diodes, suggesting that recombination current is dominant. The saturation current, \( I_D \), and the ideality factor, \( n \), were calculated at each temperature, based on the linear region of the semi-logarithm I-V characteristics, as described in Refs. 4 and 23. The forward current

\[
I_F = I_0 \exp\left(\frac{qV_F}{nkT}\right).
\]

Equation (5) is valid only when \( V_F > 3kT/q \). In addition, ideal diode behaviour was not exhibited until approximately
$V_f > 0.5$ V for both diodes, where at a lower applied forward bias, parallel resistances, or shunt resistance, is present. This shunt resistance is caused by defects, which can be in the form of diffusion paths along dislocations in the semiconductor, or leakage around the edge of the diode walls.\textsuperscript{24} As a result, a linear least squares fit was applied to the region 0.65 $\leq V_f \leq 0.95$. The saturation current was found to decrease as a function of decreasing temperature, from $(1.95 \pm 0.01) \times 10^{-13}$ A and $(1.99 \pm 0.01) \times 10^{-13}$ A at 60°C, to $(8.70 \pm 0.03) \times 10^{-18}$ A and $(7.90 \pm 0.03) \times 10^{-18}$ A at $-20$°C, for D1 and D2 respectively. Figure 6 presents the ideality factor as a function of temperature.

At room temperature (20°C) and above, the ideality factor was $\approx 2$ for D1 and D2. This suggests that recombination within the depletion region is the dominant limiting factor of current.\textsuperscript{24} Below room temperature, however, the ideality factor decreased; this decrease suggests that fewer thermally stimulated crystal lattice defects are present within the detecting material when compared to room temperature and above.

The leakage current, $I_r$, as a function of applied reverse bias for D1 is shown in Fig. 7. The leakage current for both devices decreased as a function of decreasing temperature, where at the maximum applied reverse bias (30 V), the leakage current was measured to be $(3.00 \pm 0.01) \times 10^{-10}$ A at 60°C and $(1.05 \pm 0.40) \times 10^{-12}$ A at $-20$°C for D1, and $(2.42 \pm 0.01) \times 10^{-10}$ A at 60°C and $(9.98 \pm 4.03) \times 10^{-13}$ A at $-20$°C for D2. Leakage current stability with time was also measured for both diodes, where the leakage current at the maximum applied reverse bias (30 V) was found to be stable at 20°C and below, but not at hotter temperatures, as shown in Fig. 8.

Figure 9 presents the leakage current density at the maximum applied reverse bias (30 V, 100 kV/cm) as a function of temperature for D1. The leakage current density, $J_R$, increased exponentially with increasing temperature ($-20$°C to 40°C), however, beyond 40°C, the trend changes, which suggests that the leakage current mechanism is different at higher temperatures.\textsuperscript{4} Near identical results were obtained with D2, where the exponential fit coefficients over the temperature range $-20$°C to 40°C, were calculated to be $a = (1.11 \pm 0.02) \times 10^{-8}$ and $b = 0.063 \pm 0.001$. The leakage current density, $J_R$, can be expressed as

$$J_R = q n_s^2 \left( \frac{1}{N_d} \sqrt{\frac{D_p}{\tau_p} + \frac{1}{N_a} \frac{D_n}{\tau_n}} \right) + q n_i \frac{W}{2\tau_g},$$

where $N_d$ is the donor impurity concentration, $N_a$, is the acceptor impurity concentration, $D_p$ and $D_n$ are the hole and

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{leakage_current.png}
\caption{Leakage current as a function of time for D1 at an applied reverse bias of 30 V and a temperature of 60°C (circles) and 20°C (circles).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{leakage_current_density.png}
\caption{Leakage current density, $J_r$, at a 100 kV/cm average internal electric field, $E$, as a function of temperature for D1. A linear least squares fitting has been applied with the line of best fit plotted.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{ideality_factor.png}
\caption{Ideality factor as a function of temperature, extracted from the measured current as a function of applied forward bias ($0.65 < V_f < 0.95$) for D1 (circles) and D2 (crosses).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{leakage_current.png}
\caption{Leakage current as a function of applied reverse bias in the temperature range 60°C to $-20$°C for D1. Comparable results were obtained for D2.}
\end{figure}
electron diffusion coefficients respectively, \( \tau_p \) and \( \tau_n \) are the hole and electron carrier lifetimes respectively, \( \tau_p \) is the carrier generation lifetime, and \( W \) is the depletion layer width.\(^4\)\(^5\) The first and second term represent the diffusion and generation current respectively, where the diffusion current scales with \( n_i^2 \) and the generation current scales with \( n_i \). Since

\[
n_i^2 \propto \exp \left( -\frac{E_g}{kT} \right), \quad (7)
\]

and

\[
n_i \propto \exp \left( -\frac{E_g}{2kT} \right), \quad (8)
\]

a plot of \( \ln(J_R) \) as a function of \( 1/kT \) is expected to yield a straight line, whose slope determines the activation energy, \( E_A \), and the dominant leakage current mechanism, where a gradient of \(-E_g/2\) suggests that the generation current is dominant, and a gradient of \( E_g \) suggests that the diffusion current is dominant, where \( E_g \) is the bandgap energy.\(^4\)\(^5\)\(^20\)\(^25\)

Figure 10 shows \( \ln(J_R) \) as a function of \( 1/kT \) plotted for D1.

Two linear regions (\( E_A = -0.86 \) eV; \( E_A = -0.43 \) eV ± 0.02 eV) are apparent in Fig. 10 which shows the data for D1. D2 exhibited comparable performance (\( E_A = -0.79 \) eV; \( E_A = -0.43 \) eV ± 0.02 eV) over the same ranges. Within the temperature range 40°C to 60°C, the slope was approximately \(-E_g/2\) for both D1 and D2, where the bandgap (\( E_g \)) of \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \) is 1.67 eV;\(^20\) this corresponds to a generation dominant leakage current mechanism. Below 40°C, the slope gradient was reduced (–0.43 eV). MBE growth of Be doped \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \) p layers is known to cause 0.4 eV and 0.46 eV traps within the temperature ranges of 200–225 K and 250–300 K, respectively.\(^27\)\(^28\) Since the temperature range (253.15–313.15 K), at which the slope of –0.43 eV was measured, resides within the trap temperature region, it is likely that this is responsible. At sufficiently high temperatures, diffusion current will always dominate;\(^25\) therefore Fig. 10 suggests that the diffusion current must dominate at a temperature beyond 60°C for the photodiodes measured.

Due to high leakage currents observed at temperatures greater than 60°C, a higher temperature range was not investigated.

### C. X-ray measurements

X-ray spectra were obtained using the \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \) p⁺-i-n⁻ photodiode, D1, to characterise the X-ray detection performance as a function of temperature. The diode was connected to a custom-made low-noise charge-sensitive single channel preamplifier of feedback resistorless design similar to Ref. 29. The preamplifier used a Si JFET (2N4416A, capacitance ≈2 pF) as the input transistor. The preamplifier was connected to an Ortec 571A shaping amplifier (shaping time = 0.5 µs, the optimum for the system used) and an Ortec 927 ASPEC multi-channel analyser (MCA). An \( ^{55}\text{Fe} \) radioisotope X-ray source (193 MBq) emitting characteristic Mn K\( \alpha \) (5.9 keV) and Mn K\( \beta \) (6.49 keV) X-rays was placed 3 mm above the \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \) p⁺-i-n⁻ photodiode, housed within the preamplifier. The detector along with the preamplifier, were installed inside a TAS Micro MT climatic cabinet throughout the measurements for temperature control, and a thermocouple placed close to the detecting system to ensure a temperature agreement between the climatic cabinet and the detecting system. The climatic cabinet was continually purged with dry \( \text{N}_2 \) (<5% relative humidity) in order to reduce humidity related effects.

The temperature was initially set to 20°C, and was decreased to a minimum temperature of –20°C, in steps of 20°C, where the device was allowed to stabilise for 30 min upon reaching the desired temperature in order to ensure thermal equilibrium. A maximum temperature of 20°C was set due to diode instability at greater temperatures over the time used to accumulate the spectra. Spectra were accumulated at each temperature, with the photodiode reverse biased at 0 V, 10 V, 20 V, and 30 V. The live time limit for each spectrum was 1000 s. Gaussian fitting was applied to the detected photopeak from the \( ^{55}\text{Fe} \) radioisotope X-ray source (Mn K\( \alpha \) = 5.9 keV; Mn K\( \beta \) = 6.49 keV), taking into account the relative emission ratio\(^30\) and the relative efficiency of the detector at these respective energies. The spectra were energy calibrated using the positions of the zero energy noise peak and the fitted Mn K\( \alpha \) 5.9 keV peak, with the assumption of a linear variation of detected charge with energy. The impact ionization coefficients of \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \), as a function of average internal electric field, were calculated and indicated that the diodes were operating within the non-avalanche regime. The FWHM was measured for all obtained spectra, and was plotted as a function of reverse bias in Fig. 11.

Room temperature device performance was found to be better than previously reported for \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \) X-ray photodiodes at room temperature, where a FWHM at 5.9 keV of 1.24 keV was measured at an average internal electric field strength of 33 kV/cm. Using the presently reported devices, a FWHM at 5.9 keV = 1.06 keV was measured at the same applied electric field. Figure 12 shows spectra accumulated of the \( ^{55}\text{Fe} \) radioisotope X-ray source with the spectrometer at 20°C and –20°C at a detector applied reverse bias of 20 V, where the reduction of the FWHM due to decreasing

---

**FIG. 10.** Natural log of leakage current density, \( \ln(J_R) \), as a function of \( 1/kT \) at an average internal electric field, \( E \), of 100 kV/cm for the \( \text{Al}_{0.2}\text{Ga}_{0.8}\text{As} \) p⁺-i-n⁻ photodiode, D1. The linear least squares fitting was applied to the temperature ranges: 60°C to 40°C and 40°C to –20°C. The lines of best fit and respective activation energies (\( E_A \)) are shown.
temperature can be seen. The low energy tailing in the accumulated spectra was attributed to the partial collection of charge created by X-ray photons absorbed in the low-field regions of the photodiode/substrate.\textsuperscript{15}

D. Noise analysis

The energy resolution of a non-avalanche semiconductor detector coupled to a charge sensitive preamplifier is influenced by three sources of noise:\textsuperscript{31} the Fano noise, a consequence of the statistical nature of the X-ray absorption ionization process,\textsuperscript{12} the electronic noise, arising from the detector and preamplifier electronics, and the incomplete charge collection noise (including charge trapping).\textsuperscript{31} The fundamental Fano-limited energy resolution (FWHM) at 5.9 keV was calculated to be 131 eV for Al\textsubscript{0.2}Ga\textsubscript{0.8}As at room temperature, assuming a Fano factor of 0.12 and an electron hole pair creation energy of 4.43 eV (see Sec. III E). Since the measured energy resolution of the system is greater than the calculated fundamental Fano-limited energy resolution, it was possible to conclude that a significant noise contribution from either the electronics noise, or incomplete charge collection noise, was present.

The electronic noise consists of parallel white noise, series white noise, induced gate drain current noise, 1/f series noise, and dielectric noise.\textsuperscript{15} Figure 13 presents the calculated values of these noise contributions, as per Refs. 34, 35, and 36. A more detailed explanation of the electronic noise contributions is given in Ref. 37.

The parallel white noise component is due to the leakage current of the detector and of the input Junction Field-Effect Transistor (JFET),\textsuperscript{3} and was calculated based on the measured leakage current of the detector at different temperatures (Fig. 7) and on the estimated leakage current of the input JFET as a function of temperature.\textsuperscript{38} The series white noise, due to the capacitance of the detector and the input JFET,\textsuperscript{4} was calculated based on the measured capacitance of the detector at different temperatures (Fig. 2) and on the estimated input capacitance of the input JFET.\textsuperscript{38} The known dielectric noise was calculated by taking the quadratic sum of the known individual dielectric noise of the detector and JFET. A quadratic sum of the noise components (series white noise, parallel white noise, 1/f series noise, the expected Fano noise, and the known dielectric noise) was subtracted from the total FWHM of the 5.9 keV photopeak, and was attributed to the unknown dielectric noise, and stray series white noise since incomplete charge collection noise has been previously shown to be insignificant in these devices in this operation condition.\textsuperscript{39}

At no applied bias, the FWHM ranged from 2.33 keV at 20°C to 2.75 keV at −20°C. Since the quadratic sum of the known noise contributions with no applied bias decreased from 551 eV at 20°C to 501 eV at −20°C, the unknown dielectric noise, stray series white noise, and incomplete charge collection accounted for the increase in FWHM as the temperature was reduced (2.24 keV at 20°C and 2.47 keV at −20°C). The optimal operating reverse bias for the Al\textsubscript{0.2}Ga\textsubscript{0.8}As detector was found to be 10 V at room temperature (1.06 keV FWHM at 5.9 keV), and 30 V for 0°C (0.86 keV FWHM at 5.9 keV) and −20°C (0.83 keV FWHM at 5.9 keV). The variation in operating bias dependence of the energy resolution as a function of
decreasing temperature is a result of the interplay between the noise driven by the detector’s capacitance (series white noise) and the detector’s leakage current (parallel white noise) contributions, where at 20 °C and an applied reverse bias of 30 V, the increased parallel white noise (192 eV) relative to 10 V (108 eV), exceeds the benefits of a reduced series white noise contribution (232 eV) relative to an applied reverse bias of 10 V (283 eV). However, at lower temperatures (e.g., −20 °C), the reduction in parallel white noise (71 eV), relative to 10 V (58 eV), in addition to a lower series white noise contribution (215 eV) relative to 10 V (261 eV), reduces the FWHM at 5.9 keV accordingly (1.36 keV at 20 °C and 0.83 keV at −20 °C for an applied reverse bias of 30 V, and 1.06 keV at 20 °C and 1.05 keV at −20 °C for an applied reverse bias of 10 V).

E. Electron-hole pair creation energy measurements

The electron-hole pair creation energy, $\varepsilon$, at room temperature was determined for Al$_{0.2}$Ga$_{0.8}$As relative to that of GaAs ($\varepsilon_{\text{GaAs}} = 4.184$ eV ± 0.025 eV). This method was previously used to determine $\varepsilon$ in SiC$^6$ and GaAs$^{39}$ using a Si reference detector, and in Al$_{0.2}$Ga$_{0.8}$As using a GaAs reference detector.$^{40}$ The well characterised$^{41}$ GaAs p$^+$-i-n$^+$ mesa X-ray photodiode (200 µm diameter, 10 µm i layer) structure is shown in Table II.

The two detectors (Al$_{0.2}$Ga$_{0.8}$As D1 and the GaAs reference photodiode) were connected in parallel to the same readout electronics as used above. The detectors and preamplifier were kept at room temperature (20 °C) during the experiment. The $^{55}$Fe radioisotope X-ray source was positioned above each detector in turn taking great care not to disturb any other aspect of the apparatus.$^{22}$ The live time limit for each spectrum was 1000 s. X-ray spectra were accumulated as a function of applied reverse bias (10 V, 15 V, and 20 V) of the Al$_{0.2}$Ga$_{0.8}$As diode, D1, in order to ensure that no electric field dependencies (e.g., charge collection losses) affected the electron-hole pair creation energy results. The GaAs reference detector was kept at its optimum reverse bias of 10 V for each accumulated spectra. The shaping time of the shaping amplifier was set to 1 µs (the optimum shaping time for the dual detector configuration). The experimental system differs only slightly from that used in Refs. 6, 39, and 40, in that although the detectors were connected in parallel they were illuminated individually. This adjusted method was used in order to prevent any possible additional distortion (undershoot) within the preamplifier output caused as a consequence of two detectors being connected in parallel.$^{42}$ Although such an undershoot can typically be resolved by implementing a zero-zero cancellation,$^{42}$ the preamplifier response to the pulse would not be a simple exponential in this case, and consequently, it would be impractical to perform pole-zero cancellation in the amplifier.$^{42}$ Thus, the improved experimental method was used to eliminate the problem. Whilst obtaining measurements in this way can introduce the possibility of detector or input JFET leakage current instabilities over time, preliminary measurements of these parameters indicated that no such effects were present over the experiment’s duration when the set up was operated in the described conditions, and thus they did not affect the measurements. Figure 14 presents the representative spectra obtained with the Al$_{0.2}$Ga$_{0.8}$As and GaAs detectors when they were connected in parallel and illuminated separately; the spectra are presented within the same figure for the convenience of the reader. Charge calibration was achieved using the positions of the zero energy peak of the preamplifier and the 5.9 keV Mn Kα peak observed with the reference GaAs diode, together with the accepted $\varepsilon_{\text{GaAs}}$ value. The dashed and dotted lines are the fitted Mn Kα peaks for the Al$_{0.2}$Ga$_{0.8}$As and GaAs detectors, respectively.

Since the electron-hole pair creation energies of Al$_{0.2}$Ga$_{0.8}$As and GaAs differ, so does the average number of charge carriers created by the absorption of a photon of energy $E$ (Ref. 40) in each material (as shown by the different positions of the peaks’ centroids in Fig. 14). As such, since previous investigation of the Al$_{0.2}$Ga$_{0.8}$As detector and the GaAs reference detector have shown charge trapping to be negligible,$^{20,41}$ where a unity Charge Collection Efficiency (CCE = 1) can be assumed for both devices, the ratio of the average numbers of charge carriers ($N_{\text{AlGaAs}}$ for Al$_{0.2}$Ga$_{0.8}$As and $N_{\text{GaAs}}$ for GaAs) created by the absorption of a photon of energy $E$, in conjunction with the known electron-hole pair creation energy of GaAs ($\varepsilon_{\text{GaAs}}$), can be used to determine $\varepsilon_{\text{AlGaAs}}$

$$\varepsilon_{\text{AlGaAs}} = \varepsilon_{\text{GaAs}} \left( \frac{N_{\text{GaAs}}}{N_{\text{AlGaAs}}} \right)$$

TABLE II. Layer details of the GaAs reference diode.

<table>
<thead>
<tr>
<th>Material</th>
<th>Dopant type</th>
<th>Thickness (nm)</th>
<th>Doping density (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>Be</td>
<td>p</td>
<td>$2 \times 10^{18}$</td>
</tr>
<tr>
<td>GaAs</td>
<td>i</td>
<td>10 000</td>
<td>Undoped</td>
</tr>
<tr>
<td>GaAs</td>
<td>Si</td>
<td>n</td>
<td>$2 \times 10^{18}$</td>
</tr>
<tr>
<td>GaAs n$^+$ substrate</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 14. Accumulated spectra at room temperature with an $^{55}$Fe radioisotope X-ray source placed above the Al$_{0.2}$Ga$_{0.8}$As detector, D1, (solid line as indicated) and the GaAs reference detector (solid line as indicated) at an applied reverse bias of 10 V and a shaping time of 1 µs. The detectors were connected in parallel but illuminated individually in turn; their spectra have been overlaid on the same calibrated charge scale. The Mn Kα and Mn Kβ Gaussian fitted peaks of the Al$_{0.2}$Ga$_{0.8}$As detector (dashed lines), and the GaAs reference detector (dotted lines) have also been plotted.
The spectra obtained with the Al\textsubscript{0.2}Ga\textsubscript{0.8}As and GaAs photodetectors were fitted with the Mn Kz (5.9 keV) and Mn Kβ (6.49 keV) peaks in the accepted ratio,\textsuperscript{30} taking into account the detectors’ relative detection efficiencies for the Mn Kz and Mn Kβ emissions, as shown in Fig. 14. The accepted value of ε\textsubscript{GaAs} was then used in conjunction with Eq. (9) to calculate ε\textsubscript{AlGaAs}. With the Al\textsubscript{0.2}Ga\textsubscript{0.8}As detector biased at 10 V, 15 V, and 20 V, ε\textsubscript{AlGaAs} was found to be 4.48 eV ± 0.09 eV, 4.42 eV ± 0.09 eV, and 4.40 eV ± 0.09 eV, respectively. All determined values were within the estimated uncertainties of each other. The mean of these measurements was 4.43 eV ± 0.09 eV, which agrees with the value predicted at room temperature when assuming a linear variation of ε with the Al fraction between GaAs (Ref. 39) and Al\textsubscript{0.8}Ga\textsubscript{0.2}As (Ref. 17) (=4.4 eV).

Since ε\textsubscript{AlGaAs} did not significantly reduce with the increasing reverse bias of the Al\textsubscript{0.2}Ga\textsubscript{0.8}As device, the assumption that the determined value of ε\textsubscript{AlGaAs} was not significantly influenced by charge trapping within the i-layer appears valid. Had charge losses been significant at low reverse biases, it would have been expected that at higher reverse biases, a significantly reduced value of ε\textsubscript{AlGaAs} would have resulted. However, because complete charge collection within the i-layer cannot be absolutely guaranteed, the value of 4.43 eV ± 0.09 eV should still be taken as an upper limit, which may decrease in future as a higher quality material is grown.\textsuperscript{43}

The Al\textsubscript{0.2}Ga\textsubscript{0.8}As electron-hole pair creation energy was then studied across the temperature range −20°C to 20°C. The GaAs reference detector was removed from the experimental setup, and thus the Al\textsubscript{0.2}Ga\textsubscript{0.8}As p\textsuperscript{+}-i-n\textsuperscript{+} photodiode, D1, was individually connected to a custom-made low-noise charge-sensitive preamplifier. The \textsuperscript{55}Fe radioisotope X-ray source was positioned 3 mm above the Al\textsubscript{0.2}Ga\textsubscript{0.8}As diode, and the detector and preamplifier were installed inside the TAS Micro MT climatic cabinet, and a thermocouple was also used in order to measure the temperature and ensure thermal equilibrium. The climatic cabinet was continually purged with dry N\textsubscript{2} (<5% relative humidity) in order to reduce any humidity related effects. A stabilised pulse generator (Berkeley Nucleonic Corporation model BH-1) was connected to the test signal input of the custom preamplifier, such that the change in conversion factor of the preamplifier as a result of change in temperature could be measured, and its effects taken into account in the subsequent analysis.\textsuperscript{43}

The preamplifier was connected to the same shaping amplifier and MCA, as previously. Spectra were accumulated at each temperature, decreasing from 20°C to −20°C, in steps of 20°C. The photodiode was reverse biased to 0 V, 10 V, 20 V, and 30 V at each temperature, with a live time limit of 1,000 s and a shaping time of 0.5 μs (the optimal shaping time for this set up) set for each spectrum. For each spectrum, the photopoeak was fitted with Gaussians corresponding to the Mn Kz and Kβ peaks, and the peak from the pulse generator. The positions of the peak centroids, with respect to the zero noise peak, were calculated. The relative change in position of the Mn Kz peak on the MCA’s charge scale, taking into account the preamplifier’s change in conversion factor with temperature (determined from the pulser peak) and the change in test capacitance as a function of temperature, enabled the determination of the change in the electron-hole pair creation energy of Al\textsubscript{0.2}Ga\textsubscript{0.8}As with temperature.\textsuperscript{43} Knowing the electron-hole pair creation energy for Al\textsubscript{0.2}Ga\textsubscript{0.8}As at 20°C (4.43 eV ± 0.09 eV), enabled the calculation of the absolute value of the electron-hole pair creation energy at the other temperatures. Figure 15 presents the electron-hole pair creation energy as a function of temperature for Al\textsubscript{0.2}Ga\textsubscript{0.8}As.

For each applied reverse bias investigated, the average energy required to produce an electron-hole pair decreased with increasing temperature. Variations in the calculated electron-hole pair creation energy, as a function of reverse bias at each temperature, fell within the uncertainty of the measurement. A linear relationship between the electron-hole pair creation energy and temperature can be seen in Fig. 15, and has been evaluated using linear least squares fitting such that: ε\textsubscript{AlGaAs} = aT + b, where a = (−0.003 ± 0.001) eV K\textsuperscript{−1} and b = (5.403 ± 0.395) eV. The calculated gradient, defining the relationship between the electron-hole pair creation energy and temperature in Al\textsubscript{0.2}Ga\textsubscript{0.8}As, was found to be shallower than for Al\textsubscript{0.8}Ga\textsubscript{0.2}As [−0.0077 eV K\textsuperscript{−1} (Ref. 43)], and steeper than for GaAs [−0.00122 eV K\textsuperscript{−1} (Ref. 39)], as expected.

The relationship between the electron-hole pair creation energy and the physical parameters of semiconductor materials has been subject to study using a variety of incident radiation types.\textsuperscript{44} According to Klein,\textsuperscript{45} the relationship between the electron-hole pair creation energy and the bandgap energy of a given semiconductor can be expressed as

\[ ε [eV] = \left( \frac{9}{5} \right) E_g + E_g + r(h\omega_c), \] (10)

where \( E_g \) is the intrinsic bandgap, \((9/5) E_g \) is the residual kinetic energy, and \( r(h\omega_c) \) accounts for the optical phonon losses which, according to Klein, lies within the range \( 0.5 \leq r(h\omega_c) \leq 1.0 \) (eV).\textsuperscript{35} The measured electron-hole pair creation energies of many materials and their associated bandgap energies was presented by Owens and Peacock,\textsuperscript{33} and subsequently by Owens,\textsuperscript{46} where a traditional “main”

FIG. 15. The average energy required to produce an electron-hole pair in Al\textsubscript{0.2}Ga\textsubscript{0.8}As at an applied reverse bias of 0 V (circles), 10 V (triangles), 20 V (squares), and 30 V (diamonds) as a function of temperature, with the line of best fit plotted.
Klein function branch \((\varepsilon = (14/5)E_g + 0.6)\) was identified in the data set, along with a number of materials including diamond, AlN, 4H-SiC, PbI\(_2\), and HgI\(_2\), which were displaced from the main branch and lay on an apparent secondary Klein function branch, where \(r(h\omega) = -1.5 \text{ eV}\), which was identified as unphysical within the Klein model.\(^{33}\) Thus, as demonstrated by Owens and Peacock, the Klein relationship between the electron-hole pair creation and bandgap energy is unsatisfactory. Additionally, for the data compiled by Owens and Peacock, it is difficult to determine the temperatures at which the measurements of bandgap and electron-hole pair creation energy included in the Klein plots were made.\(^{33}\) Since the electron-hole pair creation energy is a temperature dependent parameter, knowledge of the temperature at which the measurements were made is critical to the interpretation of the data. Likewise, the material qualities of many of the semiconductors, used to make the measurements, which were subsequently collated and summarised by Owens and Peacock, are also questionable in some cases.\(^{33}\)

Considering only the well characterised materials Ge, Si, and GaAs, at room temperature, Bertuccio and Maioocchi\(^{30}\) reported a linear relationship between bandgap and electron-hole pair creation energy which differed from the “main” and “secondary” Klein branches. Barnett \textit{et al.}\(^{40,43}\) subsequently extended this dataset with measurements for Al\(_{0.8}\)Ga\(_{0.2}\)As, refining the Bertuccio and Maioocchi linear fit, and additionally demonstrating that Al\(_{0.8}\)Ga\(_{0.2}\)As fitted neither the main nor the secondary Klein branch.

The electron-hole pair creation energy measurements reported here show that Al\(_{0.2}\)Ga\(_{0.8}\)As is another material that does not fit either of the Klein branches. If Al\(_{0.2}\)Ga\(_{0.8}\)As was to lie on the main Klein function branch, a value of \(\varepsilon = 5.28 \text{ eV}\) at room temperature would have been expected. If Al\(_{0.2}\)Ga\(_{0.8}\)As was situated on the secondary Klein function branch, a value of \(\varepsilon = 3.18 \text{ eV}\) at room temperature would have been expected. The measured value \((\varepsilon = 4.43 \pm 0.09 \text{ eV})\) at room temperature was between those predicted by the Klein functions. However, \(\varepsilon = 4.43 \pm 0.09 \text{ eV}\) for Al\(_{0.2}\)Ga\(_{0.8}\)As is in remarkable agreement with the Bertuccio–Maioocchi–Barnett (BMB) relationship, which predicted \(\varepsilon = 4.47 \pm 0.29 \text{ eV}\) for Al\(_{0.2}\)Ga\(_{0.8}\)As. Refining the BMB relationship with the new experimental data for Al\(_{0.2}\)Ga\(_{0.8}\)As yields a linear least squares fit, where at room temperature \(\varepsilon\) [eV] = \((1.58 \pm 0.09) E_g \) + \((1.83 \pm 0.13)\), as shown in Fig. 16. This linear fit lies within the uncertainties calculated by Barnett \textit{et al.}\(^{43}\)

\section*{IV. DISCUSSION, CONCLUSIONS, AND FURTHER WORK}

Two Al\(_{0.2}\)Ga\(_{0.8}\)As p\textsuperscript{+}-i-n\textsuperscript{+} mesa X-ray photodiodes (200 \textmu m diameter, 3 \textmu m i layer) have been electrically characterised across the temperature range 60 °C to −20 °C; in addition, one of the diodes has been characterised as a detector for photon counting X-ray spectroscopy across the temperature range from 20 °C to −20 °C, and the electron-hole pair creation energy is measured.

The ideality factor of the devices, as a function of temperature, was calculated based on the measured current as a function of applied forward bias, and was found to improve from \((1.942 \pm 0.001)\) and \((1.946 \pm 0.001)\) at 60 °C to \((1.723 \pm 0.001)\) and \((1.719 \pm 0.001)\) at −20 °C for D1 and D2 respectively. The calculated ideality factors indicated that recombination current defined the forward current, and such a small temperature dependence excluded tunnelling from significant contribution to the forward current.\(^{4}\)

The leakage current for both devices decreased as a function of decreasing temperature. At the maximum applied reverse bias (30 V), the leakage current decreased from \((3.00 \pm 0.01) \times 10^{-10} \text{ A}\) at 60 °C to \((1.05 \pm 0.40) \times 10^{-12} \text{ A}\), \((3.35 \pm 1.28) \text{ A}\) at −20 °C for D1, and \((2.42 \pm 0.01) \times 10^{-10} \text{ A}\) at 60 °C to \((9.98 \pm 4.03) \times 10^{-13} \text{ A}\), \((3.18 \pm 1.28) \text{ A}\) at −20 °C for D2. The leakage current density was found to exponentially increase with temperature up to 40 °C, but at 60 °C, the leakage current density did not follow the expected trend, and was larger than expected for both investigated diodes; this was a consequence of the 0.4 eV and 0.46 eV traps within the Be doped Al\(_{0.2}\)Ga\(_{0.8}\)As p layers as discussed in Sec. III.B.

The capacitance, as a function of forward applied bias, increased with increasing temperature for both investigated diodes, which was found to be in agreement with current measurements as a function of forward bias, where an increase in current with increasing temperature was also observed.

Measurements of the depletion layer capacitance showed that, beyond an applied reverse bias of 4 V, the depletion layer capacitance was independent of temperature. At an applied reverse bias of 30 V, the measured depletion layer capacitance, and consequently the depletion width, remained constant, suggesting that the diodes were fully depleted. The i layer thickness was calculated to be \(3.2 \mu m \pm 0.2 \mu m\) and \(3.0 \mu m \pm 0.1 \mu m\) for D1 and D2 respectively.

The carrier concentration, 2 \mu m below the p\textsuperscript{+}-i junction, was calculated to be \(4 \times 10^{15} \text{ cm}^{-3}\) and \(4.4 \times 10^{15} \text{ cm}^{-3}\) for D1 and D2, respectively. At the i-n\textsuperscript{+} interface, the carrier concentration increased to \(5 \times 10^{16} \text{ cm}^{-3}\) for both D1 and D2.

X-ray detection performance of D1 was characterised as a function of temperature from −20 °C to 20 °C. \(^{55}\text{Fe} \) X-ray spectra were accumulated at a shaping time of 0.5 \mu s, and at
different operating reverse bias conditions (0 V, 10 V, 20 V, and 30 V). The best energy resolution (FWHM at 5.9 keV) at room temperature was obtained at an operating reverse bias of 10 V (1.06 keV FWHM at 5.9 keV), whilst the best energy resolution at 0 °C (0.86 keV FWHM at 5.9 keV) and −20 °C (0.83 keV FWHM at 5.9 keV) was achieved at a detector reverse bias of 30 V. The best previously reported energy resolution for non-avalanche AlGaAs X-ray detectors (200 μm diameter; 1 μm i layer) is 1.07 keV FWHM at 5.9 keV at room temperature,\(^{19}\) the currently reported Al\(_{0.2}\)Ga\(_{0.8}\)As p\(^{-}\)i\(^{-}\)-n\(^{+}\) mesa X-ray photodiode (200 μm diameter, 3 μm i layer) presented had comparable energy resolution at room temperature (1.06 keV FWHM at 5.9 keV). However, the reported energy resolution achieved is modest when compared with those recently measured using the state-of-the-art Silicon Drift Detectors (SDDs) coupled to state-of-the-art ultra-low-noise CMOS readout electronics, even at room temperature [FWHM = 141 eV at 5.9 keV (Ref. 47)].

The average energy consumed in the generation of an electron-hole pair in Al\(_{0.2}\)Ga\(_{0.8}\)As has been experimentally measured at X-ray energies by measuring the charge created in order to map the dependence of AlGaAs and AlAs p-i-n range, as well as conducting further electron-hole pair creation energy with bandgap energy across the GaAs to AlAs range, as well as conducting further measurements on these and other materials.
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\(^{38}\) Anon, N-Channel JFETs: 2N4416 (Vishay Intertechnology Inc., USA, 2005).


