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Investigating Information Processing Within The Brain Using Multi-Electrode Array (MEA) Electrophysiology Data

Summary

How a stimulus, such as an odour, is represented in the brain is one of the main questions in neuroscience. It is becoming clearer that information is encoded by a population of neurons, but, how the spiking activity of a population of neurons conveys this information is unknown. Several population coding hypotheses have formulated over the years, and therefore, to obtain a more definitive answer as to how a population of neurons represents stimulus information we need to test, i.e. support or falsify, each of the hypotheses. One way of addressing these hypotheses is to record and analyse the activity of multiple individual neurons from the brain of a test subject when a stimulus is, and is not, presented. With the advent of multi-electrode arrays (MEA) we can now record such activity. However, before we can investigate/test the population coding hypotheses using such recordings, we need to determine the number of neurons recorded by the MEA and their spiking activity, after spike detection, using an automatic spike sorting algorithm (we refer to the spiking activity of the neurons extracted from the MEA recordings as MEA sorted data). While there are many automatic spike sorting methods available, they have limitations. In addition, we are lacking methods to test/investigate the population coding hypotheses in detail using the MEA sorted data. That is, methods that show whether neurons respond in a hypothesised way and, if they do, shows how the stimulus is represented within the recorded area. Thus, in this thesis, we were motivated to, firstly, develop a new automatic spike sorting method, which avoids the limitations of other methods. We validated our method using simulated and biological data. In addition, we found our method can perform better than other standard methods. We next focused on the population rate coding hypothesis (i.e. the hypothesis that information is conveyed in the number of spikes fired by a population of neurons within a relevant time period). More specifically, we developed a method for testing/investigating the population rate coding hypothesis using the MEA sorted data. That is, a method that uses the multi variate analysis of variance (MANOVA) test, where we modified its output, to show the most responsive subareas within the recorded area. We validated this using simulated and biological data. Finally, we investigated whether noise correlation between neurons (i.e. correlations in the trial to trial variability of the response of neurons to the same stimulus) in a rat’s olfactory bulb can affect the amount of information a population rate code conveys about a set of stimuli. We found that noise correlation between neurons was predominately positive, which, ultimately, reduced the amount of information a population containing >45 neurons could convey about the stimuli by ~30%. 
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Chapter 1

Introduction

After over a century of neurophysiological research we still do not understand the principle by which a stimulus, such as an odour, an image or a sound is represented by neurons in the brain (Albright et al., 2000; Dayan et al., 2001; Feng, 2004). It is generally accepted that:

1. neurons are the basic elements that process information. There are many neurons in the brain and each are connected to several others. For example, in the human brain there are $10^{12}$ neurons and each neuron is connected with approximately a thousand others (Braitenberg et al., 1998).

2. within the connected neuronal network, information is transmitted from one neuron to another through action potentials, the so called spikes (Adrian, 1928; Hodgkin et al., 1939).

However, how stimulus information is represented by these neuronal networks in the brain is still the subject of research.

1.1 The Neural Code

To investigate how neurons represent stimulus information in the brain, neurophysiologists would typically record the spiking activity of a neuron in the brain of a test subject, when a stimulus is, and is not, presented. They would then examine the relationship between the stimulus and the spiking activity of the neuron recorded, i.e. they would analyse the difference between the spiking activity of the neuron when
the stimulus was, and was not, presented. The first investigations made detailed analyses of response profiles of single cells in isolation (e.g. Adrian 1926; Baker et al., 1981; Britten et al., 1992; Hubel et al., 1959; Logothetis et al., 1996; Maunsell et al., 1983; Perett et al., 1982; Perez et al., 1992; Rolls 1984; Yamane 1988). These studies showed that neurons changed their frequency of spikes (commonly known as the spiking rate) in the presence of external sensory stimuli. For example, (Baker et al., 1981; Britten et al., 1992) showed that the spiking rates of neurons in the visual area (V5) of a monkey brain increased with specific motion directions. Other studies showed that neurons fired precisely timed spikes after stimulus onset. For example, (Buracas et al., 1998) showed that neurons in the cortical area MT fired particular spike sequences (i.e. fired spikes at exactly the same times after stimulus onset on different trials) in response to a changing visual motion (velocity) stimulus. These results have led to several hypotheses. The main ones are:

1. the single cell coding hypothesis, which assumes that a neuron encodes all of the information about a specific stimulus and each neuron encodes information about a stimulus different from the other neurons (Barlow 1972; Desimone et al., 1984; Gross 1994; Gross 2002; Hahnloser et al., 2002; Kreiman et al., 2000a; Kreiman et al., 2000b; Kreiman et al., 2002). In other words, this hypothesis assumes that a single neuron responds to a specific stimulus, and varies its response according to the stimulus information presented. The main hypotheses as to how a single neuron conveys, i.e. transmits, information are:

   (a) the rate coding hypothesis, which assumes that information is carried in the spiking rate of a neuron, i.e. in the number of spikes they fire within a relevant time window (Adrian 1928; Baker and Lemon, 2000; Barlow, 1972; Bialek et al., 1991; Bialek and Rieke, 1992; Britten et al., 1992; Brody, 1999; Desimone et al., 1984; Oram et al., 1999; Shadlen et al., 1994; Shadlen et al., 1998; Rieke et al., 1997), and/or.

   (b) the temporal coding hypothesis, which assumes that information is carried in the spike sequence a neuron produces, i.e. in the precise times they fire spikes (Bair 1999; Bhandawat et al., 2007; Butts et al., 2007; Cariani 2001; Carr 1986; Eggermont 1990; Kreiman 2004; Mainen et al., 1995; Lestienne 2001; Rieke et al., 1999).
2. the population coding hypothesis, which assumes that a neuronal population encodes all the information about a stimulus and that each neuron encodes information about more than one stimulus (Averbeck et al., 2006; Barlow et al., 1964; Rolls et al., 1997). In other words, this hypothesis assumes that many neurons respond to a stimulus and the response of each neuron varies according to the stimulus information presented. The main hypotheses as to how a neuronal population transmits information are:

(a) the population rate coding hypothesis, which assumes that information is carried in the spiking rates of each neuron in an ensemble (Averbeck et al., 2006; Barlow et al., 1964; Georgopoulos et al., 1986; Hubel et al., 1959; Maunsell et al., 1983). In addition, the capacity of a population rate code, i.e. how much information the code conveys, is thought to be dependent on the relationships (correlations) between the spiking rates of the neurons in the ensemble. More specifically, as:

i. the brain is noisy, (i.e. a neuron’s response to the same stimulus on different experiments (trials) tends to vary) (Stein et al., 2005) and

ii. noise is predominately positively correlated (i.e. the spiking rates of neurons, generally, increase and decrease together in response to the same stimulus on different trials\(^1\)).

it is thought that noise correlation may increase or decrease the capacity of a population rate code (Averbeck et al., 2006; Quian Quiroga et al., 2009). That is, noise correlation may determine whether neurons contribute independent, synergistic or redundant information to the ensemble.

(b) the population temporal coding hypothesis, which assumes that information is carried in the precise times each neuron in an ensemble fires spikes, and/or, in the relationships (correlations) between the precise times multiple neurons in an ensemble fire spikes (Abeles 1991; Bair 1999; Hebb 1949; Gray et al., 1995; Krahe et al., 2002; Lestienne 2001; Panzeri et al.,

\(^1\)Many empirical studies have shown that, in the brain, the noise correlation coefficient is \(\sim 0.2\). For examples, see (Averbeck et al., 2006; Kohn et al., 2005; Reich et al., 2001).
For example, information may be contained in the synchronous firing of two or more neurons and/or in the timing of spikes with respect to ongoing brain oscillations (Singer 1993).

The most appealing characteristic of the single-cell coding hypothesis is its simplicity. However, the most appealing characteristics of the population coding hypotheses is that they overcome several limitations of the single-cell coding hypothesis (Buzsaki 2004; Brown et al., 2004; Pouget et al., 2000). More specifically:

1. A population code has greater coding potential. That is, a population encodes stimuli combinatorially allowing a significantly larger number of stimuli to be represented. For example, if the brain used 500 binary neurons, the brain could represent $2^{500}$ faces. However, if the brain used single cell coding, the brain could only represent 500 faces, i.e. one face per neuron.

2. A population code is more robust to dying neurons. That is, if many neurons encode information about a particular stimulus item, a neuron lost would not greatly affect the representation of the stimulus. For example, if one neuron died out of the 500 neurons that represented a person’s grandmother, the majority of the representation is still there, and therefore, the person could still recognise their grandmother.

3. A population code has the potential of processing information faster than a single cell. For example, if 20 spikes signal the presence of the colour red, it would be faster for 20 neurons to fire 1 spike at the same time than a neuron firing 20 consecutive spikes.

4. A population code has the potential of representing stimulus information more accurately (i.e. provide more information) in a noisy environment than a single cell (Averbeck et al., 2006; Ermentrout et al., 2008; Faisal et al., 2008). In other words, as the response of a neuron is typically noisy, as discussed earlier, it may be difficult for the brain to determine what information one neuron is conveying. However, the uncertainty about the information being conveyed due to neuronal variability can reduce, i.e. the accuracy of the stimulus information can increase, with the number of neurons pooled.
1.2 Determining The Population Code

Due to the appealing points of the population coding hypotheses, studies are now shifting from analysing/recording the responses of a single neuron to a stimulus, (i.e. analysing the changes in the spiking activity of a single neuron when a stimulus was, and was not, presented) to, analysing/recording the responses of multiple neurons (i.e. analysing the changes in the spiking activity of multiple neurons when a stimulus was, and was not, presented). Investigations into how populations of neurons convey (transmit) stimulus information are being performed at:

1. the single cell level of the brain by recording and analysing the spiking activity of multiple single neurons (e.g. Rolls et al., 1997). We note that this type of investigation does not involve recording the simultaneous spiking activity of multiple neurons.

2. the gross structural level of the brain by:

(a) using brain imaging techniques, which are indirect markers of brain electrical activity, including:

i. single photon emission computed tomography (SPECT) (Amen et al., 2000) and functional magnetic resonance imaging (fMRI) (Belliveau et al., 1991), which record changes in blood flow.

ii. Positron emission tomography (PET) (Young et al., 1999), which record changes in metabolic activity and would show the area(s) of dominant brain activity.

(b) recording and analysing the integrated spiking activity, i.e. the extracellular field potential, of a number of neurons in the brain. The extracellular field potential can be recorded on a small scale (i.e. from a few neurons), which is referred to as the local field potential, or, on a much larger scale (e.g. from millions of neurons) using electroencephalography (EEG) (Creutzfeldt et al 1966; Niedermeyer et al., 2004; Nunez et al., 1981) or magnetoencephalography (MEG) (Hamalainen et al., 1993) techniques. Such recordings can be used to determine whether information is conveyed in the synchronized activity of neurons, i.e. in the frequency,
amplitude and phase of neural oscillations (Buszaki et al., 2006; Fries et al., 2001; Huxter et al., 2003; Juergens et al. 1999; Mitzdorf et al. 1987; Quian Quiroga et al., 2009; Rutishauser et al., 2010; Siapas et al., 1998; Sirota et al., 2003).

However, even though some progress towards understanding how populations of neurons represent stimulus information is being achieved using the above techniques, they have a few limitations. Firstly, it is not easy to address, using the data recorded at the single cell level, the holistic issues of how large ensembles of neurons can integrate information both spatially and temporally (Buszaki et al., 2004). Secondly, it is not easy to determine, using the data recorded at the gross structural level, the responses of individual neurons or the information individual neurons convey in an ensemble (Buszaki et al., 2004). Furthermore, brain imaging techniques may fail to capture the temporal dynamics of the brain activity (Buszaki et al., 2004; Legatt et al., 1980).

A promising approach to provide an understanding of how a population of neurons conveys stimulus information at the level of multiple cell-cell interactions is to record and analyse the simultaneous output (action potentials, spikes) from large numbers of individual cells within a defined system (brain area). This type of study has been difficult to achieve due to the lack of appropriate hardware to simultaneously record the spiking (electrical) activity of multiple individual neurons. However, a small number of groups have now developed the necessary recording hardware, i.e. the multi-electrode array, and software tools for data acquisition. These are available commercially (e.g. Plexon Inc. and Cyberkinetics Inc., USA) and have been applied to an expanding number of studies of neural activity, in both perceptual (Maynard et al., 1999) and cognitive (Johnson et al., 2003) systems, and also in the development of implantable neuroprosthetic devices (Patterson et al., 2004; Warwick et al., 2003). However, before we can interrogate the spiking activity of the neurons recorded by the electrodes, we need to perform three steps. Firstly, we need to extract the part of the electrophysiological signal recorded by each electrode that contains the spiking activity of the individual neurons, which we refer to as the spike signal. We then need to detect and extract the spikes from the spike signal using a spike detection algorithm. We then need to determine the number of neurons recorded
and the spikes they fired from the spikes extracted using an automatic spike sorting algorithm. Thus, once a number of neurons and their spiking activity is identified from the MEA recordings (we refer to the extracted spiking activity of individual neurons as MEA sorted data) we can interrogate it. In other words, we can use it to test/investigate the population coding hypotheses.

1.3 Aims And Outcomes Of This Thesis

There is little doubt that much of the information processing power of the brain resides in the activities of co-operating and competing networks of neurons (Brown et al., 2004; Buzsaki, 2004; Quian Quiroga et al., 2009). Thus, to achieve a more definitive answer as to how information is represented in the brain we need to test/investigate, i.e. support or reject, each of the population coding hypotheses. In other words, we need to determine whether neurons respond to stimuli in the hypothesised ways, what, and how much, information such responses convey about the stimuli, and address any questions related to the hypotheses. In addition, while there are many automatic spike sorting methods available that can be used with multi-electrode array (MEA) recordings, they have limitations (we discuss these in chapter 2). In addition, we are lacking methods to test/investigate the population coding hypotheses in detail using the MEA sorted data. That is, methods that show whether neurons respond in a hypothesised way and, if they do, shows how the stimulus is represented within the recorded area. Thus, in this thesis, we:

1. were motivated to develop a new automatic spike sorting method. Our method consists of using machine learning algorithms, which we extended, and, avoids the limitations of other methods (we discuss this in more detail in chapter 2). We show that our method is capable of extracting the correct number of neurons and their spiking activity from biological and simulated datasets, and, can perform similarly, and in some cases better than, other standard automatic methods. We note that this algorithm was used in the work of (Nicol et al., 2005; Tate et al., 2006). We discuss our method and results in chapter 5.

2. focus on one of the main population coding hypotheses: population rate coding. That is, we:
(a) were motivated to develop a method for testing/investigating the population rate coding hypothesis using MEA sorted data. More specifically, a method that, from MEA sorted data recorded before and during stimulus presentation, provides a detailed statistical analysis of the stimulus evoked changes in the spiking rates of the neurons, and shows, the responsive, and most responsive, subareas of neurons (i.e. the subareas exhibiting the most significant change in spiking rates) within the MEA recorded area. We refer to these subareas as hot spots.

We require such methods so we can easily address questions related to the hypothesis such as:

i. does the whole recorded area respond to the stimulus, or, does one or many small subareas respond. In other words, is the stimulus represented spatially in the responses of small groups of neurons, or, is it represented in the responses of a large group of neurons.

ii. do neurons respond to a stimulus with the same or different spiking rates.

Our method consists of using a multi-variate analysis of variance (MANOVA) test, where we modified its output, to show the hot spots within the recorded area. We show that our method can identify hot spots within a neuronal area using simulated and biological data. We note that this method was used in the work of (Nicol et al., 2005). We discuss our method and results in chapter 6.

(b) investigated whether relationships (i.e. noise correlation) between the spiking rates of neurons could affect (i.e. increase or decrease) the amount of information a population rate code conveys. We addressed this question using the responses of 236 neurons recorded from a rat’s olfactory bulb when a set of stimuli was presented. We found that noise correlation can affect the amount of information a population rate code conveys, where the effect is dependent on the tuning similarity of the neurons, and the number of neurons pooled. In addition, we found that noise correlation, ultimately, reduced the amount of information a population containing > 45 neurons could convey about the stimuli by ∼ 30%. We
discuss our investigation and results in chapter 7.

1.4 Sections Of The Thesis

The thesis is divided into the following sections:

- In chapter 2-4 we extend our introduction, i.e. we discuss our aims in more detail and other work that has addressed them. More specifically:

  1. in chapter 2 we introduce the neuron, how they generate spikes, and, the multi-electrode array (MEA). We also introduce the problems MEA electrophysiological recordings present, and, discuss in detail, other solutions to the spike sorting problem, their limitations, and introduce our method.

  2. in chapter 3 we introduce the rat olfactory bulb. We introduce this as we tested our methods and investigated the population rate coding hypothesis using spiking data recorded from a rat’s olfactory bulb.

  3. in chapter 4 we briefly describe the methods that can be used to investigate/test the population rate coding hypothesis using MEA sorted data. We then introduce our statistical analysis tool. Finally, we discuss studies that have investigated the effects of noise correlation on the amount of information population rate codes convey. We then briefly discuss our investigation.

- In chapter 5 we discuss our proposed automatic spike sorting method.

- In chapter 6 we discuss our proposed method for investigating/testing the population rate coding hypothesis using MEA sorted data, i.e. detecting hot spots within a recorded area.

- In chapter 7 we address the question: can noise correlation between neurons affect the amount of information a population rate code conveys, using the spiking activity of the multiple individual neurons recorded by a multi-electrode array from a rat’s olfactory bulb.

- In chapter 8 we discuss all of our results.
Chapter 2

Introduction Part 2: Neuronal Signals and Multi-Electrode Array Electrophysiological Recordings

Multi-electrode arrays (MEA) are currently one of the best tools for recording the simultaneous spiking activity of multiple single cells. However, before we can interrogate the spiking activity of the neurons recorded we need to perform three steps. Firstly, we need to distinguish between the two components that comprise the electrophysiological signal recorded by each electrode on the array. More specifically, we need to extract the part of the signal containing the spiking activity of the individual cells, which we refer to as the spike signal. The other part of the signal contains the integrated spiking activity of the neurons, i.e. the local field potential (‘LFP’). Secondly, the number of neurons and their spiking activity contained in the spike signal need to be identified. This is a two step process. Firstly, we need to detect and extract the spikes (spike shapes) from the spike signal. This is referred to as the spike-detection stage. We then need to determine the number of neurons recorded and their spiking activity from the spike shapes. This is referred to as the spike sorting stage.

In this chapter we discuss the structure of the neuron, how they generate spikes and the above stages in more detail. We also discuss current spike sorting methods, their limitations, and we introduce our spike sorting method.
2.1 Properties Of Neurons

A neuron is comprised of three components, the dendrites, the cell body (soma), and the axon. We show this, i.e. the structure of a typical neuron, in fig. 2.1. A spike is transmitted via the axon, and a neuron receives spikes from other neurons via the dendrites. The axon of a neuron terminates at the synapse, i.e. the junction between two neurons. A spike (action potential) is generated when the cell’s membrane potential (i.e. the difference in the voltage between the cell’s interior and exterior) is sufficiently raised above a threshold level from its resting potential (which is usually in the range of -70mV to -80mV). The membrane potential of a cell arises due to the ion concentrations on the intracellular and extracellular sides of the membrane, and changes when the ion channels embedded in the membrane open and close. That is, the membrane potential increases (which is referred to as depolarisation) when the channels allow positively charged ions into the cell, such as sodium (Na\(^+\)) and calcium (Ca\(^{2+}\)). In addition, the membrane potential decreases (which is referred to as hyperpolarisation) when the channels allow into the cell negatively charged ions such as chloride (Cl\(^-\)) and/or allow out positively charged ions such as potassium (K\(^+\)). The channels open and close in response to voltage changes and to both internal and external signals. For example, the voltage transient of an action potential generated by a pre synaptic neuron opens the ion channels of the postsynaptic neuron. An action potential is roughly a 100mV fluctuation in the electrical potential across the cell’s membrane that lasts about 1ms (Kandel et al., 1991).

2.2 Recording Neuronal Activity Using Multi Electrode Arrays (MEA)

Multi-electrode arrays are extracellular recording devices. In other words, extracellular recording devices record electrical activity (action potentials) generated by neurons adjacent to the electrode tip\(^1\). A multi-electrode array (MEA) records an

\(^1\)Electrical activity generated by neurons can be recorded using intracellular recording devices. These devices measure the voltage across the membrane of a cell and require cells to be impaled by an electrode. A disadvantage of recording spiking activity in this manner is that the recording...
Figure 2.1: A simplified picture of a neuron, showing a neuron's main components: axon, soma and dendrites. The picture also shows the synapse, i.e. the junction, between two neurons.
area of neural activity by using several electrodes, where the electrodes are organised in a grid like manner (see fig. 2.2). Each electrode, therefore, records the spiking activity of a subset of the whole neuronal area. The electrodes are sufficiently spaced out on the MEA (typically by 350 µm, see fig. 2.2) so that each records the activity of a different group of neurons. Typically, electrodes on an MEA have an impedance in the range of 30-400 kΩ. Furthermore, the diameter of the electrodes are typically in the range of 3 to 10 µm (Harris et al., 2000) so that they record the activities of individual neurons. That is, if the electrode tips are too large, the activity of individual neurons cannot be distinguished. However, larger electrode tips can be used to record the local field potential (i.e. the integrated activity of the surrounding neurons).

Thus, by using an MEA to record a neural area when a stimulus is presented, we can determine whether the whole area or subsets of the area responded to the stimulus presentation.

The dataset created by an MEA can be very large. As most individual experimental sessions last several hours or more, MEAs can produce datasets of hundreds of GBytes.

2.3 Local Field Potential And Multi-Unit Activity

The spiking activity of individual neurons and the local field potential (LFP) can be recorded by the same electrode. Therefore, the two signals must be distinguished. The spiking activity of individual neurons is a very fast signal on a timescale of one millisecond with signal components that range up to a few kHz, and, LFP is a slow signal with signal components between 1 and 300 Hz. Thus, the slower and faster parts of the signal can be extracted from the recorded signal using two bandpass filters. However, device may damage the cell, and therefore, affect the neuron’s true spiking activity.

We note that a reference electrode is also placed in the brain, away from the neuronal area of interest. The recording from the reference electrode is used to amplify the signal, and minimise the noise, recorded by the electrodes on the MEA. That is, the amplified signal is the signal difference between the reference electrode, and the recording electrode, amplified. Thus, the amplification process amplifies the signal but minimises the amplification of the noise contained in the recordings.
pass filters. The part of the signal containing the spikes from individual neurons, which we refer to as the spike signal, can be extracted using a band pass filter with a bandwidth between 300 Hz and 5 kHz. We note the LFP signal can be extracted using a band pass filter with a bandwidth between 1 Hz and 300 Hz.

In the rest of this chapter we discuss issues related to analysing the spiking activity of individual neurons, and therefore, we will not further discuss issues related to analysing the local field potential (LFP). However, if the reader is interested in LFPs we refer the reader to (Brown 2004; Busaki et al., 2004).

2.4 Spike Detection And Spike Sorting

The spike signal extracted from the electrode recordings represent the simultaneous electrical (spiking) activity of an unknown number of neurons. Therefore, before we can interrogate the spiking activity of the neurons recorded, we need to determine the number of neurons recorded and the spikes they fired from the spike signal. This process is performed in 2 steps. The first step is called spike detection and the second step is called spike sorting.
2.4.1 Spike Detection

Spike detection refers to the process of identifying the spike events or action potentials from the voltage trace (spike signal) recorded by an electrode. This is typically achieved by setting upper and lower thresholds, thus, if the amplitude of the signal is in between the two thresholds it is considered noise. Noise can refer to the background firing of other neurons or fluctuations induced artificially by external electrical equipment etc. If the amplitude of the signal recorded is higher than the upper threshold or lower than the lower threshold then that part of the signal is considered a spike (action potential) fired by a neuron. These thresholds can be set manually by visually inspecting the voltage trace, or, automatically by, for example, setting the thresholds as a multiple of the standard deviation of the signal (Bergman et al., 1992; Pouzat et al., 2002; Quian Quiroga et al. 2004; Schmidt 1984; Shahid et al., 2010).

Thus, once we have detected spikes in the signal we need to extract the spike shapes. That is, we extract sections of the signal from sampling point $t - x$ to $t + y$, where $t$ is the point in time when the signal crossed the threshold and $x$ and $y$ is the number of sampling points before and after $t$ respectively. We refer to these extracted sections of the signal as spike shapes. We extract spike shapes from the recordings so we can use them in the spike sorting process. We discuss this process in the next section.

2.4.2 Spike Sorting

Spike sorting refers to the process of determining, from the spike shapes extracted in the spike detection stage, the number of neurons recorded and which spikes belong to each neuron. In other words, given that:

1. the spikes fired by a neuron tend to be of a particular shape, and different from the spike shapes fired by other neurons\(^3\).

2. whenever a neuron fires a spike, the spike shape recorded is rarely exactly

\(^3\)Factors influencing variation in spike shape, i.e. the reasons why spike shapes emitted by neurons are different, range from the purely physical (e.g. position of the electrode relative to the neuron) to the physiological, (e.g. the ion-channel composition of the neuron (Gold et al., 2006)).
the same (i.e. the spike shape recorded from a neuron is usually randomly distorted) (reasons discussed below).

the spike sorting process refers to grouping similar spike shapes together, where the spike shapes in one group are different from the ones belonging to other groups. Therefore, the groups formed correspond to the spiking activity of individual neurons.

The spike sorting process consists of 2 stages: feature extraction and clustering. The feature extraction stage refers to the process of reducing the dimensionality of the spike shape data. That is, the process of converting the spike shapes into a smaller set of components that describe the spike shapes most distinctive features. Thus, whether separable clusters form in the feature space is dependent on the features chosen. The clustering stage refers to the grouping of the spikes based on the feature components derived from the feature extraction stage. Thus, whether the correct number of clusters (neurons) is identified and whether each spike is classified to the correct cluster (i.e. whether each spike is associated to the correct neuron) is dependent on both the feature extraction and clustering method used. The feature extraction stage is implemented to reduce the computational time of the clustering process. That is, clustering data with few dimensions is usually faster than clustering data with many. In addition, the process may also eliminate inputs dominated by noise, thus, improving cluster separation (Quian Quiroga et al., 2004). Furthermore, if one wants to determine the clusters manually, then, to see the clusters visually, each spike waveform has to be plotted using 2 or 3 feature components.

Several spike sorting techniques exist. These include manual (which require the user to perform both stages of the spike sorting process) and automatic methods (i.e. methods that perform both stages of the spike sorting process automatically): (Biffi et al., 2010; Chandra et al., 1997; Delescluse et al., 2006; Fee et al., 1996; Harris et al., 2002 (Klustakwik Program); Hazan et al., 2004 (Kluster software); Hillel et al., 2006; Hulata et al., 2000; Hulata et al., 2002; Letelier et al., 2000; Lipa et al., 2004 (BubbleClust Software); Pouzat et al., 2002; Pouzat 2004; Quian Quiroga et al., 2004 (Waveclus Software); Redishi et al., 2005 (Mclust software); Shoham et al., 2003; Takahashi et al., 2003; Takahashi et al., 2005; Thakur et al., 2007; Vargas et al., 2007; Wehr et al., 1999; Zhang et al., 2004; Other spike sorting
software: Spike2 (Cambridge Electronic Design Ltd., UK)). For other methods see (Brown et al., 2004; Buzsaki et al., 2004; Lewicki, 1998). However, none of these methods supersedes the rest as each has limitations. We discuss the standard feature extraction and clustering methods used in the majority of the work above, below.

Typically, automatic methods perform better than manual methods as they are less labour intensive and are not affected by human biases (Wood et al., 2004). That is, as MEAs can record hundreds of thousands of mixed spike shapes it can be difficult and time consuming for a user to:

1. select distinctive spike shape features by hand.

2. group the data into clusters. That is, determine, by hand, the number of clusters and their boundaries in the feature space. This process is made more difficult when clusters overlap and the spike data is represented in a high dimensional feature space.

Thus, due to the problems with manual methods, many of the available spike sorting methods are automatic. Below, we discuss the main automatic feature extraction and clustering methods.

**Automatic Feature Extraction Methods**

As mentioned earlier, the first step of spike sorting is to extract the most distinctive features of the spike shapes. Thus, if the features extracted distinguish between the various classes of spike shape, they will reveal separable clusters in a low dimensional feature space. One proposed method is to extract the peak to-peak amplitude or width of the spike shapes. However, (Quian Quiroga et al., 2004) showed that, generally, using such features are not optimal for differentiating between spike shapes. Other methods include principal component analysis (Abeles et al., 1977; Lewicki, 1998), and wavelets (Hulata et al., 2002; Letelier et al., 2000; Quian Quiroga et al., 2004). Within the principal components analysis (PCA) framework, a set of orthogonal eigenvectors of the covariance matrix of the spike shapes is estimated. Then, each spike is completely represented by a sum of the principal component vectors with the corresponding scale factors, the so called scores. The scores extracted, which we refer to as the principal components, are used as spike features for sorting.
In practice, the use of the first two or three scores are used, as they account for the largest variance in the spike shapes. Wavelet transform provides a time-scale decomposition of the spike shapes.

Using the principal components (scores) as the set of features may fail to separate spike classes. This is because PCA selects the directions of maximum variance of the data, which, are not necessarily the directions of best separation (Pavlov et al., 2007; Quian Quiroga et al., 2004). In addition, these components may not reflect the significant distinctions between spike shapes that appear on small time scales (Pavlov et al., 2007; Quian Quiroga et al., 2004). Wavelets can outperform PCA only when the wavelet pre-processing procedure is properly tuned to the spike waveform data by the user. That is, when optimal pre-defined criteria is selected by the user (Pavlov et al., 2007). Selections include: how the wavelets coefficients are calculated (i.e. the mother wavelet used), the level of decomposition (i.e. the time scales we should extract the wavelets at), and, which, and the number of, wavelets coefficients should be used in the clustering process. However, achieving a properly tuned waveform pre-processing procedure is difficult, as typically:

1. we would not know the optimal values (selections) to use, i.e. which criteria best differentiates the different classes of waveform shapes in the dataset.

2. we cannot tune (optimise) the parameter values (i.e. run the wavelet pre-processing method with a clustering method multiple times with different values until a particular result is achieved) as we would not know the optimal result (i.e. we would not know the number of clusters the features should form).

Thus, due to these problems, wavelet parameter values are typically guessed, and as a consequence, the features extracted from the spike shapes may not form separable clusters in the features space as they do not describe the most distinctive features of the spike shapes (Pavlov et al., 2007).

**Automatic Clustering Methods**

The clustering stage refers to the grouping of the spike shapes based on the feature components derived from the pre-processing stage. That is, we need to identify the number of clusters in the feature space and assign each spike to one of the clusters.
There are many automatic, i.e. unsupervised, clustering methods used for spike sorting. These include k-means (Lloyd et al., 1982), self-organising maps (Kohonen 1984), super-parametric clustering (used in the spike sorting tool Waveclus (Quian Quiroga et al., 2004)), the Classification Expectation-Maximisation (CEM) algorithm (Celeux et al., 1994) (used in the spike sorting tool Klustakwik (Harris et al., 2000), hierarchical clustering (Fee et al., 1996b) and the k-nearest neighbour algorithm (Cover et al., 1967). While they can perform well, they may not always determine the correct number of clusters in the feature space. In addition, they may misclassify large numbers of spikes, i.e. classify spikes to the wrong clusters, and/or leave many spikes unclassified. This is because some methods are based on assumptions about the distribution and variance of the clusters in the feature space (Harris 2003; Pouzat et al., 2002), which, for some datasets, may be incorrect. For example, the clustering method Klustakwik (Harris et al., 2000), which uses the CEM algorithm (Celeux et al., 1994), is based on the assumption that clusters fit a Gaussian distribution. However, there are several issues that make the assumption of Gaussian clusters not plausible. These are:

1. electrodes move during recording.
2. the shape of the spike waveform emitted by a neuron varies due to bursting.
3. overlapping spikes may occur, i.e. when two neuron fire in synchrony or with a slight delay.
4. non-stationary background noise.
5. the spikes shapes extracted in the spike detection stage are misalligned.
6. correlations between local field potential and spikes.

Thus, methods that assume Gaussian distributions can over-cluster by fitting several multivariate Gaussians (Harris 2003). To avoid this problem some methods allow the user to restrict the number of clusters the method forms. However, choosing an optimal number is difficult, as, typically, we would not know the number of clusters in the feature space. Thus, specifying a value too small or too large may still result in the method clustering the data into too few or too many groups.
Other clustering methods avoid the Gaussian assumption by identifying and grouping together points\(^4\) that reside within the dense areas of the feature space. However, while they can work well, they may need user involvement to achieve a high/better performance. That is, the method may require optimal parameter values. For example, the Super-paramagnetic clustering (SPC) (Quian Quiroga et al., 2004) requires a threshold value that determines which spikes are grouped together. In other words, the method groups together points that are close given that the local density is larger than a chosen value. Thus, if a suboptimal value is used, the method may form too many or too few clusters, and/or, leave many spikes unclassified. Also, for example, the Kohonen’s self-organising map (SOM) (Kohonen., et al. 1984) and K-means (Lloyd et al., 1982) clustering methods, which are both standard unsupervised learning algorithms, need to know the exact number of clusters in the feature space. Thus, if the number used is not correct, the methods will form too few or too many clusters. In practice, choosing optimal values for any method to increase its performance is difficult, and, we cannot optimise such values (i.e. we cannot run the method multiple times with different values until a particular result is achieved) as we would not know the optimal result, (i.e. we would not know which spikes should be grouped together).

### 2.4.3 New Approach For Spike Sorting

Motivated by the above limitations of current spike sorting methods, we developed a new automatic spike sorting method. That is, an automatic (unsupervised) spike sorting method that:

1. does not require the user to specify optimal parameter values to achieve a high performance.

2. includes a clustering method that is not based on assumptions about the variance and the distribution of the clusters.

Our proposed method uses a novel pre-processing method in conjunction with a novel self-organising map-based algorithm. We discuss our spike sorting method in detail in chapter 5.

\(^4\)we refer to a point as a spike shape in the feature space.
Chapter 3

Introduction Part 2: The Olfactory Bulb

In this thesis we addressed questions and tested our methods on the spiking activity recorded from a rat’s olfactory bulb. These recordings were acquired by the neuroscience department of the Babraham Institute in Cambridge using multi-electrode arrays. In this section we introduce the olfactory bulb and the experimental procedure used.

3.1 The Olfactory Bulb

In the mammalian olfactory system, much of the encoding of odor information takes place in the olfactory bulb (OB) (Kendrick et al., 1997; Desmaisons et al., 1999; Bracci et al., 2003; Debarbieux et al., 2003; Egger et al., 2003; Neville et al., 2003; Pinato et al., 2003; Uchida et al., 2003). Olfactory receptor neurons project to glomeruli in the OB, where they synapse with efferent mitral cells (MCs) (see fig. 3.1). The quality of a particular odour is believed to be encoded in the specific combination of glomeruli activated by that stimulus (Johnson et al., 2002; Spors et al., 2002). It is thought that the mitral cells process the input signals arriving from the glomeruli and transmit the information about the odor to multiple other parts of the olfactory system in the brain (Friedrich et al., 2001; Rinberg 2006; Fantana et al., 2008; Soucy 2009; Dong et al., 2009; Mandairon et al., 2009), where the signals may be processed to form a synthesized olfactory perception.
3.2 Experimental Procedure

Neuronal activity was sampled from electrodes on a microelectrode array (MEA) positioned in the olfactory bulb (OB). Microelectrode arrays were comprised of 30 electrodes (6x5, where the distance between each electrode was 350µm). Craniotomy and removal of the left eye permitted lateral access to the OB through the left orbit. During surgery and recordings, humidified air was supplied to the rat through a mask over the nose. A thermistor was used to record air temperature in the mask and to monitor breathing. Shortly (∼30s) before delivery of an odour stimulus, the air to the mask was switched to dry air. Odours, which were the vapours of different solutions, were carried in nitrogen gas (odourless), and delivered to the rat for 10s via the mask. 24 solutions were made. Each solution was made from one of the following compounds: Amyl acetate, M-Butanol, Pinene, DL-Camphor, Linalool, Cineol, at a concentration of either $6.4 \times 10^{-8} M$ (moles of solute (dissolved substance) per litre of solution), $2.7 \times 10^{-7} M$, $1.4 \times 10^{-7} M$, $6.4 \times 10^{-8} M$. Thus, 6 odours (corresponding to the 6 compounds) at 4 concentrations were presented to
the rat 3 times. Onset of odour delivery was precisely timed to mid-expiration. Thus, delivery of the odour to the nasal epithelia would have commenced from the start of the subsequent inhalation (Nicol et al., 2003). Neuronal activity was recorded for a period spanning 10s before odour onset to 10s after odour offset. After the recording process, we identified the number of neurons recorded by each electrode and their corresponding spiking activity using the spike detection method (discussed below) and our spike sorting method discussed in chapter 5. Spikes were detected from all channels when the recorded signal crossed a triggering threshold. This threshold level was set to two times the background noise level, i.e. two times the root mean square (RMS) of the signal.
Chapter 4

Introduction Part 3: Tools To Investigate The Population Rate Coding Hypothesis Using MEA Data, And, The Effects Of Noise Correlation On Population Rate Codes

To obtain a more definitive answer as to how the spiking activity of a population of neurons conveys stimulus information in the brain, we need to test/investigate each of the population coding hypotheses. To investigate/test these hypotheses at the level of multiple cell-cell interactions in the brain, neurophysiologists would typically record, using a multi electrode array (MEA), the spiking activity of neurons in the brain of a test subject, when a stimulus is, and is not, presented. The spiking activity of the individual neurons recorded are then extracted from the recordings (we refer to the datasets containing the extracted neurons and their spiking activity as MEA sorted data) using a spike detection and spike sorting algorithm. The MEA sorted datasets would then be analysed. That is, they would be used to determine whether neurons respond to stimuli in the hypothesised ways, what, and how much information the recorded responses convey about the stimuli,
and address any questions related to the hypotheses. In this chapter/thesis we focus on the population rate coding hypothesis. This hypothesis assumes that stimulus information is conveyed/transmitted in the spiking rates of each neuron, i.e. in the number of spikes fired by each neuron within a relevant time period, in an ensemble. This hypothesis also assumes that the response of each neuron varies according to the stimuli presented (i.e. each neuron contributes information about more than one stimulus) (Averbeck et al., 2006; Barlow et al., 1964; Georgopoulos et al., 1986; Hubel et al., 1959; Maunsell et al., 1983; Mehring et al., 2003; Pouget et al., 2003; Reich et al., 2001; Quian Quiroga et al., 2005; Quian Quiroga et al., 2009; Rolls et al., 1997; Stopfer et al., 2003). In addition, the capacity of a population rate code, i.e. how much information the code conveys, is thought to be dependent on the relationships between the spiking rates of the neurons in the population. More specifically, as:

1. the brain is noisy, (i.e. a neuron’s response to the same stimulus on different experiments (trials) will vary) (Stein et al., 2005) and
2. noise is predominately positively correlated (i.e. the spiking rates of neurons, generally, increase and decrease together in response to the same stimulus on different trials). It is thought that noise correlation may increase or decrease the capacity of a population rate code (Averbeck et al., 2006; Quian Quiroga et al., 2009). That is, noise correlation may determine whether neurons contribute independent, synergistic or redundant information to the ensemble.

In this chapter we firstly discuss methods that can be used with MEA sorted datasets to investigate the population rate coding hypothesis. Secondly, we introduce our proposed analysis method. We then discuss studies that have investigated the effects of noise correlation on the capacity of population rate codes, and we briefly discuss our investigation.

\footnote{Many empirical studies have shown that, in the brain, the noise correlation coefficient is on average $\sim 0.2$. For examples see (Averbeck et al., 2006; Kohn et al., 2005; Reich et al., 2001.). We show how the noise correlation coefficient is calculated in chapter 7.
4.1 Tools To Use With MEA Data To Address
The Population Rate Coding Hypothesis

Currently, there are only a few tools that can be used with MEA sorted data to investigate the population rate coding hypothesis. In other words, there are only a few tools that can be used to determine whether there is a relationship between the spiking rates of the multiple single neurons recorded and the stimulus presented (Brown et al., 2004; Buzsaki et al., 2004). These include:

- Mutual information algorithms. These methods can be used to measure the association between the spiking rates of a neural ensemble and stimuli (Cover et al., 1991, Shannon 1948; Rieke et., 1997; Borst et al., 1999; Reich et al., 2001; Nirenberg 2001; Franco et al., 2004; Victor et al., 2006; Panzeri et al., 2007). This association can also be measured using Fisher information (Cover 2006).

- Decoding methods. These methods can be used to study how the spiking rates of a neural ensemble can be used to represent external stimuli and biological signals (Bialek et al., 1991; Rieke et al., 1997; Brown et al., 1998; Oram et al., 1998; Panzeri et al., 1999; Samengo 2002; Anderson et al., 2002; Quiroga et al., 2006; Huxter et al., 2008).

- Statistical Analysis methods. These methods include likelihood methods and hypothesis tests. Likelihood methods can be used to describe the likelihood of a spiking rate of a neuron occurring due to a particular stimulus (Read et al., 2003; Ventura et al., 2005). Hypothesis tests can be used to determine whether a stimulus evoked a significant change in the spiking rates of a neuron. Tests include: paired t-test (Zimmerman et al., 1997; Chang et al., 2002; Joelving et al., 2007), Kolmogorov Smirnov test (Gibbons 1985; Stark et al., 2009; Shimokawa et al., 2009), multi-variate analysis of variance (MANOVA) test (Johnson et al., 1988; Norris et al., 2006; Deshmukh et al., 2003), ANOVA, (Analysis of Variance (Lindman 1974). We note that, apart from MANOVA, these methods are designed to be used with, at most, the responses of two neurons.

- Visualisation methods. These can be used to visualise the spiking rates of the
neurons recorded (Stuart et al., 2002).

4.1.1 A New Statistical Analysis Tool For The Purpose Of Investigating The Population Rate Coding Hypothesis Using MEA data

The methods discussed in the previous section can extract useful information from MEA sorted data. However, we are still lacking methods to test/investigate the population rate coding hypothesis in detail. That is, methods that, from the MEA sorted data recorded before and during stimulus presentation, provide a detailed statistical analysis of the stimulus evoked changes in the spiking rates of the neurons, and show, the responsive, and most responsive, subareas of neurons (i.e. the subareas exhibiting the most significant change in spiking rates) within the MEA recorded area. We refer to these responsive areas as hot spots.

We require such methods so that we can easily address questions related to the hypothesis such as:

1. does the whole recorded area respond to the stimulus, or, does one or many small subareas respond. In other words, is the stimulus represented by small groups of neurons, or, is it represented in a large group of neurons.

2. do neurons respond to a stimulus with the same or different spiking rates.

The standard tests for determining significant differences between the spiking rates of a population of neurons before and during stimulus presentation are:

1. the ANOVA (Analysis Of Variance) test, which would be used on each neuron.

2. the MANOVA (Multi variate analysis of variance) test, which performs one test on the whole group of neurons to determine/show whether the neurons, in general, responded to the stimulus.

However, these methods are not designed to identify hot spots, i.e show the most responsive subareas (groups) of neurons, within an MEA recorded area. Thus, we propose a method to identify these subareas using MANOVA. We concentrate on MANOVA and not ANOVA as we are interested in identifying the groups of
neurons within the recorded area that were, overall, the most responsive. Before we discuss our proposal, we firstly discuss 2 limitations of MANOVA, which our method overcomes. The standard application of MANOVA:

1. only shows whether a change in the spiking rates of neurons is significant and not how significant. In other words, they are not designed to show how responsive neurons are.

2. may incorrectly state that a stimulus had no effect on the recorded area. This is because MANOVA is designed to analyse the changes in the spiking rates of all of the neurons as a whole, and therefore, if only a small proportion of the neurons responded to the stimulus and a large number remained unresponsive (which we would naturally expect), the former might be completely obscured or diluted by the latter in the test, and therefore, the MANOVA test may assert that there were no stimulus-evoked changes\(^2\).

We therefore propose a novel extension of MANOVA in chapter 6, called MEANOVA. This method identifies hot spots, i.e. the responsive, and most responsive, subareas, within the recorded area and avoids the limitations of MANOVA. Our method consists of:

1. using a MANOVA test, where we modified its output. We modified the output of MANOVA so that it produces a significance score to show how significant the changes in the spiking rates of a population of neurons were overall when a stimulus was presented. In other words, the score shows how responsive a population of neurons was, overall, to a stimulus. How responsive neurons are is not shown by MANOVA (as discussed above), and therefore, our modified version is more informative than the standard MANOVA test.

2. applying the modified version of MANOVA to the spiking rates (recorded before and during stimulus presentation) of subareas of neurons, small (local)

\(^2\)We show an example of this in chapter 6. In brief, we simulated the spiking activity of 81 cells and only one cell responded to a stimulus, i.e. the cell showed a slight increase in activity (spiking rate). The proper application of MANOVA did not detect this, i.e. the null hypothesis that the stimulus caused no significant change in the spiking rates of the neurons was accepted (\(P > 0.05\)). However, our method detected this responsive cell amongst the large number of unresponsive ones.
and large (global), within the recorded area. In other words, MEANOVA produces a score for each set of neurons recorded by individual, combinations, and all of the electrodes on an MEA. Each combination constructed contains a connected set of electrodes. In other words, each electrode in a subset is adjacent to, i.e. is an MEA neighbour of, one of the other electrodes in the subset. For example, we would obtain a set of 13 combinations, shown in table 4.1, if an MEA contained 4 electrodes on a 2x2 layout. That is, the first row had two electrodes labelled 01 and 02, and the second row had two electrodes labelled 11 and 12. Thus, the MEANOVA scores produced from small and large combinations represent how significant the changes in the spiking rates of the neurons were, in general, in small (local) and large (global) neuronal subareas respectively. In addition, the scores would show which subareas were most responsive. That is, subareas (i.e. the neuronal areas recorded by individual and/or combinations of electrodes) that exhibit higher scores than others represent subareas containing neurons that were, generally, more responsive (i.e. subareas that conveyed a more significant change, overall, in spiking activity). Our method, therefore, can detect hot spots, i.e. can identify the responsive, and the most responsive areas, within the recorded area, thus, achieving our initial aim discussed at the beginning of the section. In addition, as our method consists of initially analysing the responses of small numbers of neurons it would uncover small numbers of responsive neurons amongst a large number of unresponsive ones. Thus, our method avoids the limitation of the standard MANOVA test (discussed earlier).

We validate MEANOVA using data recorded from a rat’s olfactory bulb and data obtained from a simple computational network model. We used the computational model and biological data to show that MEANOVA works, i.e. it can identify and show the responsive, and the most responsive, subareas within a neuronal area. We also used the computational model to show the limitation of MANOVA (discussed above). That is, that MANOVA can incorrectly state that if one neuron responded to a stimulus amongst a large number of unresponsive ones, as MANOVA would take all neurons into account, MANOVA could incorrectly suggest the stimulus had no effect on the spiking activity of the large population of neurons. We also show
<table>
<thead>
<tr>
<th>Electrode Combination Number</th>
<th>Electrode Combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01</td>
</tr>
<tr>
<td>2</td>
<td>02</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>01,11</td>
</tr>
<tr>
<td>6</td>
<td>01,02</td>
</tr>
<tr>
<td>7</td>
<td>02,12</td>
</tr>
<tr>
<td>8</td>
<td>11,12</td>
</tr>
<tr>
<td>9</td>
<td>01,02,11</td>
</tr>
<tr>
<td>10</td>
<td>01,02,12</td>
</tr>
<tr>
<td>11</td>
<td>11,12,01</td>
</tr>
<tr>
<td>12</td>
<td>02,11,12</td>
</tr>
<tr>
<td>13</td>
<td>01,02,11,12</td>
</tr>
</tbody>
</table>

Table 4.1: This table shows an example set of electrode combinations produced by MEANOVA, if an MEA contained 4 electrodes on a 2x2 layout. That is, if the first row on the array had two electrodes labelled 01 and 02, and the second row had two electrodes labelled 11 and 12.
that MEANOVA overcomes this limitation. In chapter 6, we discuss our method and the results in more detail.

4.2 The Effects Of Noise Correlation On Population Rate Codes

In this section we discuss studies that have investigated the effects of noise correlation on the capacity of population rate codes. However, before we discuss the results found from these studies, we firstly discuss how the effect of noise correlation is typically quantified. We then, briefly, discuss our investigation of the effects of noise correlation on population rate codes in the rat olfactory bulb, and, the results we obtained.

4.2.1 Method To Quantify The Effect Of Noise Correlation On Population Codes

Empirical studies typically quantify the effects of noise correlation using Shannon’s mutual information algorithm. This algorithm is used to calculate the mutual information between the population response (i.e. a population response vector $\mathbf{r}$, where each element in the vector refers to the number of spikes fired by a neuron in a relevant time window) and a set of stimuli (Cover et al., 1991, Shannon 1948). Mutual information is defined as the reduction of uncertainty (or gained information) about the stimulus obtained by knowing the neuronal response. The mutual information $I$ between the stimuli and responses is measured in logarithms of base 2 (bits). Thus, every bit of information provided by the neurons reduces the overall uncertainty about the stimulus by a factor of two. The algorithm is defined by:

$$I = \sum_{s \epsilon S} \sum_{\mathbf{r}} P(s, \mathbf{r}) \log_2 \frac{P(s, \mathbf{r})}{P(s)P(\mathbf{r})}$$  \hspace{1cm} (4.1)

$P(s, \mathbf{r})$ denotes the joint probability of observing the response $\mathbf{R} = \mathbf{r}$ together with the stimulus $S = s$. These probabilities are calculated from the responses found on different trials (experiments) when the same stimulus is presented. The effect of noise correlation is typically quantified by comparing the information about
the stimuli a population conveys when noise is correlated with the information conveyed by the population when we remove the noise correlation. We calculate the latter information by substituting $P(\overrightarrow{r}, s)$ with $P_s(\overrightarrow{r}, s)$ in the Shannon mutual information algorithm. $P_s(\overrightarrow{r}, s)$ is obtained by shuffling the trials corresponding to each stimulus independently for each neuron. Thus, the effect of noise correlation ($\triangle I$) corresponds to $I - I_s$, where $I$ and $I_s$ refer to the mutual information calculated using $P(\overrightarrow{r}, s)$ and $P_s(\overrightarrow{r}, s)$ respectively. Therefore, $(\triangle I > 0)$ indicates that noise correlation has increased the information a population conveys and $(\triangle I < 0)$ indicates a decrease.

4.2.2 The Effects Of Noise Correlation On Population Codes Found From Empirical And Theoretical Studies

Many empirical and theoretical studies have addressed the question: can noise correlation have an effect on the information a population rate code conveys. Many of the empirical studies have addressed the question using the responses of < 30 neurons to several stimuli (Averbeck et al., 2003; Averbeck 2006; Golledge et al., 2003; Montani et al., 2007; Nirenberg et al., 2001; Panzeri et al., 2001; Petersen et al., 2001; Quian Quiroga et al., 2007). They showed the effect of noise correlation on the information these population codes could convey was small (i.e. $\frac{\triangle I}{I_s} \cdot 100 < \pm 5\%$). In addition, they showed the effect (i.e. whether it increases or decreases information) was dependent on the tuning similarity (i.e. whether the signal correlation$^3$ between the neurons was $> 0$ or $< 0$), and the noise correlation (i.e. whether it was $> 0$ or $< 0$) between the neurons pooled. More specifically, when the noise and signal correlation between neurons in a population was positive, or, when the noise and signal correlation between neurons in a population was negative, noise correlation decreased the information the population could convey (i.e. the effect of noise correlation was harmful). In addition, when the noise and signal correlation between neurons in

---

$^3$Signal correlation refers to the correlation between the mean response (i.e. the average response across trials to a stimulus) of two neurons. Thus, signal correlation is positive when the means of both neurons increase and decrease together in response to stimuli, or negative, when the average of one neuron increases and the other decreases in response to stimuli. We show how the signal correlation coefficient is calculated in chapter 7.
a population was negative and positive respectively, or, when the noise and signal
correlation between neurons in a population was positive and negative respectively,
noise correlation increased the information the population could convey (i.e. the
effect of noise correlation was beneficial).

Theoretical studies have showed that noise correlation may have a much larger
effect on the information large populations (> 30) convey (Abbott et al., 1999;
Averbeck et al., 2006; Durrant et al., 2006; Quinn Quiroga et al., 2009; Shadlen et
al., 1996; Sompolinsky et al., 2001; Vogels 1990; Wilke et al., 2002 Wu et al., 2002;
Zohary et al., 1994). For example, as noise correlation is predominately positive
in the brain, (Zohary et al. 1994) investigated whether positive noise correlation
can have a large effect on a population size > 100. They found that positive noise
correlation limited the information conveyed when the population contained neurons
with similar tuning (i.e. the signal correlation between all neurons was > 0). In other
words, they found that noise correlation caused information to saturate when the size
of the population reached 100. Other studies have showed that noise correlation may
not cause information to saturate if the population contains a mixture of neurons
with similar and dissimilar tuning. That is, as noise correlation can cause a harmful
and beneficial effect within a population, both effects may cancel each other out
(Vogels, 1990; Abbott et al., 1999; Sompolinsky et al 2001; Wilke et al.,2002 Wu
et al.2002, Durrant et al., 2006; Quinn Quiroga et al 2009). Nevertheless, whether
noise correlation has a large effect on large population rate codes in the brain still
remains unknown and needs to be addressed. This motivated us to address it in this
thesis.

In chapter 7 we address the question: can noise correlation significantly affect
the amount of information a large population of neurons conveys about a set of
external stimuli. To address this, we used the MEA sorted data of 236 neurons
recorded from a rat’s olfactory bulb when 6 stimuli was presented (we described the
recording/experiment procedure in chapter 3). We used this data as, from initial
tests, we found that noise was predominately positively correlated, i.e the noise
correlation coefficient between all pairs of neurons was, on average, ~ 0.21. We
investigated whether correlated noise could affect the amount of information the
neurons convey in their spiking rates about the six stimuli presented. To quantify
the effect of noise correlation we used a mutual information measurement method developed by (Franco et al., (2004))\(^4\). We used it to calculate the mutual information between the population response and the six stimuli presented, when the responses in the ensemble were correlated and uncorrelated. Thus, the difference between the information the correlated and uncorrelated responses conveyed about the stimuli represents the effect of noise correlation (as described above).

We found the effect of noise correlation was dependent on the tuning similarity of the neurons, and the number of neurons, pooled. That is, overall, as noise correlation was predominately positive, noise correlation significantly\(^5\) decreased the information a set of neurons conveyed when they were tuned to similar features (i.e. when the signal correlation between neurons was > 0), and, significantly increased the information conveyed by a set of neurons when they were tuned to dissimilar features (i.e. when the signal correlation between neurons was < 0)\(^6\). Furthermore, the magnitude of the harmful and beneficial effects increased with the number of neurons pooled. However, when we pooled all of the neurons, the overall effect of noise correlation limited the information gain. That is, information saturated when the population size reached \(\sim 45\) neurons, as the beneficial effects in the population did not fully cancel out the harmful effects. Therefore, the pooled response of all the neurons conveyed \(\sim 70\%\) of the maximum information that could be conveyed about all six stimuli. In other words, the population could have conveyed 100\% of the information about the stimuli if the noise was not correlated. We therefore conclude that, even though noise correlation can be weak, it can have a substantial effect on the amount of information a large population of neurons conveys. We discuss all our results in chapter 7.

\(^4\)We used this method rather than the Shannon’s mutual information algorithm for reasons discussed in chapter 7.

\(^5\)We explain in chapter 7 how we determine a significant change.

\(^6\)We note that the noise between some neurons was negatively correlated, which increased and decreased the information a population rate code conveyed when the neurons pooled were tuned to dissimilar and similar features respectively. However, the effect found was insignificant.
Chapter 5

Spike Sorting Based Upon Machine Learning Algorithms (SOMA)

5.1 Introduction

Spike sorting is necessary when interrogating multi-electrode (MEA) electrophysiological data. It refers to the process of determining the number of neurons and their spiking activity from the spikes (spike shapes) extracted during the spike detection stage. Spike sorting is a 2 stage process: feature extraction (which refers to the process of extracting distinctive features from the spike shapes) and clustering (which refers to the process of clustering the spikes based on the features extracted in the feature extraction stage). Several spike sorting techniques exist. These include manual and automatic methods. Manual methods can be extremely time-consuming/impractical when used with datasets recorded by a multi-electrode array as they can contain hundreds of thousands of mixed spike waveforms. Automatic methods are therefore necessary, but, while current methods can perform well, they can miss clusters, misclassify or leave many spikes unclassified. This is because some are based on assumptions about the distribution of the clusters, which, for some datasets, may be incorrect. In addition, some methods may need to be tuned to the dataset by the user (i.e. the user is required to provide the method with optimal parameter values such as the number of clusters, cluster boundaries
or number of features to extract from the spike shapes) to achieve a high performance. However, in practice, this is difficult as the user has no information about the contents of the dataset such as the number of neurons recorded and the number of spikes they fired to base the tuning on. In this chapter we present a fully automatic spike sorting method (i.e. a method that automatically extracts/determines a number of features from the spike shapes that form a number of separable clusters in the feature space, and, automatically determines the number of, and groups the spikes into, clusters) that avoids the limitations of other automatic methods. In other words, our method does not need optimal pre-defined criteria to achieve a high performance and our clustering method is not based on assumptions about the distribution of the clusters. Our method consists of using a novel pre-processing stage in combination with a novel self-organising map-based clustering method.

One current method used for clustering is a Kohonen’s Self-organising map (SOM), a standard unsupervised learning algorithm (Kohonen 2001). However, a simple application of this technique would only identify a known, or estimated, number of clusters. Here we discuss extensions to the SOM learning and classification process, so that the SOM automatically identifies the number of clusters within the dataset, and automatically identifies the edge of each cluster to improve cluster separation. In other words, our method forms a better implicit boundary around each cluster, and thus, as the SOM classification process groups points together that reside within each boundary, more points in each cluster will be correctly grouped together. This process, therefore, reduces the chance of misclassification. However, the performance of a clustering method relies on the components produced through pre-processing. Two common approaches are PCA or wavelets to classify the data. While these work well, the former method can be insufficient to form separable clusters in the feature space and the latter may need to be tuned to the dataset by the user to achieve a high performance (Pavlov et al., 2007). We therefore also discuss a new pre-processing technique, which transforms the spike waveform data into lower dimensions to form separable clusters, and works efficiently with no user involvement (i.e. without the need for complex or near optimal parameter choices). Our new approach sequentially appends features (i.e. continuously extracts more detail from the spike shapes) describing the geometric shapes that constitute a spike.
waveform based on curvature to PCA components until the number of spikes in each cluster formed represents a firing rate below a threshold level. We used curvature as it can show crucial differences in the spike shapes that appear on small time scales (Hsuing 1997), which principal components may not show (Pavlov et al., 2007).

To validate our new spike sorting approach we applied it to multi-electrode array datasets acquired from the rat olfactory bulb, and from the sheep infero-temporal cortex, and using simulated data. We also compared our method with other standard automatic spike sorting methods, namely the wavelet pre-processing procedure (described in (Quian Quiroga et al., 2004)), and the clustering techniques, Klustakwik (Harris 2000), which uses the CEM algorithm (Celeux et., 1992) and Waveclus (Quian Quiroga et al., 2004), which uses the super-paramagnetic clustering (SPC) technique (Blatt et al., 1996). To compare these methods we used them on biological datasets containing a known number of neurons and the number of spikes they fired. In addition, we used them automatically, and, how we would use them in practice, i.e. with the default values. We found that our method was at least as good as the others, i.e. wavelets formed separable clusters, and Klustakwik and Waveclus found the correct number of clusters and classified a high percentage of the spikes correctly. However, our pre-processing and clustering method outperformed them when the spike shapes emitted by each neuron were very similar in shape, and, when the spike shapes were highly distorted. Thus, the results show that our new pre-processing technique and clustering method worked efficiently, in terms of the number of clusters found and the number of spikes correctly classified, without assumptions and without the need for user involvement, i.e. without the need for optimal parameter values.

Parts of all the sections in this chapter were published as: Horton P M, Nicol A U, Kendrick K M, Feng J F. Spike Sorting Based Upon Machine Learning Algorithms (SOMA) J Neurosci Meth 2007;160:52-68. I confirm that I performed all simulations and developed the ideas. The other authors are my supervisor, J Feng, who advised me, and K Kendrick and A Nicol who provided the electrophysiological data. We note that this spike sorting algorithm was used in other studies (Tate et al., 2006; Nicol et al., 2005).
5.2 Methods

5.2.1 Extracting Experimental Spike Data

In this chapter we used spikes recorded from the rat olfactory bulb and sheep inferotemporal cortex to explain and test our methodology. The spikes were extracted from the continuous electrophysiological trace sampled at an electrode when the signal exceeded a given threshold (twice the standard deviation of the signal (trace)). We note the sampling rate in all experiments was 29.09kHz. Each spike was sampled for a period spanning 0.4ms preceding, to 1.25ms after the threshold was crossed. Most spikes collected were comprised of 48 sample points \((t = 1, \ldots, 48)\), where the signal crossed the spike-triggering threshold at \(t = 11\). However, some of the example spikes were comprised of 40 sample points, i.e. 0.4ms preceding, to 0.96ms after the threshold was crossed.

5.3 Spike Sorting Pre-Processing Method Through Feature Extraction

In spike sorting algorithms, using the entire spike shape with clustering methods can perform badly and be computationally expensive (Quiroga et al., 2004, and discussed at the end of the chapter). Therefore, the first stage of any methodology is to extract features which describe the spikes and, crucially, discriminate between them, thus revealing separable clusters within the feature space. One commonly used technique is principal component analysis (PCA), which can automatically extract spike shape features (Bishop 1995; Csicsvari et al., 1998; Jolliffe, 2002). However, using PCA is not always reliable and can produce results that are not biologically plausible. This is because PCA selects the directions of maximum variance of the data, which, are not necessarily the directions of best separation. For example, when we used PCA on a spike dataset recorded from a rat’s olfactory bulb (shown in fig. 5.1), we found that the PCA components formed one cluster suggesting that one neuron was recorded with a firing rate \(>200\text{Hz}\).

To resolve the problems associated with PCA we propose a new feature extraction technique. The process involves appending extra feature components, which
Figure 5.1: This shows that one cluster was formed from a spike set recorded from a rat’s olfactory bulb using PCA, where components 1-2 are shown. These results suggest that one neuron was recorded with a firing rate exceeding 200 spikes/sec, which is an unfeasibly high rate for a mitral cell to sustain.

describe a waveform’s geometrical shape as a set of curvature components, to the corresponding waveform’s PCA set. To obtain curvature components, we calculate the curvature at every sampling point on the waveform, divide every waveform into \( G \) sections along the time axis \( t \) and calculate \( G \) components as the average of the curvature values in the section. That is, we calculate a component for each section, where each describes the curve shape. The intuition behind this approach is that different curve shape combinations constitute different waveforms and so adding information about the curve shape to PCA will form distinguishable clusters.

Clearly, the success of this process will depend on the number of extra components \( G \) used. The optimal number relates to the current clusters and their associated firing rates, but this is not known in advance and we therefore want to determine this automatically. In addition, to limit computational costs, we want to use the smallest number of components possible. Thus, we start with \( G = 3 \) (reason discussed below) and incrementally increase it by 1, until the number of spikes in each cluster within the feature space represents a firing rate below a threshold level. In other words, we increase the number of curve shapes which describe the waveforms, thus, forming better separated clusters. We start with a minimum of \( G = 3 \) as we found that, in many cases, using less did not form better separated clusters.
Consequently, the pre-processing method identifies a minimal number of extra
components to use, thus, improving the efficiency of the spike sorting process.

Another commonly used method for feature extraction is Wavelets (Mallat, 1989;
Chui, 1992; Samar et al., 1995; Quian Quiroga et al., 2001; Quian Quiroga, et al.,
2003) which can be a viable alternative to PCA (Hulata, et al., 2000; Letelier et al.,
2000; Hulata et al, 2002; Quian Quiroga et al., 2004; Smith et al., 2007). Indeed, we
could have appended wavelets to PCA instead of the curvature components in our
approach. However, the wavelet transform may not always extract optimal informa-
tion from the spike shapes, as the transform is very dependent on the parameters
chosen (e.g. the mother wavelet and wavelet selection procedure) and, selecting op-
timal parameter values can be difficult. Therefore, the wavelet coefficients extracted
from the spike waveforms may not always form separable clusters within the feature
space (Pavlov et al., 2007). As we wanted an automatic system, we therefore used
the curvature-based methods, and compare our method with wavelets.

The P stage algorithm

We refer to our pre-processing stage as Pstage and the feature components ex-
tracted by Pstage as Pcurv throughout the chapter. As stated above, (Pstage)
proceeds by firstly extracting PCA components and then appending 3 curvature
components to the PCA components. The 3 curvature components correspond to
the average of the curvature components within 3 equal sections of a waveform.
Thus, if the number of spikes in each cluster does not represent a firing rate below a
threshold level using these components, we incrementally divide the waveform into
more equal sections, calculating the curvature component of each section, and stop-
ning when the number of spikes within each cluster represents a firing rate below
the threshold. This is implemented by:

1. Extracting out the higher frequency components of each waveform,
   i.e. smooth the waveform, using a moving average filter. The formula
   is:
\[ y(i) = \frac{1}{M} \sum_{j=0}^{M-1} x(i+j) \]  

where \( x() \) is the input signal, \( y() \) is the output signal, \( M \) is the number of points used in the moving average and \( i \) is the \( i^{th} \) sampling point. We use this formula on each sampling point. The optimal amount of smoothing to use is a matter of trial and error. Fig. 5.2 shows the results of smoothing a waveform (Panel (a)) using a filter length of \( M = 5, M = 10 \) and \( M = 25 \) (Panels (b)-(d) respectively). We can see when \( M = 10 \), noise is reduced and the underlying signal is still present, however, when \( M = 25 \) (Panel (d)) the signal is distorted and is very different from the underlying waveform shape (Panel (a)). In this chapter we therefore used \( M = 10 \), which was found to generally reduce the noise but still maintain the underlying form of the signal, i.e. waveform shape.

2. **Initialise the extra number of components to 3** i.e. \( G = 3 \). We use 3 for the reasons stated earlier.

3. **We normalise the smoothed data and use it with PCA:** We exclude principal components that contribute to < 0.5% variance. From our experience, using the excluded PCA components did not improve the clustering performance, i.e. enhance the separation between the clusters.

4. **Calculate a set of curvature scores \( K \) for every point within the smoothed spike waveform:** (Explained in more detail below).

5. **Identify the number of clusters formed using the PCA components and the current \( G \) components:** We identify the number of clusters present using the clustering stage described in the next section.

6. **Quit process:** if every cluster of spikes corresponds to a firing rate < threshold level. We use a default threshold value of 50Hz. We found this value to be sufficient in all our tests, i.e. on every test we performed, the method found the correct number of clusters (neurons). However, this value can be changed if one knows the maximum firing rate of the neurons in the
Figure 5.2: This shows the results of using the moving average with different filter sizes. **Panel(a)** shows an example spike waveform shape recorded by an electrode. **Panels (b)-(d)** show the results when the original spike waveform (**Panel(a)**) was smoothed using the moving average filter when the filter lengths were $M=5$, $M=10$ and $M=25$ respectively.
area recorded. We also note that if all of the detail about the spike shapes based on curvature is extracted (i.e. \( G \) has reached the highest possible value) and the condition is still not satisfied, the output of the method, i.e. the clustering of the spike shapes, will be based on the maximum (feature) detail extracted (i.e. the highest \( G \) value).

7. **Increase \( G \) by 1.**

8. **Calculate a new set of \( G \) components for every waveform:** We divide the set of \( K \) curvature values into \( G \) consecutive subsets, which partitions the corresponding waveform into \( G \) sections and calculate the average curvature value within each section. We discuss this in detail below.

9. **For every waveform, replace the previous extra components by appending the new of \( G \) components to the corresponding PCA set.**

10. Repeat steps 5-9.

**Calculating A Set Of Curvature Scores \( K \) For A Spike Waveform**

A set \( K \) is defined by \( K = \{k(2), ..., k(T - 1)\} \), where \( k(t) \) refers to the curvature score at sampling point \( t \) on the waveform. \( k(t) \) describes the curve shape and its curvature, i.e. how curved it is, at point \( t \). \( T \) refers to the total number of sampling points. We do not calculate \( k(t) \) for the first and last points of the waveform, as they do not have two adjacent points. For example, if there were \( T = 48 \) sampling points, \( K \) would contain 46 \( k(t) \) scores.

To calculate \( k(t) \), we follow the procedure of Rutter (2000). We acquired the values of the waveform’s electrophysiological trace at \( t - 1, t \) and \( t + 1 \). We then approximated the first and second derivatives at \( t \), using the 3 values with the central difference approximation (we note that more than 3 values could be used to approximate the derivatives at \( t \) but from our experience we found 3 was sufficient) and estimated the curvature \( k(t) \), which is defined by:

\[
k(t) : C^2 \Rightarrow \mathbb{R} \\
f \mapsto \frac{f''(t)}{(1+f'(t)^2)^{3/2}}
\]
For further information see (Rutter, 2000).

The central difference approximation for $f'(t)$ is:

$$f'(t) \approx \frac{f(t + h) - f(t - h)}{2h}$$ (5.4)

The central difference approximation for $f''(t)$ is:

$$f''(t) \approx \frac{f(t + h) - 2f(t) + f(t - h)}{h^2}$$ (5.5)

where $h$ is the interval size. In this work we used $h = 1$, as stated above.

We acquire the $i^{th}$ component of $G$, i.e. $G_i$, for a waveform by averaging the curvature values over the $G$ consecutive subsets of the corresponding $K$ set using:

We define the subset size using $S = A/G$, where $A$ is the number of scores in $K$. We note if $S$ is not a whole number, we decrease the size of the $K$ set until it is. Thus, $A$ is initially $T - 2$, where $T$ is the number of sampling points

$$G_i = \frac{1}{S} \sum_{j=(i-1)S+1}^{iS} k_j$$ (5.6)

where $k_j$ refers to the $j^{th}$ element of $K$.

### 5.4 Spike Sorting Clustering Method

Having explained the pre-processing stage, this section describes the spike clustering method which extends Kohonen’s clustering method (Kohonen 1984; Ritter et al., 1989). In this method, clusters are firstly identified and then points (spikes) are classified based on these clusters. The method we present extends the basic method in two ways:

1. Identifies, automatically, the number of clusters within the feature space. This is achieved by identifying the densest areas in the feature space (section 5.4.2).

2. Automatically identifies the edge of each cluster to improve cluster separation.

   In other words, our method forms an implicit boundary around each cluster, and thus, the points inside the boundary of each cluster are grouped together. This process, therefore, reduces the chance of misclassification. (section 5.4.2).
5.4.1 Simulated Data To Test And Explain Methodology

To explain and test our methodology, we generated several datasets containing 2-D or higher dimensional datapoints. For each dataset, we distributed the data into different cluster sizes and positions. To generate a dataset we firstly chose a set of mean vector datapoints, where each set represented a cluster centre and position. We then created the clusters by adding sets of vectors to each mean datapoint vector. We selected these randomly from a normal distribution specified by the mean datapoint vector and a chosen standard deviation\(^1\). In this chapter, we refer to the datapoint dimension as \(C_i\). For example, a 2-D dataset would have datapoint dimensions \(C_1\) and \(C_2\). We show a simulated dataset example containing 2 clusters, one much larger than the other, in fig. 5.3 Panel (a). The mean datapoint vectors of the left and right clusters were \([-10,-4]\) and \([21.5,-6.3]\) respectively. We created the left using 1000 sets of 2-D vectors, which we selected using a standard deviation of 8. We created the right cluster in the same way but with 500 sets of 2-D vectors with a standard deviation of 4. We use this simulated dataset to describe our methodology throughout the chapter, unless otherwise stated\(^2,\(^3\).

5.4.2 Clustering Method

There are many unsupervised spike sorting clustering methods (Brown et al., 2004), but, many have problems. That is, they sometimes fail to detect the correct number of clusters automatically and may result in many unclassified and/or misclassified spikes. This is because some methods group the spikes into clusters, either, using incorrect assumptions about the distribution and variance of the data (Harris 2003; Pouzat et al., 2002), or, using suboptimal pre-defined criteria, i.e. the default values (Fee et al., 1996b; Quian Quiroga et al., 2004). As discussed in chapter 2, choosing

\(^1\)We note that our simulated data was created for the purposes of explaining, and testing, our clustering methodology and not to recreate realistic recordings. We test our method on real electrophysiological data later in the results section.

\(^2\)We use 2 components, i.e. dimensions, throughout this chapter for explanation, and presentation, purposes. The entire method is applicable to many more components as in practice 2 dimensions would not reveal separable clusters within the feature space. At the end of the chapter, we show the results of applying the method to \(>3\) dimensions.

\(^3\)We refer to a feature component set as a datapoint throughout the chapter.
Figure 5.3: Panel (a) shows the simulated data set and the initial state of the Kohonen network. The circular markers (nodes) represent the outputs. Panel (b) shows the outcome of the Kohonen network after using 250 epochs. The positions (weight vectors) of all 9 nodes are shown, where each represents a cluster but two represent the denser areas, i.e. the cluster centres. The lines that connect them represent the nodes’ neighbours. Panel (c) shows nodes $n_1$ and $n_3$ represent the same cluster, and, $n_2$ and $n_4$ are $n_3$’s neighbours.
optimal parameter values so that the method achieves a high performance is difficult as, in practice, we would have no information about the dataset, i.e. what the optimal value or result of the method should be.

As we need an automatic method, we propose a clustering method, which uses and extends the Kohonen clustering process. The method automatically detects the correct number of clusters (neurons) (Extension 1) and automatically identifies the cluster sizes (i.e. automatically determines cluster boundaries) thereby reducing the chance of misclassified spikes (Extension 2). In other words, the method groups the spikes into clusters without the above limitations. That is, our method achieves a high performance without assumptions about the distribution or variance of the data and without the need for optimal predefined criteria.

**Kohonen Network**

The first stage of our clustering process is to locate, using an unsupervised Kohonen network, the denser areas of the feature space that may represent cluster centres. A detailed discussion on the Kohonen network is not included in this chapter, but can be found in many papers and books, e.g. (Kohonen 2001). However, the basic Kohonen algorithm is described below:

Before the training process, we have to select several network features:

1. **Select a number of network outputs**: For a typical unsupervised Kohonen network, we would normally use the same number of outputs as the number of clusters in the feature space, but we would, typically, not know this information. Due to this problem there exists no optimal choice, as an advantage of using one number in one dataset may not be the same in another. However, we found that using the maximum number of neurons that could be in the dataset calculated from a minimum firing rate (we used a default value of 15Hz) that could feasibly be sustained by a neuron as the number of outputs was a sufficient choice. For example, if 1000 spikes was recorded over a 1s period and we use a minimum firing rate of 15Hz, we would, therefore, expect the dataset to contain the activity of at most 1000/15=66 neurons. 66 would, therefore, correspond to the number of outputs we would use with the
example dataset containing 1000 spikes. We note that the default value of 15Hz could be changed if a dataset used with our spike sorting process contains neurons with a known lower firing rate. However, in all our tests the number of outputs acquired using 15Hz was usually more than the number of clusters in the feature space, which is important for the Kohonen extensions 1 and 2 discussed later. In this chapter, we refer to the set of network outputs as $N$, i.e. $N = \{n_1, ..., n_U\}$, where $U$ is the number of outputs and $n_i$ refers to $i^{th}$ network output. For explanation purposes throughout the chapter, we also refer to $n$ as a node within the feature space, i.e. the node represents the vector the output stores.

2. **Select a Topology.** We used a 1-dimensional topology, where we update the winning node’s two adjacent neighbours by half the amount. For example, we update nodes 1 and 3 if the winning node was 2. We used a 1-D topology to adapt the nodes (outputs) so that each had a chance of residing in a cluster. As the later training stage (extension 2) spreads the nodes out more optimally, the choice of topology in the initial training stage, from our experience, was generally not important. However, we do note that using a 1-D topology can be computationally less expensive than a higher dimensional topology. For example, we would need to update more network outputs using a grid like topology, i.e. the winning node and its surrounding neighbours (5 outputs), compared to a 1-D topology (3 outputs). Therefore, training a network that has a grid like topology using large datasets e.g. ($> 100000$) spikes, where a large input vector ($> 10$) represents each spike, may take longer. We note that a grid like topology can slightly increase the overall performance of SOMA, i.e. reduce the number of missclassified spikes. We discuss the effects of a grid like output on our method, in terms of speed and performance, in the results section of this chapter.

3. **Select the number of training epochs and the learning rate:** Again, as with selecting the number of outputs, there are no optimal choices. However, from our experience, we found that using 250 epochs$^4$ and a learning rate of

$^4$An epoch refers to every datapoint being used once to train the network.
0.5, which decreased by 0.001 at the start of every epoch, was sufficient. That is, using these values with the Kohonen network, generally, caused the nodes to spread out evenly across the clusters in the feature space. This is because the movement of each node gradually decreased as training got closer to finishing. This is important for Kohonen extensions 1 and 2 discussed later.

4. Select the initial connection values (weights) to the outputs. In other words, select the initial node positions: We select the initial position of \( n \), i.e. the weight vector \( W_n \), at random from the range of feature component values.

5. Select distance measure: We used the Euclidean distance measure. We refer to this distance measure as \( d(W_x, W_y) \), i.e. the distance between the weight vectors \( x \) and \( y \), throughout the chapter.

Fig. 5.3 Panels (a) and (b) show the state of a Kohonen network before and after training respectively. We used the network with 9 outputs, the above features, and the simulated dataset discussed earlier. We can see from the figure that the outputs (nodes (black markers)) of the trained network are sufficiently spread across the clusters due to the network features chosen. We next discuss the Kohonen extensions 1 and 2, where extension 1 identifies the central nodes, i.e. the nodes nearer the cluster centres, and extension 2 uses the residual nodes to reduce misclassification.

Extension to Kohonen Network I (identifying the number of clusters)

This section describes how we extend the Kohonen network clustering procedure to identify the number of clusters present within the feature space. We achieve this by comparing the data distributions that a node and its two adjacent neighbours represent.

Subsets of Kohonen network outputs (nodes) will represent different clusters (for an example, see fig. 5.3 Panel(b)) after training the network. We identify the nodes closest to a cluster centre as the ones representing a denser area, i.e. the nodes nearer to a number of datapoints compared to their neighbours\(^5\). However, the set

\(^5\)The Kohonen network features chosen at the beginning will always result in a subset of nodes representing every cluster, where one will be nearer the centre. Additionally, the outputs will
compiled can contain nodes representing the same cluster that we need to remove by assessing the density of the distribution between every two nodes in the set. Thus, as we would expect the area between clusters to be less dense than the density of the clusters, if we have two nodes \( a \) and \( b \) and we analyse the density at various positions between \( a \) and \( b \), if the density at any position is less than both \( a \) and \( b \) we would assume that they reside in different clusters, otherwise, we would assume they reside in the same cluster. If they reside in the same cluster we remove the node residing in an area less dense than the other node. We discuss this in the next section. Therefore, we implement two stages to identify the central nodes, which we describe briefly below:

- **Stage 1: Identify A Set Of Central Nodes \( Z \)**
  1. **Calculate a mean distance \( D \) score for every node \( n \):** This describes the mean distance between a node \( n \) and \( n \)’s \( X \) nearest datapoints.
  2. **Identify a set \( Z \) of possible central nodes:** We achieve this by comparing the \( D \) score of every node and its two adjacent neighbours.

- **Stage 2: Verify that each node in \( Z \) represents a different cluster**
  1. **Analyse the changes in the datapoint distribution between two nodes, from \( Z \), using the \( D \) and \( B \) (we introduce \( B \) later) scores.** \( B \) essentially estimates the density of the feature space a node resides in by counting the number of datapoints within a boundary surrounding the node.

We describe these stages in the subsequent two sections.

**Stage 1: Identifying A Set Of Nodes That Represent Potential Cluster Centres**

maintain their number order, therefore, comparing each node with its two adjacent neighbours is always possible.
Calculating A Mean Distance Score $D$ For A Node

The score $D$ describes the mean distance between a node $n$ and its $X$ nearest datapoints. A low score represents a set of close datapoints to $n$, i.e. a potential cluster centre (high density area), and a high score represents a set of distant datapoints, i.e. the outer area of a cluster (low density area). To acquire the score, we calculate the average euclidean distance between $n$’s weight vector $W_n$ and several of its closest datapoints. The equation is shown below:

$$D(n) = \frac{\sum_{i=1}^{X} d(W_n, J_i)}{X}$$

(5.7)

where $J$ refers to a set of $X$ datapoints that are close to $n$, $J_i$ refers to the $i^{th}$ element of set $J$ and $d(W_n, J_i)$ refers to the Euclidean distance between $W_n$ and $J_i$. $X$ refers to the number of $n$’s closest datapoints used to calculate $D(n)$. Generally, no value for $X$ provides an optimal choice, as an advantage of one value in one dataset may not be the same in another. However, we want $D(n)$ to reflect the density of the cluster area $n$ resides in. Therefore, $X$ cannot be larger than the number of datapoints in the cluster $n$ resides in. For example, if $X$ was larger than the number of datapoints in the cluster, $D(n)$ would be calculated from the datapoints of other clusters, and, if $n$ resides in an area with a very dense distribution, the $D(n)$ score may suggest the area is sparse. Furthermore, $X$ cannot be too small. This is because using a few very close datapoints to calculate $D(n)$ may, also, not accurately represent the density of the cluster area $n$ resides in. For example, if we calculate $D(n)$ from a very few close datapoints, but $n$ resides in an area with a sparse distribution, $D(n)$ may suggest the area is dense. Therefore, we use an $X$ value, which is a fraction of the minimum cluster size that could be in the dataset. We calculate the minimum cluster size using a minimum firing rate that a neuron could feasibly sustain. We, again, used a default value of 15Hz. Thus, $X = round(\frac{m \times T}{q})$, where $m$ is the chosen minimum firing rate, $T$ is the total recording time, and $\frac{1}{q}$ is the fraction used. From our experience we found that using $q = 4$ and the default value of 15Hz was sufficient on many tests. That is, these values tended to produce $X$ values that were not too small or too big.

\[^6\]We show the effects of large and small $X$ in the next section.
Identify A Set Of Central Nodes $Z$

We identify a set of central nodes $Z$ by picking those in the densest areas of datapoints. We achieve this by identifying the nodes which have a lower $D$ score compared to its two adjacent neighbours, so a node $n_g$, where $g \neq 1$ or $g \neq U$, is in a dense area if:

$$(D(n_g) < D(n_{g+1})) \land (D(n_g) < D(n_{g-1}))$$

where $n_{g-1}$ and $n_{g+1}$ represent $n$’s adjacent neighbours. When $g = 1$ and $g = u$, we analyse $n_1$ and $n_U$ differently as they do not have two adjacent neighbours. So, $n_1$ is in a dense area if:

$$(D(n_1) < D(n_2))$$

and if $g = U$, $n_U$ is in a dense area if

$$(D(n_U) < D(n_{U-1}))$$

Therefore, $Z$ contains the nodes that satisfy one of the above conditions, i.e. they are near or within cluster centres. From $Z$ we form another set $E$ that contains the nodes within the clusters’ outer areas, i.e. $E$ contains the nodes that are not in $Z$.

We used this method on our simulated data and trained network, shown in fig. 5.3, Panel (b), which identified a set $Z$ comprising two nodes, $n_5$ and $n_9$. We show the $D$ scores for all $n$ in table 5.1.

<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$ scores</td>
<td>4.9900</td>
<td>4.8939</td>
<td>4.5988</td>
<td>3.6290</td>
<td>2.8974</td>
<td>3.6538</td>
<td>5.5923</td>
<td>2.6230</td>
<td>2.1342</td>
</tr>
</tbody>
</table>

Table 5.1: The table shows that nodes $n_5$ and $n_9$ represent potential cluster centres. The nodes surrounding these have higher scores, thus represent the cluster outer areas.

Stage 2: Verifying The Nodes In Set $Z$ Represent Different Clusters

Set $Z$ can contain nodes that represent the same cluster. For example, from the $D$ scores in Table 5.2 we would conclude that nodes ($n_1$ and $n_3$) constitute the set $Z$, i.e. these two nodes represent different clusters. This is incorrect (see fig. 5.3 Panel (c)). The process includes $n_3$ in $Z$ because its two neighbours are positioned further out causing $((D(n_3) < D(n_4)) \land (D(n_3) < D(n_2)))$. So, as $n_3$ has a higher


\[ D \text{ score than } n_1, n_3 \text{ would need removing.} \]

\[
\begin{array}{c|cccc}
  n & 1 & 2 & 3 & 4 \\
  \hline 
  D \text{ scores} & 2.6459 & 5.7898 & 3.9678 & 4.6898 \\
\end{array}
\]

Table 5.2: The table shows there are two nodes, \( n_1 \) and \( n_3 \), that represent potential cluster centres.

**Determining Whether Two Nodes Represent Different Clusters:**

To determine whether two nodes, \( s \) and \( e \), represent different clusters, we analyse the datapoint distribution at different positions between them using the \( D \) and \( B \) scores (the \( B \) score is discussed below). Essentially, to determine if \( s \) and \( e \) are in different clusters, the distribution of the datapoints between \( s \) and \( e \) should be less dense compared to the areas \( s \) and \( e \) reside in. Thus, we calculate the density, which is represented by \( D \) and \( B \), at various positions between \( s \) and \( e \) to determine whether a less dense area at one of the position exists between the two, and, if one exists, we would conclude that \( s \) and \( e \) reside in different clusters. We calculate both \( D \) and \( B \) for efficiency (discussed below).

The \( B \) score for a node \( n \), i.e. \( B(n) \), is the number of datapoints that satisfy \( d(W_n, x) < r \), where \( x \) is a datapoint vector, \( W_n \) is the node’s weight vector and \( r \) is a boundary value. In other words, \( B(n) \) is the number of datapoints within the boundary \( r \) surrounding \( n \). We use both \( D \) and \( B \) scores to determine whether two nodes represent different clusters to improve efficiency, i.e. speed up the process. From our experience, the \( D \) scores on some tests can show that \( s \) and \( e \) are in different clusters before the \( B \) scores do, and, vice versa.

To calculate \( B \) at different positions between \( s \) and \( e \) we need to calculate a value for \( r \). We found the choice requirements of \( r \) was the same as choosing \( X \), i.e. \( r \) could not be too large or small. In other words, if \( r \) is too big or small, the datapoints used to calculate the \( B \) score may not accurately represent the density of the cluster area. Therefore, we found calculating \( r \) using the distance between \( s \) and \( e \), i.e.:

\[
d(W_s, W_e)/q \quad (5.8)
\]
with \( q = 4 \) was sufficient. We discuss the effects of different \( r \) values in the next section.

![Figure 5.4](image)

**Figure 5.4:** This figure shows the simulated data (EX1) and (EX2). **Panels (a) and (b):** show the simulated dataset containing 2 clusters (EX1) and 1 cluster (EX2) respectively. The markers in the middle of the clusters represent central nodes, labelled \( s \) and \( e \), and the striped line represents the path of positions. We use \( T \) equally spaced positions between \( s \) and \( e \) to calculate \( D(m_j) \) and \( B(m_j) \) to reduce computational costs.

In fig. 5.4 Panel (a), we show an example where two nodes, \( s \) and \( e \), represent different clusters. We refer to this dataset as (Ex 1). To determine whether \( s \) and \( e \) represent different clusters, we analyse the changes in the \( D \) and \( B \) scores at \( T \) positions between \( s \) and \( e \). The line connecting \( s \) and \( e \) in fig. 5.4 Panel (a) indicates the set of potential positions. For our discussion we use \( T = 40 \) (From our tests, we found no optimal value for \( T \), as an advantage for one value in a dataset may not be the same for another. However, we discuss the effects different \( T \) values can have later in this section). Furthermore, we refer to a single position as \( j \) and the vector at position \( j \) as \( m_j \). Therefore, the vector at position \( j = 1 \) would equal \( W_s \), i.e. \( m_1 = W_s \), and the vector at position 40 would equal \( W_e \), i.e \( m_{40} = W_e \). So, if \( s \) and \( e \) represent different clusters and \( m \) moves from \( s \) to \( e \), we would expect \( m \) to satisfy the condition (which we refer to as clust throughout the chapter) below:

\[
\left((D(m_j) > D(s)) \land (D(m_j) > D(e))) \lor ((B(m_j) < B(s)) \land (B(m_j) < B(e)))\right)
\]

at a position \( j \). In other words, we would expect \( m \) to move through an area, between \( s \) and \( e \), with a lower density of datapoints than the areas \( s \) and \( e \) are in.
We tested this condition using the data from (EX1)(fig. 5.4, Panel (a)), i.e. when \( s \) and \( e \) are in different clusters, and show the results in fig. 5.5.

Fig. 5.5 Panel (a) shows the \( D(m_j) \) score, and Panel (c) shows the \( B(m_j) \) score, at 40 positions between \( s \) and \( e \) respectively. We calculated each \( D(m_j) \) score using \( X = 125 \), and each \( B(m_j) \) score using \( r = 5.12 \). Both \( r \) and \( X \) were acquired using the calculations discussed earlier. \( X \) was calculated from the smallest cluster, which contained 500 datapoints. Furthermore, \( r \) was the same for \( s \), \( e \) and \( m \) and was calculated using \( s \) and \( e \) with equation 5.8. The results show as \( j \) increased to \( j = 23 \), i.e. when \( m \) moved from \( s \), the \( D(m_j) \) score increased from 2.8 (\( D(s) \)) and peaked at 6.32 (Panel (a)). Furthermore, \( B(m_j) \) score decreased from 182 (\( B(s) \)) to 32 (Panel (c)). When \( j \) increased from 23 to \( j = T \), i.e. when \( m \) moved from \( j = 23 \) to \( e \), \( D(m_j) \) decreased to 2.07 (\( D(e) \)) (Panel (a)) and \( B(m_j) \) increased to 272 (\( B(e) \))(Panel (c)). We note that \( D(m_j) \) peaked, and \( B(m_j) \)’s lowest score was, at \( j = 23 \), as it was the least dense area between the two dense areas (clusters). Fig. 5.5 Panels (b) and (d) show the positions of \( s \), \( e \) and \( m \) in the feature space and the datapoints used to calculate \( s \), \( e \) and \( m \)’s \( D \) (Panel (b)) and \( B \) (Panel (d)) scores. The nodes are represented as circular markers. The lines in Panel (b) refer to the distance between the nodes and its \( X \) closest datapoints. We can see the distance (lines) between \( m \) and its closest datapoints, overall, are longer (which corresponds to the score \( D(m) = 6.32 \)) than the ones emerging from \( s \) and \( e \) (which correspond to the scores \( D(s) = 2.8 \) and \( D(e) = 2.07 \) respectively (Panel (a))). In Panel (d) the circles around the nodes refer to the boundary \( r \). We can see less datapoints within the boundary of \( m \) (which corresponds to the score \( B(m) = 32 \)) than the boundaries of \( s \) and \( e \) (which correspond to the scores \( B(s) = 182 \) and \( B(e) = 272 \) respectively (Panel (c))). The results in fig. 5.5 showed that \( m \) moved between two dense areas, i.e. \( m \) moved between clusters, where the \( clust \) condition was satisfied when \( j = 2 \). Thus, the \( D \) and \( B \) scores correctly showed, when used with the condition \( clust \), that \( s \) and \( e \) represent different clusters.

We next tested this condition using the data from (EX2)(fig. 5.4, Panel (b)), i.e. when \( s \) and \( e \) are in the same cluster, and, we show the results in fig. 5.6. Panel (a) shows the \( D(m_j) \) score, and Panel (b) shows the \( B(m_j) \) score, at 40 positions between \( s \) and \( e \). We, again, calculated all \( D(m_j) \) scores using \( X = 125 \), as the
Figure 5.5: These results show that, using the dataset (EX1) (fig. 5.4, Panel (a)), s and e are correctly identified as representing different clusters. Panel (a) shows the $D(m_j)$ score, and Panel (c) shows the $B(m_j)$ score, at 40 positions between s and e. We calculated each $D(m_j)$ score using $X = 125$, and each $B(m_j)$ score using $r = 5.12$. Both $r$ and $X$ were acquired using the calculations discussed earlier. $X$ was calculated from the smallest cluster, which contained 500 datapoints. Furthermore, $r$ was the same for $s$, $e$ and $m$ and was calculated using $s$ and $e$ with equation 5.8. The results show as $j$ increased to $j = 23$, i.e. when $m$ moved from $s$, the $D(m_j)$ score increased from 2.8 ($D(s)$) and peaked at 6.32 (Panel (a)). Furthermore, $B(m_j)$ score decreased from 182 ($D(s)$) to 32 (Panel (c)). When $j = 23$ increased to $j = T$, i.e. when $m$ moved from $j = 23$ to $e$, $D(m_j)$ decreased to 2.07 ($D(e)$) (Panel (a)) and $B(m_j)$ increased to 272 ($B(e)$) (Panel (c)). We note that $D(m_j)$ peaked, and $B(m_j)$’s lowest score was, at $j = 23$, as it was the least dense area between the two dense areas (clusters). The results show that $m$ moved between two dense areas, i.e. $m$ moved between clusters, where the clust condition was correctly satisfied when $j = 2$. Panels (b) and (d) show the positions of $s$, $e$ and $m_{23}$ in the feature space and the datapoints used to calculate $s$, $e$ and $m_{23}$’s $D$ and $B$ scores. The nodes are represented as circular markers. The lines in Panel (b) refer to the distance between the nodes and its $X$ closest datapoints. We can see the distance (lines) between $m_{23}$ and its closest datapoints, overall, are longer than the ones emerging from $s$, and $e$. The circles around the nodes in Panel (d) refer to the boundary $r$. We can see there are less datapoints within the boundary of $m_{23}$ than the boundaries of $s$ and $e$. 
minimum cluster size was 500. However, we used $r = 4.89$ for the $m_j$, $s$ and $e$ B scores, calculated using $s$ and $e$ with equation 5.8. The results show as $j$ increased, i.e. when $m$ moved from $s$ to $e$, the $D(m_j)$ score increased from 2.76 ($D(s)$) to 7.3 ($D(e)$) (Panel (a)). Further, the $B(m_j)$ score decreased from 83 ($B(s)$) to 7 ($B(e)$) (Panel (b)). The results showed that $m$ moved continuously through a less dense area than the area $e$ was in. That is, the $B$ and $D$ scores at each position between $s$ and $e$ did not satisfy the $clust$ condition, and therefore, correctly showed that $s$ and $e$ were in the same cluster.

Figure 5.6: These results show that, using the dataset (EX2) (fig. 5.4, Panel (b)), $s$ and $e$ were correctly identified as representing the same cluster. Panel (a) shows the $D(m_j)$ score, and Panel (b) shows the $B(m_j)$ score, at 40 positions between $s$ and $e$ respectively. We, again, calculated all of the $D(m_j)$ scores using $X = 125$ as the minimum cluster size was 500. However, we used $r = 4.89$ for the $s$, $e$ and $m$ B scores, calculated using $s$ and $e$ with equation 5.8. The results show as $j$ increased i.e. when $m$ moved from $s$ to $e$, the $D(m_j)$ score increased from 2.76 ($D(s)$) to 7.3 ($D(e)$) (Panel (a)). Furthermore, the $B(m_j)$ score decreased from 83 ($B(s)$) to 7 ($B(e)$) (Panel (b)). The results showed that $m$ moved through a less dense area compared to the area $e$ was in. That is, the $clust$ condition was not satisfied.

We have successfully demonstrated here that our condition $clust$ and the $D$ and $B$ scores can be used to determine whether two nodes are in different clusters. We refer to the process of identifying the nodes that represent different clusters as $movingm$ throughout the chapter. We summarise $movingm$ in the next section.

The Algorithm To Identify Whether Two Nodes Represent Different Clusters ($movingm$):
We identify whether two nodes represent different clusters using the following algorithm, \textit{movingm}:

1. Add an extra output (node) \( m \) to the Kohonen network

2. Update node \( m \) to move from a start node \( s \) to a destination node \( e \) in \( T = 15 \) steps (positions); i.e. 15 steps\(^7\) from \( W_{m_j} = W_s \) to \( W_{m_j} = W_e \).

More specifically, we:

(a) Calculate the \( D(e) \) and \( D(s) \) scores (using equation 5.7) and \( B(e) \) and \( B(s) \) scores (using equation 5.8 with \( s \) and \( e \) to calculate \( r \)).

(b) Calculate the \( D(m_j) \) (using equation 5.7) and \( B(m_j) \) (where we use the same \( r \) value as in step (a) to calculate \( B(m_j) \)) scores for every new position.

(c) For every position \( j \) \( m \) moves to, we analyse the newly calculated \( D(m_j) \) and \( B(m_j) \) scores using the \textit{clust} condition.

(d) Quit process: when condition \textit{clust} is satisfied before \( W_{m_j} = W_e \). Otherwise repeat steps b) and c)

We next show the effects of varying \( X \), \( r \) and \( T \) on the \textit{movingm} procedure.

\textbf{The Effects Of Varying \( X \), \( r \) and \( T \) on \textit{movingm}}

As we stated earlier, different values for \( X \), \( r \) and \( T \) can produce \( D(m_j) \) and \( B(m_j) \) scores that suboptimally describe the density of the datapoint distribution.

We investigated the effects of varying \( X \), \( r \) and \( T \) on the outcome of \textit{movingm}, i.e. whether the condition \textit{clust} is correctly satisfied when these parameters vary. We discuss the results below.

We firstly tested \textit{movingm} on the dataset in fig. 5.4 Panel (b)(EX2), i.e. when \( s \) and \( e \) were in the same cluster, using small \( X \) and \( r \) values. We show the results in

\footnote{We used \( T = 15 \) steps as we found this was sufficient in many tests, i.e. on every test we performed, \( s \) and \( e \) were correctly determined as being in different clusters. In addition, had lower computational costs compared to using higher \( T \) values. We show the effects of different \( T \) values in the next section.}
fig. 5.7. The figure shows the $D(m_j)$ score when $X = 10$ (Panel (a)), and the $B(m_j)$ score when $r = 0.5$ (Panel (c)) at 40 positions between $s$ and $e$. The results in both panels show the $D(m_j)$ and $B(m_j)$ scores fluctuated more erratically as $j$ increased compared to the scores produced when $X = 125$ and $r = 5.19$ (see fig. 5.5 Panels (a) and (c) in the last section). Furthermore, the $B(m_j)$ score at $j = 4$ was $< \text{both } B(s) \text{ and } B(e)$, and, the $D(m_j)$ score at $j = 33$ was $> \text{both } D(s) \text{ and } D(e)$. In other words, the $B$ and $D$ scores at position $j = 4$ and $j = 33$ respectively incorrectly satisfied the clust condition, and therefore, showed $s$ and $e$ were in different clusters. The scores fluctuated and the condition was incorrectly satisfied because the datapoints used to calculate the scores did not accurately represent the density of the cluster at each of the $j$ positions $m$ was in between $s$ and $e$.

We next tested moving $m$ on the dataset fig. 5.4 Panel (a)(EX1), i.e. when $s$ and $e$ were in different clusters, using large $X$ and $r$ values. In fig. 5.7 we show the $D(m_j)$ score when $X = 1000$ (Panel (b)), and the $B(m_j)$ score when $r = 20$ (Panel (d)), at 40 positions between $s$ and $e$. The panels show that at each position $j$, $D(m_j)$ was never $> D(e)$ (fig. 5.7, Panel (b)), and, $B(m_j)$ was never $< B(e)$ (Panel (d)). These scores incorrectly show that both $s$ and $e$ were in the same cluster. This happened because $X >$ the number of datapoints contained in the smallest cluster, which in this case was 500 (the cluster that $e$ represents). Furthermore, $r >$ the variance of the smallest cluster, which had a standard deviation of 4. In other words, the $D$ and $B$ scores for $m$ and $e$ were calculated from the datapoints of both clusters, where $m$ was always closer to the datapoints in the larger cluster where $s$ resides. Therefore, at each of the $j$ positions the $D$ and $B$ scores produced showed that $m$ was always in a denser area than $e$.

We finally tested moving $m$ on the dataset in fig. 5.4 Panel (a)(EX1), i.e. when $s$ and $e$ are in different clusters, using large and small $T$ values. We calculated $D$, using $X = 125$ (calculated from the smallest cluster), and $B$, using $r = 5.19$ (calculated using equation 5.8 with $s$ and $e$), at 40 positions between $s$ and $e$. In fig. 5.8 we show the results when $T = 3$ and $T = 100$. Panel (a) shows the $D(m_j)$ scores, and Panel (c) shows the $B(m_j)$ scores, when $T = 3$. Panel (b) shows the $D(m_j)$ scores, and Panel (d) shows the $B(m_j)$ scores, when $T = 100$. All the results show that the nodes $s$ and $e$ were in different clusters, i.e. the clust condition was correctly
Figure 5.7: This figure shows the effects of varying $X$ and $r$ on the outcome of moving $m$ when $s$ and $e$ were in the same cluster (Panels (a) and (c)) (i.e. when we used the (EX2) dataset (fig. 5.4 Panel (b))) and in different clusters (Panels (b) and (d)) (i.e. when we used the (EX1) dataset fig. 5.4 Panel (a)). We calculated $D(m_j)$ and $B(m_j)$ at $T = 40$ positions. Panel (a) shows the $D(m_j)$ scores when $X = 10$ and Panel (c) shows the $B(m_j)$ scores when $r = 0.5$. The panels show the scores fluctuated more erratically as $j$ increased compared to the scores when $X = 125$ and $r = 5.19$ (fig. 5.6, Panels (a) and (b) respectively). The results also imply that $s$ and $e$ were in different clusters. That is, the $D$ score at $j = 33$ i.e. $D(m_{33})$, was $> \text{ both } D(s)$ and $D(e)$ (Panel (a)) and the $B$ score at $m_4$, i.e. $B(m_4)$, was $< \text{ both } B(e)$ and $B(s)$ (Panel (c)). Panel (b) shows the $D(m_j)$ scores when $X = 1000$ and Panel (d) shows the $B(m_j)$ scores when $r = 20$. The results in Panels (b) and (d) incorrectly imply that $s$ and $e$ were in the same cluster. That is, at each position $j$, $D(m_j)$ was never $> D(e)$ (Panel (b)) and $B(m_j)$ was never $< B(e)$ (Panel (d)).
satisfied. That is, when \( T = 3 \) and \( j = 2 \), \((D(m_2) > D(s)) \land (D(m_2) > D(e))\) (Panel (a)) and \((B(m_2) < B(s)) \land (B(m_2) < B(e))\) (Panel (c)). Furthermore, when \( T = 100 \) and \( j = 58 \) (example position), \((D(m_{58}) > D(s)) \land (D(m_{58}) > D(e))\) (Panel (b)) and \((B(m_{59}) < B(s)) \land (B(m_{59}) < B(e))\) (Panel (d)). The results also show, when \( T = 100 \), a smoother transition in the \( D(m_j) \) and \( B(m_j) \) scores as \( j \) increased. That is, \( T = 100 \) provided a more accurate description of the datapoint distribution between \( s \) and \( e \) compared to when \( T = 3 \). However, sometimes a more accurate description can be a pitfall. For example, when \( m \) moves from \( s \) to \( e \), the \( D \) and \( B \) scores produced may show very dense abnormal areas in the feature space, which may incorrectly satisfy the clust condition. We show an example of this in fig. 5.9, where \( s \) and \( e \) are in the same cluster. The \( D(m_j) \) score at position \( j = 98 \) shows a slightly lower density than \( D(e) \). Therefore, \( D(m_{98}) \) is > both \( D(s) \) and \( D(e) \), incorrectly satisfying the clust condition, i.e. showing that \( s \) and \( e \) are in different clusters. In addition, when \( T = 3 \), \( D \) and \( B \) may incorrectly not satisfy the clust condition. For example, as \( m \) only moves in this instance from \( s \) in 2 steps, and if \( s \) and \( e \) are in two clusters, \( m \) could leap over the area separating the clusters. This could, therefore, imply incorrectly that \( s \) and \( e \) are in the same cluster, i.e. the condition clust is not satisfied.

Generally, there are no optimal values for \( X \), \( r \) and \( T \) as a value used in one dataset may have problems in another. In this section, we showed the values used for \( X \), \( r \) and \( T \) should not be too large or small as they can affect the outcome of movingm. That is, the \( D \) and \( B \) scores can incorrectly satisfy the clust condition. The \( r \) and \( X \) generated using our guidelines, and, using \( T = 15 \), was sufficient in all our tests. That is, the nodes were always correctly identified as residing in the same or different clusters. We note that using a larger \( T \) value can be computationally inefficient, especially if many network outputs are used. That is, if many nodes, e.g. > 30, are in set \( Z \) we would have to investigate the datapoint distribution between many nodes in the set to identify the ones that represent different clusters. For example, when we used SOMA on datasets containing 40000 5-D datapoints the whole SOMA process took 25mins when \( T = 100 \) and 10mins when \( T = 20 \). These times were produced by SOMA when we used 40 outputs and all the above default parameter values were used.
Figure 5.8: This figure shows the effects of varying $T$ on the outcome of moving $m$ when $s$ and $e$ were in different clusters. For this investigation we used the (EX1) dataset (5.4 Panel (a)). We calculate $D(m_j)$ when $X=125$, and $B(m_j)$ when $r=5.12$. Panel (a) shows the $D(m_j)$ scores, and Panel (c) shows the $B(m_j)$ scores when $T=3$. Panel (b) shows the $D(m_j)$ scores, and Panel (d) shows the $B(m_j)$ scores, when $T=100$. The sets of $D(m_j)$ and $B(m_j)$ scores show the same regardless of $T$. That is, when $T=3$ at $j=2$ (Panel (a)) and $T=100$, e.g. at $j=58$, Panel (b), $D(m_j)$ was > both $D(s)$ and $D(e)$, and, $B(m_j)$ is < both $B(s)$ and $B(e)$. These results correctly show that $s$ and $e$ were in different clusters. Furthermore, when $T=100$, the panels show a smoother transition in the $D(m_j)$ and $B(m_j)$ scores as $j$ increased (Panels (b) and (d)). That is, $T=100$ provides a more optimal description of the datapoint distribution between $s$ and $e$. 
Figure 5.9: This figure shows the effect of using $T = 100$ on the outcome of $movingm$ when $s$ and $e$ were in the same cluster. For this investigation we used a modified version of the (EX2) dataset (fig. 5.4 Panel (b))). That is, we formed a less dense area of datapoints near $e$. The $D(m_j)$ score at $j = 98$ incorrectly suggests that $s$ and $e$ are in different clusters.

In this chapter, we use our guidelines to calculate $X$ and $r$, and, we use $T = 15$ with SOMA, unless otherwise stated.

**Identifying the Central Nodes From $Z$**

To determine whether all of the central nodes in $Z$ reside in different clusters, we need to determine that the density of the distribution between all of the nodes in $Z$ in the feature space is less than the density of the areas each of the nodes reside in. We refer to the set of central nodes as $R$ and the rest of the nodes as set $E$. To acquire set $R$, we use the above procedures and implement the following:

1. Acquire a set $L$, by sorting the nodes in $Z$ into $D$ ascending order.

2. Identify the nodes from $L$ that represent the same clusters.
   
   (a) Select the $s$ node from $L$ that has the lowest $D$ score.

   (b) Append $s$ to $R$.

   (c) Remove $s$ from $L$

   (d) Use the procedure $movingm$ with $s$ and every node in $L$, where $L$ corresponds to a set of $e$ nodes. If the condition $clust$ is not satisfied, i.e. $s$ and $e$ are in the same cluster:

      i. Remove $e$ from $L$. 
ii. Append $e$ to $E$.

(e) Repeat steps (a)-(d) until $L$ is empty.

In other words, $R$ contains the correct central nodes and $E$ is the set of nodes residing in the clusters around the central nodes. We refer to $E$ as the set of outer nodes. We use the central nodes $R$ and set $E$ in extension 2 to reduce misclassification.

Extension to the Kohonen Network II (Reducing Misclassification)

This section describes a further extension to the Kohonen network clustering process, which uses the nodes in the $R$ set and the nodes in the $E$ set to reduce misclassification. Briefly, classification is implemented through a Kohonen network by clustering together the datapoints closest to each node. In other words, the classification procedure forms hyperplanes between each of the nodes, which, form implicit regions surrounding the nodes. Thus, any datapoints within the region surrounding the node are clustered together.

Using only the central nodes in the classification process\(^8\) can result in hyperplanes not separating the clusters sufficiently (i.e. do not form regions which fully encapsulate each cluster), thereby causing misclassification. We show an example of this in fig. 5.10 Panel (f), where a subset of the larger cluster would be misclassified as it resides on the wrong side of the hyperplane (boundary). In other words, some of the points are closer, with respect to the hyperplane, to the incorrect node, and therefore, classified to it.

Therefore, using, and moving (updating) the extra nodes towards the clusters’ edges, repositions the hyperplanes between the central nodes to enhance cluster separation (fig. 5.10 Panel (e)), which therefore, form better implicit regions.

\(^8\)We note that this is the equivalent of using the standard Kohonen self-organising map clustering method. That is, the standard method assumes that the number of outputs provided by the user is the number of clusters in the feature space, and therefore, when the network is trained, the nodes, if the number of them equates to the number of clusters in the feature space, would correspond to our set of central nodes.
Figure 5.10: **Panels (a)-(f):** These show the results of the pushing and dispersing stages. It shows the process has continuously pushed and spread out the clusters’ outer nodes, i.e. sets $O_R$, over several epochs. **Panel (e):** This shows the result of the SOMA process when used with all 10 nodes, where the hyperplane (black line) formed from the outer nodes (sets $O_R$) improves cluster separation. **Panel (f):** This shows the result of the SOMA process when only the central nodes are used. The hyperplane (black line) formed between them does not sufficiently separate the clusters.
To achieve a reduction in misclassification we use all of the nodes in $E$ and the central nodes in the classification procedure to form better hyperplanes (regions). In other words, as it is likely that subsets of the nodes in $E$ are spread around each of the central nodes in each cluster, we can identify which nodes in $E$ reside in the same cluster as each of the central nodes, and then, cluster together all of the datapoints closest to each of the nodes (i.e. cluster together all of the datapoints closest to each of the nodes in subset $E$ or the central node,) in the same cluster. Using the extra nodes with the classification process may not reduce misclassification immensely as the first stage (Kohonen training) may not distribute the nodes to represent every cluster’s area sufficiently. Therefore, we move the non-central nodes (i.e. the nodes in set $E$) further into and around their cluster’s outer area. This should reduce misclassification as it will move the nodes as close to the clusters edges as possible, and therefore, improves cluster separation, i.e. form better implicit regions surrounding the clusters. To achieve a reduction in misclassification we implement the following:

1. **The Identification Process:** Associate a set of nodes $O_{R}$, a subset of $E$, to every node in the $R$ set. Thus, a node from $R$ is a central node of a cluster and its corresponding $O_{R}$ set represents the outer nodes of the same cluster.

To achieve more optimal hyperplanes, i.e. better cluster separation, we use a second set of 250 epochs during which we use a novel algorithm that first pushes and then disperses the nodes in each $O_{R}$ set out, and around, their corresponding cluster. We designed these two techniques to slowly push and space out the nodes in an $O_{R}$ set, preventing the confinement of node subsets to one area. Therefore, an entire cluster area, regardless of shape and size, is sufficiently represented. To visualise this extension, we show an example of the pushing and dispersing stages in fig. 5.10 Panels (a)-(d).

From our experience, there exists no optimal choice for the number of epochs to run this process, but 250 epochs when used with the learning rate (discussed later) and extension 2, generally spread the nodes out more optimally around the clusters. However, this may need to be lowered if using large datasets, as it can be
computationally expensive. We discuss the outcome of extension 2 later. For every epoch we implement the following:

2. **The Pushing Process**: At the start of every epoch, we push a set of nodes, which contains a node from every $O_R$ set, further towards their cluster’s edge.

3. **The Dispersing Process**: For the rest of the epoch, we use the Kohonen training process to disperse the outer nodes (the $O_R$ sets) around their cluster.

Once these stages are complete, we classify each of the datapoints using the new classification process described below:

4. **The Classification Process**: Classify each datapoint to a node in set $R$. We identify the closest node to a datapoint using the euclidean distance measure. The identified node is either a central node in $R$ or from an $O_R$ set, thus, we classify the datapoint to the corresponding node in $R$.

We explain the first three processes in more detail below:

**The Identification Process**

To identify a set of nodes $O_R$ for every node in $R$, we find the nodes that are within the same cluster as $R$, via a two stage-process:

1. **Identify the node in $R$ to which each node in $E$ is closest. Therefore, we form a set of nodes $Q$ for every node in $R$**: There is a high chance the nodes in set $R$ and the nodes in their corresponding $Q$ set represent the same cluster.

2. **Verify that every node in $R$ and its corresponding $Q$ set represent the same cluster**: We achieve this using the movem procedure (Extension I, Stage 2) to verify the nodes $s$, which is a node from $R$, and $e$, which is a node from the corresponding $Q$ set, represent the same cluster, so:
i. We append \( e \) to the corresponding \( O_R \) set if the condition \( \text{clust in movingm} \) is not satisfied, i.e. \( s \) and \( e \) are in the same cluster.

ii. If \( e \) does satisfy the condition \( \text{clust} \) we test it against the other nodes in \( R \). We ignore it if on every test the condition \( \text{clust} \) is satisfied.

The Pushing Process

At the start of every epoch, we choose a node from every set \( O_R \), and push them further towards their cluster’s edge.

We achieve this pushing process by initially associating the same \( r \) value, calculated using the equation 5.8, to pairs of nodes, i.e. a node from \( R \) and a node in its \( O_R \) set. Throughout the epochs, the \( r \) value for the outer nodes remains the same and we retain the central nodes within the cluster centres, but, increase their boundaries so that they correspond to the distance between the central node and the chosen outer node. We then push out the outer node so that their boundaries, i.e. the boundaries of the central nodes and the outer nodes, do not overlap. This process continues until all the outer nodes (\( O_R \) sets) represent an area near their cluster’s edge, i.e. a stopping condition is met. We show this process visually in fig. 5.11.

![Figure 5.11](image)

Figure 5.11: This shows the boundaries used in the pushing process for a central node \( u \) and a node from \( u \)'s corresponding \( O_R \) set \( v \). The boundary surrounding the central node \( u \) increases, and \( v \) is pushed out, over time. The pushing process continues until a stopping condition is satisfied, i.e \( v \) is near the cluster’s edge.

The \( r \) value associated to the outer node is the distance we push out the node each
time. We use \( r \) as the pushing distance due to it being based on the cluster size, i.e. the initial distance between the central and outer node. Thus, if there is, initially, a small distance between them, we assume that they reside in a small cluster so we want to push the outer nodes out in small steps. If the initial distance between them is large we assume they are in a larger cluster so we push the outer nodes out in larger steps. We implement the pushing process in this way, i.e. increase the central nodes boundaries, so that we know how far from the centre we have the pushed out the nodes. In other words, we exclude the datapoints positioned within the central nodes’ boundaries from updating the outer nodes’ in the dispersing stage. Thus, a outer node’s movement is confined to its cluster’s outer area.

As clusters can vary in shape and size, we need to push some nodes out further than others. For example, if a cluster had an elongated spherical shape, we would need to push some nodes further out so that they represent the edges of the elongated sections compared to the nodes that represent the reduced sections. To achieve this, we associate a set of boundaries to every node \( u \) in \( R \), where the size of the set corresponds to the number of nodes in \( u \)’s \( O_R \) set.

To achieve this pushing process we:

1. **Associate a set of boundary values** \( I \) **to every central node** \( u \) **in** \( R \), where the number of boundaries in \( I \) is equal to the number of nodes in \( u \)’s \( O_R \) set. **We also associate an** \( r \) **value to each node in** \( O_R \). If we refer to a node in \( u \)’s \( O_R \) set as \( v \), then the boundary value of \( v \) associated to \( u \) is \( I_v \), which refers to the \( v^{th} \) element of \( I \). \( I_v \)’s and \( v \)’s \( r \) value is initially the same and calculated using equation 5.8 with nodes \( u \) and \( v \). During extension 2, \( I_v \) will be updated in the pushing process (explained below) and the value \( r \) associated to \( v \) stays the same throughout training.

2. **Identify and push out a node from every set of** \( O_R \): **We implement this at** the start of every epoch. This is described in more detail below:

**Identifying and pushing a node from an** \( O_R \) **set**

To achieve this, we:
1. Identify a node \( v \) from \( u \)'s \( O_R \) set, which is closest to \( u \).

2. Quit the process: if \( v \) satisfies the condition \( \text{pushstop} \) explained in the next section.

3. Increase the boundary value \( I_v \), i.e. the boundary value of \( u \) associated to \( v \) using:

\[
I_v = d(W_u, W_v) \tag{5.9}
\]

4. Update node \( v \)'s weight vector i.e. push out node \( v \) so the boundaries of \( v \) and \( u \) do not overlap using:

\[
W_v(t + 1) = W_v(t) - (W_u(t) - W_v(t)) \left( \frac{r}{I_v} \right) \tag{5.10}
\]

where \( r \) refers to the boundary around node \( v \) and \( t \) refers to the \( t^{th} \) epoch.

Verifying a node’s new position

We need to verify the pushing process will not push the chosen node \( v \) out from, or into another, cluster. Thus, we do not increase \( u \)'s boundary value \( I_v \) or push out \( v \) if \( v_n \), which we refer to as \( v \)'s new (push) position, satisfies the condition \( \text{pushstop} \) below.

The Process And The Condition To Prevent Nodes Being Pushed Into Another Cluster

To determine whether \( v \) will be pushed into another cluster we calculate two \( B \) and two \( D \) values for \( v_n \). The first \( B \) and \( D \) values refer to the datapoint distribution in between \( v_n \) and \( u \), and the second set of \( D \) and \( B \) values refer to the datapoints behind \( v_n \). Therefore, if the density of the datapoint distribution behind \( v_n \) is > the density in front of \( v_n \), we do not increase \( u \)'s \( I_v \) value or push out \( v \) to \( v_n \). This is because the higher density behind \( v_n \) suggests the area behind \( v \) is another cluster. Furthermore, we do not push \( v \) or increase \( u \)'s \( I_v \) value if the area behind \( v_n \) contains no datapoints. To describe this procedure we refer to \( v_n^b \) as the datapoints behind \( v_n \) and \( v_n^f \) as the datapoints in front of \( v_n \).
Calculating the $B(v_n^f)$ score

To derive the $B(v_n^f)$ score, we implicitly divide the spherical boundary i.e. $r$, surrounding $v_n$ through the middle into two halves, where the division line is perpendicular to the line between $v_n$ and $u$ (central node). Thus, the number of datapoints within the half sphere facing $s$ (We show this graphically in fig. 5.12) constitutes the $B(v_n^f)$ score.

![Figure 5.12: This shows the boundary used to calculate the $B(v_n^f)$ and $B(v_n^b)$ scores. The marker in the middle represents the central node $u$. The node $v$ residing in the outer area of the cluster represent a node from $u$’s $O_R$ set. The $v$ node is the one selected to be pushed and $v_n$ is the new push position of $v$. The circular sphere surrounding node $v_n$, and the line through the middle, represent the half boundaries used to calculate $B(v_n^f)$, i.e. we calculate $B(v_n^f)$ using the datapoints within the half boundary facing $u$, and $B(v_n^b)$, i.e. we calculate $B(v_n^b)$ using the datapoints within the half boundary behind $v_n$.](image)

To identify if a datapoint’s position is within the correct half of the boundary, we implement the following:

1. **Calculate an angle $\alpha$ that identifies if datapoint $x$ is positioned within $u$ and $v_n$:** We calculate angle $\alpha$ using $W_{v_n}$, $W_u$ and $x$ (datapoint vector), so if $\alpha < 90$, $x$ is between them. (Explained below).

2. **Identify whether the datapoint $x$ is also within the specified boundary $r$:** i.e. $(d(W_{v_n}, x) < r)$, where $d(W_{v_n}, x)$ represents the euclidean distance between $W_{v_n}$ and $x$. 
Calculating The Angle $\alpha$

To do this, we need to rearrange the cosine law (shown below):

$$p^2 = z^2 + l^2 - 2zl \cdot \cos \alpha$$  \hfill (5.11)

where $z = d(W_{vn}, x)$, $l = d(W_u, W_{vn})$, $p = d(W_u, x)$.

Calculating The $B(v^f_n)$ Score

The $B(v^f_n)$ score is the number of datapoints that satisfy

$$(d(W_{vn}, x) < r) \land (\alpha < 90)$$

Calculating the $B(v^b_n)$ score

The datapoints used to calculate $B(v^b_n)$ have to satisfy

$$(d(W_{vn}, x) < r) \land (\alpha > 90)$$

i.e. the datapoints within the boundary $r$ behind $v_n$. We show these boundaries graphically in fig. 5.12.

Calculating The $D(v^f_n)$ and $D(v^b_n)$ Scores

We calculate the $D(v^f_n)$ using equation 5.7 where the closest datapoints to derive the scores have to be between $u$ and $v_n$, i.e. $\alpha < 90$. We calculate $D(v^b_n)$ using the closest datapoints behind $v_n$ with respect to $u$, i.e. $\alpha > 90$.

Condition pushstop

We do not increase $I_v$ associated to both $v$ and $u$, or, push out $v$ to $v_n$ if

$$((B(v^b_n) > B(v^f_n)) \lor (D(v^b_n) < D(v^f_n)) \lor (B(v^b_n) == 0))$$

In other words, we do not increase $I_v$ or move $v$ to $v_n$ if the area behind $v_n$ is more dense than the area in front of $v_n$.

The Dispersing Process

For the rest of the epoch, we disperse all non-central nodes (sets $O_R$) around their cluster’s outer area.
To achieve this, we use and modify the Kohonen training process, so:

1. We no longer update the winning nodes adjacent neighbours.
2. A winning node is from one of the $O_R$ sets.
3. If the current datapoint is not within the centre or outside the winning node’s cluster (explained below) we move (update) the winning node.

**Identifying And Moving The Winning Node**

To achieve this, we:

1. Identify a winning (closest) node $f$ for every datapoint $x$.
2. Do not update $f$ using $x$, i.e. do not move $f$ closer to $x$, if $x$ is:
   
   (a) Within the boundary of the corresponding central node $u$, i.e. within $I_f$.
   
   (b) Behind the winning node $f$ with respect to $u$, i.e. if $\alpha > 90$. We rearrange equation 5.11 to calculate $\alpha$, where $z = d(W_f, x), l = d(W_u, W_f), p = d(W_u, x)$

   These constraints confine $f$’s movement to its cluster’s outer area. Therefore, we update $W_f$, i.e. move $f$, if:

   $$(d(W_u, x) \geq I_f + r) \land (\alpha \leq 90)$$

   using $x$, where $r$ is the boundary value for $f$. We add $r$ to prevent $u$ and $f$’s boundaries overlapping, i.e. to prevent $f$ from moving nearer the central node $f$ which would negate the effect of the pushing process.

   The above process is shown in fig. 5.13. The figure shows an example of the datapoints the process excludes from updating a node $f$ (left cluster).
Figure 5.13: This shows the datapoints to which node $f$ (from an $O_R$ set) can move towards. That is, $f$ can move between the boundaries: line $(x)$, which is perpendicular to the line between $f$ and central node $u$, and $(I_f)$ (where $I$ is the boundary set associated to $u$) the circle surrounding the central node $u$. These boundaries change overtime, i.e. $(I_f)$ increases in size, and line $(x)$ changes with respect to $u$, as $f$ moves around the cluster’s outer area. Any changes in the boundaries define new datapoints, which the dispersing process temporarily excludes. If node $f$ moved to the cluster’s right side its line boundary would change, e.g. Line $(y)$.

5.5 Results Generated From Using The Spike Sorting Process On Simulated Data

To test the efficiency of our clustering method we created 10 simulated datasets in the same way as discussed in section (5.4.1), each containing 2 or 3 normally distributed clusters, which were made from either 10000 2-D, 40000 5-D or 40000 20-D datapoints. In addition, the clusters varied in size, position and standard deviation. Table 5.3 states the contents of each dataset.

Firstly, we investigated the effectiveness of, i.e. determined the usefulness of, our extensions to the Kohonen’s self organising map clustering method\(^9\). To investigate this, we used SOMA with each dataset and after each stage of the process we classified the data using the network. In other words, after initial training we classified the data using only the central nodes (set $R$)\(^{10}\) after extension 1 we classified the

\(^9\)We note that in all our tests SOMA identified the correct number of clusters, and therefore, we only report the percentage of the datasets SOMA correctly classified.

\(^{10}\)Using only the central nodes, i.e. one node per cluster, is the equivalent of using the standard
<table>
<thead>
<tr>
<th>Dataset</th>
<th>ND</th>
<th>D</th>
<th>NC</th>
<th>CI</th>
<th>Dist</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10000</td>
<td>2-D</td>
<td>2</td>
<td>Cluster 1 (5000)(8)</td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10000</td>
<td>2-D</td>
<td>2</td>
<td>Cluster 1 (5000)(8)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(4)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10000</td>
<td>2-D</td>
<td>2</td>
<td>Cluster 1 (5000)(8)</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(4)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10000</td>
<td>2-D</td>
<td>2</td>
<td>Cluster 1 (5000)(4)</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(4)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10000</td>
<td>2-D</td>
<td>2</td>
<td>Cluster 1 (5000)(4)</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(4)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10000</td>
<td>2-D</td>
<td>2</td>
<td>Cluster 1 (5000)(4)</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(4)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10000</td>
<td>2-D</td>
<td>3</td>
<td>Cluster 1 (5000)(1.5)</td>
<td>Avg 7.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(1.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 3 (5000)(1.5)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>10000</td>
<td>2-D</td>
<td>3</td>
<td>Cluster 1 (5000)(1.5)</td>
<td>Avg 6.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (5000)(1.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 3 (5000)(1.5)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>40000</td>
<td>5-D</td>
<td>2</td>
<td>Cluster 1 (20000)(8)</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (20000)(4)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>40000</td>
<td>20-D</td>
<td>2</td>
<td>Cluster 1 (20000)(8)</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cluster 2 (20000)(4)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: This table shows the contents of each simulated dataset we used to test SOMA. *G* represents the dataset number. *ND* represents the number of datapoints in the dataset. *D* represents the number of dimensions, i.e. the datapoint vector size. *NC* represents the number of clusters. *CI* represents the cluster information. The first number in the bracket represents the number of datapoints in the cluster and the second number represents the standard deviation of the cluster. *Dist* represents the euclidean distance between the cluster centres. For more than 2 clusters we show the average distance. The clusters in datasets 4, 5, 7, 8 did not vary in shape and did not overlap. The rest contained clusters that either varied in shape and/or had some overlap.
data using the central and non-central nodes, and, after extension 2 (i.e. after the non-central nodes were spaced out more optimally around the clusters) we classified the data again using the central and non-central nodes. Thus, if the number of datapoints SOMA correctly classified increased with each extension used then, we can conclude the extensions are useful. We tested SOMA on each dataset 20 times, used 9 outputs (nodes), and calculated the percentage of the dataset SOMA correctly classified after each stage and averaged the percentage across runs. Throughout this section, when we discuss the percentage of the results we are referring to the average percentage over runs unless otherwise stated. We show the results in table 5.4. We found that using SOMA with datasets containing clusters with similar distributions, and, did not overlap (table 5.4 dataset 4,5,7,8), SOMA’s performance was similar after each stage. That is, as the central nodes classified a high percentage of these datasets correctly, the extensions only slightly improved the classification result. However, when the cluster sizes varied and had some overlap, the results improved with each extension (table 5.4 datasets 1,2,3,6,9,10). For example, the percentage of datapoints SOMA correctly classified after each stage increased from 76% to 92% when we used dataset 3. The results show that cluster separation improved with each extension. The results also show that each stage took a similar time to complete, i.e. the time SOMA took to cluster the data increased with each extension used. The results suggest that using the 2 new extensions may increase performance but, as a consequence, increases computational costs. Finally, the results show that the entire clustering process took longer when we used large datasets and when the datapoints were represented in higher dimensions (table 5.4 datasets 9,10).

Secondly, we investigated whether increasing the number of outputs (nodes) used with SOMA would increase the number of datapoints SOMA correctly classifies. We investigated this by running SOMA with both extensions 1 and 2 and 20 outputs on datasets 1,2,3,6,9,10 (contents of the datasets shown in table 5.3) 20 times. We calculated the percentage of the datapoints SOMA correctly classified after each run and how long it took. We then averaged the results across runs. We show the average results after extension 2 in table 5.5. The results show that using more outputs (nodes) with SOMA reduced the number of datapoints misclassified (see Kohonen clustering method with the same number of outputs as the number of clusters).
Table 5.4: This table shows the average percentage of the data in each dataset (contents shown in table 5.3) across 20 runs SOMA (using 9 outputs (nodes)) correctly classified after each stage of the process. In addition, we also show the average time (in minutes) SOMA took, across 20 runs, to complete each stage of the process. Dataset represents the dataset set we used. \(C1\) represents the average percentage of the data SOMA correctly classified after the initial training stage (i.e. the percentage of the data SOMA correctly classified when we used only the central nodes in the classification process) and \(T1\) represents the time (in minutes) the stage took to complete. \(C2\) and \(C3\) represent the average percentage of the datasets SOMA correctly classified after extension 1, i.e. using all the nodes (central and non-central nodes), and after extension 2 (i.e. using the central and non-central nodes once the non-central nodes were more optimally spaced out around the clusters) respectively. \(T2\) and \(T3\) represent the average time extension 1 and extension 2 took to complete, and \(TT\) represents the average total time, i.e. the time it took for all extensions to complete. The results show that for datasets containing similar sized clusters and were spaced apart (clusters 4,5,7,8) using the central nodes was sufficient for clustering. However, when we used SOMA on datasets containing clusters of varying size and overlapped (the rest of the datasets) the percentage of the datasets SOMA correctly classified increased with each extension. For example see dataset 3. We also note that the time SOMA took to complete clustering the data increased with each extension. We also note that the process took longer when SOMA was used with larger datasets, and, when the datapoints were represented in higher dimensions (datasets 9 and 10).
<table>
<thead>
<tr>
<th>Dataset</th>
<th>C</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>97%</td>
<td>4.7</td>
</tr>
<tr>
<td>2</td>
<td>97%</td>
<td>4.9</td>
</tr>
<tr>
<td>3</td>
<td>96%</td>
<td>4.8</td>
</tr>
<tr>
<td>6</td>
<td>97%</td>
<td>4.6</td>
</tr>
<tr>
<td>9</td>
<td>98%</td>
<td>15.3</td>
</tr>
<tr>
<td>10</td>
<td>96%</td>
<td>17.3</td>
</tr>
</tbody>
</table>

Table 5.5: This table shows the average percentage of the data in each dataset 1,2,3,6,9,10 (contents shown in table 5.3) across 20 runs SOMA (using 20 outputs) correctly classified after both extensions. In addition, we also show the time (in minutes) SOMA took, on average, across 20 runs, to complete the whole process. Dataset represents the dataset we used. C represents the average percentage of the data SOMA correctly classified after both extensions. TT represents the average total time. These results show that when we used SOMA with 20 outputs (nodes) it classified a higher percentage of the dataset correctly compared to using 9 outputs (nodes) (see table 5.4). For example, when we used dataset 10 with SOMA, it classified 96% and 94% of the dataset correctly when we used 20 and 9 outputs (nodes) (see table 5.4) respectively. However, SOMA took longer to finish when we used 20 outputs (nodes). For example, when we used SOMA with dataset 10, SOMA took 17.3 minutes to complete the process when used with 20 outputs but 15.3 minutes when we used 9 outputs (see table 5.4).

In other words, SOMA took longer to identify the non-central nodes belonging to each cluster as SOMA had to analyse the distribution between more nodes. For example, using extension 1, 200 epochs and 40000 5-D datapoints with a network containing 9 and 20 outputs (nodes) took 12.3 minutes (table 5.4) and 15.3 minutes (table 5.5) respectively. The results suggest that increasing the number of outputs used may increase performance but, as a consequence, may increase computational costs.

Finally, we investigated whether using a grid like output (2-D topology) would affect the outcome and speed of SOMA. We used a 3x3 grid, i.e. 9 outputs (nodes), where the winning node’s neighbours were updated in the same way as discussed.
Figure 5.14: The figure shows the trained state of a Kohonen network with a 1-D and 2-D topology when used with dataset 1 after the initial training stage and both extensions. Panels (a) and (c) show the state of the 1-D and 2-D topologies, respectively, after the initial training stage. The circular markers represent the nodes and the thin line connecting them represents the nodes’ neighbours. The results show the nodes in a 2-D topology (Panel (c)) were more evenly spaced out after the initial training stage. Panels (b) and (d) show the state of the 1-D and 2-D topology networks, respectively, after extensions 1 and 2. The markers in the middle of the clusters represent the identified central nodes, i.e. set $R$. Furthermore, the nodes connected to the central nodes with a striped line represent the central nodes corresponding outer node $O_R$ sets. The results show that after extension 1 and 2 the nodes in both network topologies were spaced out more optimally, which improved cluster separation. That is, the network with a 1-D and 2-D topology correctly classified 97% and 98% of the dataset respectively.
in the methods section. We used this network on datasets 1,2,3,6,9,10, i.e. the datasets containing clusters that varied in size and were close together (dataset contents shown in table 5.3). To determine whether a 2-D topology increases SOMA’s performance, we classified the datapoints using the 2-D network after the initial training stage (i.e. using only the central nodes), after extension1 (i.e. using all the nodes (central and non-central nodes) and extension 2 (i.e. using the central and non-central nodes once the non-central nodes were more optimally spread out around the clusters). We tested this topology on each dataset 20 times and calculated the percentage of the data SOMA correctly classified after each stage and the time it took. We then averaged the results across runs. We show the average results in table 5.6.

Firstly, the results in tables 5.4 and 5.6 show that, overall, the percentage of the datasets SOMA correctly classified was similar after initial training (i.e. when SOMA classified the data using the central nodes) using either a 1-D or 2-D topology. However, the percentage of the data SOMA correctly classified after extension 1 was greater when we used a 2-D topology. For example, when we used dataset 1 with SOMA, it classified 95% and 93% of the dataset correctly when we used a 2-D and 1-D topology respectively. This is because the nodes in a 2-D topology tended to be more evenly distributed across the feature space after the initial training stage. We show a graphical example of this in fig. 5.14 Panels (c) and (a). The panels show a 1-D (Panel (a)) and 2-D (Panel (c)) network topology after they were trained (i.e. after the initial training stage) with dataset 1. We can see the nodes in a 2-D topology are more evenly spaced out (Panel (c)) compared to a 1-D topology (Panel (a)).

Secondly, the results in tables 5.6 and 5.4 show that, overall, the percentage of datapoints correctly classified by both network topologies increased when we used extension 2, but, both networks correctly classified a similar percentage of datapoints. For example, when we used dataset 1 with SOMA, it classified 98% and 97% of the dataset correctly when we used a 2-D and 1-D topology respectively. This is because, after the extension 2 stage, the nodes in both networks, regardless of topology, were more optimally spaced out. We can see this visually in fig. 5.14 Panels (b) and (d), which show the 1-D and 2-D networks after extension 2, when
Table 5.6: This table shows the average percentage of the datasets 1,2,3,6,9,10 (shown in table 5.3) across 20 runs SOMA (using a 3x3 grid of outputs (nodes) (i.e. a 2-D network topology)) correctly classified after each stage of the process. In addition, we also show the average time SOMA took (in minutes), across 20 runs, to complete each stage of the process. Dataset represents the dataset set we used. C1 represents the average percentage of the data SOMA correctly classified after the initial training stage (i.e. the percentage of the data correctly classified when we used only the central nodes in the classification process). T1 represents the average time (in minutes) the initial training stage took to complete. C2 and C3 represent the average percentage of the data SOMA correctly classified after extension 1, i.e. using all the nodes (central and non-central nodes) and after extension 2 (i.e. using the central and non-central nodes once the non-central nodes were moved further towards the outer edges of the clusters) respectively. T2 and T3 represents the average time extension 1 and extension 2 took to complete respectively, and, TT represents the total time, on average, the whole process, i.e. all extensions, took to complete. The results show the percentage of the datasets SOMA correctly classified after the initial traning stage was the same regardless of the topology used (see table 5.4 for the 1-D results). In addition, the results show that the initial training stage took longer to complete when we used a 2-D topology compared to a 1-D topology. For example, when we used dataset 10 containing 40000 20-D datapoints, SOMA took 6.5 minutes and 5 minutes to finish the initial training stage when used with a 2-D and 1-D topology respectively (see table 5.4 for 1-D topology results). After extension 1 the 2-D topology classified a higher percentage of each dataset correctly compared to a 1-D topology (see table 5.4). For example, when we used dataset 1 with SOMA, it classified 95% and 93% of the dataset correctly when we used a 2-D and 1-D topology respectively. However, after extension 2, both network topologies classified a similar percentage of the dataset correctly.
we trained them with dataset 1. We can see the nodes in both the 1-D (Panel (b)) and the 2-D topology (Panel (d)) are more evenly spread out compared to when we used the initial training stage (Panels (a) and (c)). We note that when we used SOMA with a 2-D topology on datasets 1,3,6, it correctly classified a slightly higher percentage of datapoints after extension 2.

Finally, the results in tables 5.6 and 5.4 show that the initial training stage took longer to complete when we used a 2-D topology compared to a 1-D topology with datasets 1,2,3,6,9,10, and therefore, SOMA took longer to complete the whole process. For example, when we used dataset 10, i.e. 40000 20-D datapoints, the initial training stage took 7.5 and 5 minutes to finish when we used a 2-D (3x3 grid) and 1-D (9 nodes) topology respectively. That is, the initial training stage took \( \sim 2.5 \) minutes longer to complete when we used a 2-D topology. This is because SOMA updates more nodes using a 2-D topology as many of the nodes have more neighbours compared to a 1-D topology. We next investigated whether increasing the number of nodes, i.e. using a 4x4 grid, affected the speed of SOMA. We applied this network to datasets 9 (i.e. 40000 5-D datapoints) and 10 (i.e. 40000 20-D datapoints). When we used dataset 9 with SOMA 20 times, the initial training stage took, on average, 6.4 minutes. In addition, the initial training stage took, on average, 9.9 minutes when we used the network with dataset 10. In other words, when we used SOMA with a 2-D network topology containing 16 nodes the initial training stage took an extra 1.1 and 2.4 minutes compared to using a 2-D topology with 9 nodes and datasets 9 and 10 respectively. In conclusion, the results in tables 5.4 and 5.6 suggest that regardless of datapoint vector size, cluster size and position, the number of datapoints misclassified by a network was similar regardless of topology after extension 2. However, in some cases, using a 2-D topology may slightly increase performance but, as a consequence, may increase computational costs. For the results in the next sections we use a 1-D topology for simplicity unless otherwise stated. However, if time or computing power is not a concern, 2D topologies could be used.
5.6 Application To Experimental Data

We now apply our method to experimental data and compare it to other methods. We use both data where we know, and don’t know, the number of neurons and the spikes each fired.

5.6.1 Datasets

In this section we apply SOMA to data from both the rat olfactory bulb and the inferotemporal cortex in sheep. The datasets were provided by the Babraham Institute, Cambridge. In chapter 3 we discussed how the rat olfactory bulb datasets were acquired. For the sheep datasets, spiking activity was recorded from unanaesthetised sheep while they performed an operant discrimination task in which different pairs of sheep faces were presented and a correct panel-press response elicited a food reward. For both preparations, individual electrodes were fabricated from tungsten wires (125µ diam.) sharpened to a $< 1\mu$ tip and insulated with epoxylite. Electrode impedances were $\sim 200\Omega$. Neuronal activity (spikes) was sampled extracellularly from each electrode.

5.6.2 Application To Recordings From The Rat Olfactory Bulb

The spike data used in this section was recorded from the mitral cell layer of the OB when no odour stimulus was presented. SOMA was used with the default values discussed in the methods section. The datasets discussed here were produced either by a Multi-Electrode Array (MEA) (which we refer to as multi-neuron datasets) or single electrodes (single neuron datasets). A multi-neuron dataset contains the spiking activity of several, but an unknown number of, neurons. A single neuron dataset contains the spiking activity of one neuron.

Using SOMA With A Dataset Containing A Known Number Of Cells

In this section we used, and merged, two single neurons datasets, where each dataset contained approximately 7000 spikes, into one. The spikes were recorded from a sampling period of 100 seconds. Our objective here was to determine whether
the results acquired by SOMA, using the merged dataset, corresponded to the information known. The merged dataset contained 13256 spikes.

SOMA used 9 outputs (nodes), and, extracted and used 6 $P_{cuv}$ components from this dataset. These were calculated as discussed in the method section. We show in fig. 5.15 (Panels (a) and (b)), the sets of waveforms SOMA attributed to each group, and Panel (c) shows the average waveform shape from each, i.e the underlying signal recorded from the neurons.

We compared the classification results SOMA produced with the two single cell datasets, and found that SOMA had classified 100% of the spikes correctly, i.e. the process identified the correct number of clusters (neurons) and grouped together the correct spikes.

![Waveform Diagrams](image)

Figure 5.15: Panels (a) and (b) show the spike waveforms attributed to the cluster groups 1 and 2 respectively. Panel (c) shows the average waveform from both groups.

Using SOMA With A Dataset Containing An Unknown Number Of Cells

In this section, we used data recorded from a multi-electrode array. More specif-
ically, we used the data acquired from one electrode, which contained the spiking activity of several neurons. The dataset contained 65256 spikes recorded from a sampling period of 160s.

We know that the firing rate of mitral cells is typically in the range of 15-50Hz. Thus, our objective here was to determine whether SOMA could form and identify several clusters (neurons) from the dataset, where each cluster of spikes represents a firing rate in the range of 15-50Hz.

SOMA used 28 outputs (nodes), and, extracted and used 8 $P_{cuw}$ features. These were calculated using the process described in the methods section. We show the groups of spikes found by SOMA in fig. 5.16, panels (b)-(g).

The groups can be associated to different neurons, as each group corresponds to a distinctive shape (fig. 5.16, panel (a)), and, the number of spikes in each group represents a firing rate in the known range. Thus, we can be fairly certain that each group represents the spikes fired by one neuron. However, to increase the validity of the results, we should, when possible, use other evaluatory measures. For example, we could test whether the interspike intervals associated to each cluster of spikes fits a known distribution and/or that the minimum interspike interval associated to each cluster correspond to a known refractory period of the neurons recorded. We note that in our case we do not have any supplementary information about our datasets, and therefore, we cannot increase the validity of our results.

5.6.3 Application to Recordings from Sheep Temporal Cortex

The spike data used in this section was recorded from the sheep temporal cortex when no stimulus was presented. The dataset we used contained 46456 spikes recorded from a sampling period of 100s. We know that the approximate firing rate of these neurons is in the range 15-45 spikes/sec (Nicol et al., 2003). Thus, our objective was to determine whether SOMA could identify a number of clusters, where the number of spikes in each represent a firing rate in the above range.

SOMA used 31 outputs, and, extracted and used 10 $P_{cuw}$ features (2 more than the number extracted with the rat recordings). We found that SOMA was similarly successful when applied to this dataset. We show the spike waveforms SOMA
Figure 5.16: Panels (b)-(g): show the spike waveforms SOMA grouped together. Panel (a): shows the average spike waveform from each group.
grouped together in fig. 5.17 (Panels (b)-(g)).

SOMA extracted more components from these spike shapes as they were more complex, thus, more difficult than the rat recordings to distinguish. In fig. 5.17 (Panel (a)), we show the average spike waveform from each group.

We have shown, from the rat and sheep result sections, that SOMA can identify several groups of spike shapes (neurons) within a dataset regardless of waveform shape complexity by adapting its process according to the data presented, i.e. increasing the number of components to describe more complex waveform shapes. The process, therefore, is not restricted to work with a particular dataset and can be used with recordings from any animal or brain area, not just the ones presented here.

5.7 Comparing SOMA With Other Spike Sorting Methods

In this section we compare the feature extraction method of SOMA, $P_{stage}$, with Wavelets (Quiroga et al. (2004) and discussed in Chapter 2). We also compare the SOMA clustering method with Klustakwik ((Harris, 2003), which uses the CEM algorithm (Celeux et al., 1992)) and Waveclus (Quiroga et al. (2004) and discussed in Chapter 2), which uses the super-paramagnetic clustering (SPC) algorithm. To compare these methods we used several single neuron datasets recorded from the rat olfactory bulb. More specifically, we merged combinations of these datasets (how we chose them is discussed below) into different datasets and used them with the spike sorting methods. Thus, as we know the number of neurons recorded and the spikes that belong to each neuron in a dataset, we evaluate a method’s performance by:

1. the number of neurons detected by the clustering algorithms.

2. the number of spikes correctly associated to each neuron.

Therefore, using the above as performance measures we also evaluate the:
Figure 5.17: Panel (b)-(g): show the spike waveforms SOMA grouped together. Panel (a): shows the average spike waveform from each group.
1. method’s performance when we use neuron spike recordings that vary in shape and noise.

2. method’s performance when we use them in an automated way and how we would use them in practice, i.e. with the default values.

5.7.1 The Datasets Used

Definitions
To explain the datasets used we firstly define some terms. We define the $i^{th}$ waveform $w$, from a set $W$ as a vector of $T$ voltage samples, i.e. $w^i = [v^i_1, ..., v^i_T]$, where $v^i_j$ refers to the $j^{th}$ voltage sample. Therefore, we define set $W$, which contains $k$ waveforms as:

$$W = \begin{bmatrix} v^1_1, ..., v^1_T \\ \vdots \\ \vdots \\ v^k_1, ..., v^k_T \end{bmatrix}$$ (5.12)

where the mean of the set $W$, i.e. $\bar{W}$, is defined by $\bar{W} = [\bar{v}_1, ..., \bar{v}_T]$, and the standard deviation of the set $W$, i.e. $\sigma_W$, is defined by $\sigma_W = [\sigma v_1, ..., \sigma v_T]$. $\bar{v}_j$ refers to the mean, and $\sigma v_j$ refers to the standard deviation, of the voltage trace in set $W$ at the $j^{th}$ sampling point. In other words, $\bar{v}_j$ and $\sigma v_j$ is the mean and the standard deviation of column $j$ in set $W$ respectively.

Signal to Noise Ratio
We define the signal to noise ratio as the root-mean square (rms) of the mean spike waveform, i.e. $\bar{W}$, divided by the noise, i.e. $\sigma_w$ (Rutishauser., et al 2006), so:

$$SNR = \frac{||\bar{W}||}{2\sigma_w}$$ (5.13)

where:

$$\sigma_w = \sqrt{\frac{\sum_{i=1}^{k} \sum_{j=1}^{T} (w^i_j - \bar{W}_j)^2}{n}}$$ (5.14)
\[ n = T \cdot k, \]
\[ w_i^j \] is the voltage trace at the \( j^{th} \) sampling point of the \( i^{th} \) spike waveform in set \( W_i \), and \( \bar{W}_j \) is the voltage trace at the \( j^{th} \) sampling point of the mean spike waveform \( \bar{W} \).

**The Datasets**

In our comparisons, we used single neuron spike waveform datasets recorded from a rat’s olfactory bulb. The spikes were recorded from a 200 sec sampling period. We refer to a single neuron dataset as \( W \) in this section. We constructed 9 datasets for our comparisons by implementing the following:

1. We compared the mean spike waveform shapes of 11 pre-recorded \( W \) sets, and grouped together the \( W \) sets that had dissimilar (Group 1), similar (Group 2) and very similar (Group 3) mean waveform shapes. We show the datasets contained in each group, i.e. the mean spike waveform shapes, in fig. 5.18. Group 1 and 2 contained 3 neuron datasets shown in Panels (a) and (b) respectively, and Group 3 contained 2 neurons, shown in Panel (c).

2. From each group, which we refer to as \( G \) (e.g. \( G = 1 \), refers to group 1) we extracted three datasets, \( G_{dataset1} \), \( G_{dataset2} \) and \( G_{dataset3} \), where each set contained neuron recordings at different signal to noise (SNR) ratios\(^{11}\). \( G_{dataset1} \) contained the spikes from all of the group \( G \)’s \( W \) sets. \( G_{dataset2} \) and \( G_{dataset3} \) contained a subset of waveforms from each of the \( W \) sets that fluctuated, at all sampling points, between a low noise range and a higher noise range respectively. That is, a waveform \( w^i \) from set \( W \) and group \( G \) would be placed in \( G_{dataset2} \) if the electrophysiological trace at every sampling point \( j \) was \( w^i_j < \sigma_{W_i} \) and/or \( w^i_j > -\sigma_{W_i} \) (a low noise range) and/or \( G_{dataset3} \) if \( w^i_j < 2\sigma_{W_i} \) and \( w^i_j > -2\sigma_{W_i} \)(a higher noise range). In fig. 5.19 we show an example \( W \) set from group 2 (Panel (a)), the waveform subsets extracted from \( W \) within the noise range \( \pm \sigma_W \) (Panel (c)) and \( \pm 2\sigma_W \) (Panel (d)), and the signal to noise ratio of each set.

Panel (b) shows the \( \bar{W} \), \( \pm \sigma_W \) and \( \pm 2\sigma_W \) intervals of \( W \). In the results section, we refer to a \( G_{dataset} \) from group \( G \) as the average SNR, where the average is

---

\(^{11}\)The \( G \) part of \( G_{dataset} \) refers to the group number \( G \).
Figure 5.18: These show the mean waveform shapes chosen for each group. Panels (a) and (b) show the mean waveform shape of each neuron in Group 1 (dissimilar spike shapes) and Group 2 (similar spike shapes), where both contained 3 neurons. Panel (c) shows the mean waveform shape of each neuron in Group 3 (very similar spike shapes), which contained 2 neurons.
Figure 5.19: This figure shows an example spike waveform set (W) recorded from a neuron (Panel (a)) and the waveform subsets extracted from W within the noise range of ±σ_w (Panel (c)) and 2 ± σ_w (Panel (d)). Panel (b) shows the W (thick middle line), ±σ_w and ±2σ_w intervals of W.
calculated from the SNR’s of each neuron set contained in the *Gdataset*. We note, generally, the SNR’s in every *Gdataset* were similar. For example, the SNR of each neuron dataset in group 2 *Gdataset*1, was 1.78, 1.93, 1.86.

### 5.7.2 Evaluating The Performance Of Each Spike Sorting Method

As it can be difficult to compare methods using just the number of misclassified or unclassified spikes they produce, we use a figure of merit for spike sorting derived by (Smith et al., 2004) for our comparisons.

\[
M = \frac{1}{n} \sum_{j=1}^{n} (\max_i(T_j(i)) - \sum_{k=1, k \neq j}^{n} T_k(i))/N_j
\]

(5.15)

where \(N_j\) is the number of spikes from neuron \(j\), \(n\) is the number of neurons, and \(T_j(i)\) is the number of spikes from neuron \(j\) found in cluster \(i\). \(M\) measures how well the detected clusters follow the different neurons and reaches the maximum value of 1 when the spikes from each neuron are present in exactly one cluster.

In the results section, we report the figure of merit produced by each method, the number of clusters (neurons) they detect, and the number of unclassified and misclassified spikes they produce. The number of misclassified spikes refers to the spikes from one neuron that are incorrectly associated to another. The number of unclassified spikes refers to the spikes not classified, and/or, the spikes contained in clusters that do not represent a neuron, i.e. the clusters not selected in the figure of merit.

### 5.7.3 Using The Methods In An Automated Way

For our comparisons we used KlustaWin Version 3.1 (Heitler, 2002), which is Klustakwik with a graphical user interface, and the spike sorting facility of *waveclus* (Quiroga et al. 2004), which uses the super-paramagnetic clustering technique (SPC). In this section we refer to *Waveclus* and *Klustawin* as SPC and Klustakwik respectively. We implemented SOMA using Matlab.

We used SOMA with the default values to generate the *Pcw* features. To generate wavelets we used waveclus’s function, i.e. we used the wavelet pre-processing
method described in (Quian Quiroga et al., 2004). This method performs a four-level decomposition of the spike waveforms using Haar wavelets and then automatically selects 10 wavelet coefficients using the Kolmogorov-Smirnov test for Normality. In other words, the method selects 10 wavelet coefficients that best separate the clusters, i.e. have the least Gaussian distribution. However, in our tests, we used the same number of wavelets, i.e. the best wavelets according to the Kolmogorov-Smirnov test, as the number of $P_{cuv}$ features SOMA extracts in all clustering methods for fair comparisons. We show the number of components used in our tests in the results section. We note that using more wavelet or $P_{cuv}$ components did not increase the clustering methods performances.

For our comparisons, we used each method in a way that reflected our interest in automated spike sorting and how we would use these methods in practice. That is, we compared the results obtained from running each method once with the default values. We ran the methods in this way as, in practice, we would:

1. use the default values with each method as we would not know the optimal values to use, and, we cannot tune (optimise) the parameter values (i.e. run the method multiple times with different values until a particular result is achieved) as we would not know the optimal result (i.e. we would not know the correct number of clusters the method should group the spikes into, and, which spikes should be grouped together). However, we note that we did investigate whether modifying the main parameter values in SPC, Klustakwik and wavelets increased their performance and discuss this in the next section. We also note we did not use the force classification function of waveclus, as we were testing the SPC algorithm and the force classification procedure was not part of it. In addition, we allowed Klustakwik to form any number of clusters, i.e. we did not restrict the number of clusters Klustakwik could form.

2. run the method once, as, running the methods multiple times may produce different results, but, we would not know which run produced the best results. However, we do note that, in general, there was little difference between different runs.
5.7.4 Results

SOMA’s pre-processing method \textit{Pstage} extracted 6 \textit{Pcuv} (3 PCA and 3 curvature components), i.e. the minimum number of features, from all 9 datasets. Thus, we used the same number of wavelet coefficients in each clustering method for fair comparisons. We note that on different runs of SOMA, SOMA identified/extracted the same number of components.

Table 5.7 shows the results produced by SPC, Klustakwik, SOMA, wavelets and \textit{Pcuv} when used with all 9 datasets. In general, all pre-processing and clustering methods produced a similar figure of merit when the spike shapes from neurons were different, regardless of the SNR (Group 1 rows 1-6). However, when the spike shapes became more similar (Group Datasets 2 and 3 (rows 7-11 and 12-18) respectively), and the SNR became poorer, the figure of merit produced by SPC, SOMA and Klustakwik decreased. That is, the number of spikes SOMA misclassified, and the number of spikes both SPC and Klustakwik unclassified, increased. However, the figure of merit produced by SOMA, Klustakwik and SPC tended to be higher when they were used with the \textit{Pcuv} features (examples shown in rows 11-12 and 17-18). That is, when \textit{Pcuv} was used, Klustakwik and SPC tended to result in less unclassified and more miclassified spikes. Furthermore, SOMA resulted in less misclassifications. When the spikes shapes were very similar and the SNR was poor (results shown in table 5.7 (rows 17-18)), SOMA produced a higher figure of merit than SPC and Klustakwik, especially when used with \textit{Pcuv} (0.81). Furthermore, SPC produced a lower figure of merit than SOMA and Klustakwik, especially when used with wavelets (0.07).

The results also show that SOMA and SPC always detected the correct number of clusters (neurons) in the datasets regardless of the spike shapes or SNR. Klustakwik generally detected too many clusters, which tended to be a greater number when the SNR was poor (examples shown in rows (11-12 and 17-18)).

Overall, SOMA with \textit{Pcuv} tended to produce the best, and SPC with wavelets tended to produce the worst, figure of merit. This is clearly shown in table 5.8 (rows 2 and 5), which shows the average results from table 5.7.

We note that SOMA classifies all spikes, however, SOMA always performs better than if the spikes were classified correctly by chance. That is, SOMA always classi-
Table 5.7: This table shows the results from the spike sorting methods. $G$ and $SNR$ represent the group dataset and the average signal to noise ratio respectively. $P$ represents the feature set used, where $C$ and $W$ represent $P_{cuv}$ and wavelets respectively. $SOMA$ represents our clustering method. $Klust$ and $SPC$ represent the Klustakwik and the super-paramagnetic clustering method respectively. $SN$ refers to the number of spikes, where $Mis$ and $Un$ represent the number of spikes misclassified and unclassified respectively. $FoM$ represents the figure of merit, and $Cl$ represents the number of clusters detected. The best $FoM$ score acquired from each dataset is in bold. In general, all pre-processing and clustering methods produced a similar figure of merit when the spike shapes from neurons were different, regardless of the $SNR$ (rows 1-6). However, when the spikes shapes were very similar and the $SNR$ was poor (results shown in table 5.7 (rows 17-18)), $SOMA$ produced a higher figure of merit than $SPC$ and Klustakwik, especially when used with $P_{cuv}$ (0.81).

<table>
<thead>
<tr>
<th>G</th>
<th>SNR</th>
<th>SN</th>
<th>P</th>
<th>Clustering Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SOMA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FoM</td>
</tr>
<tr>
<td>1</td>
<td>4.5</td>
<td>13867</td>
<td>C</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>4.5</td>
<td>13867</td>
<td>W</td>
<td>0.99</td>
</tr>
<tr>
<td>1</td>
<td>2.6</td>
<td>21312</td>
<td>C</td>
<td>0.99</td>
</tr>
<tr>
<td>1</td>
<td>2.6</td>
<td>21312</td>
<td>W</td>
<td>0.96</td>
</tr>
<tr>
<td>1</td>
<td>2.0</td>
<td>30785</td>
<td>C</td>
<td>0.98</td>
</tr>
<tr>
<td>1</td>
<td>2.0</td>
<td>30785</td>
<td>W</td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>4.1</td>
<td>14956</td>
<td>C</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4.1</td>
<td>14956</td>
<td>W</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>21616</td>
<td>C</td>
<td>0.96</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>21616</td>
<td>W</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>1.9</td>
<td>30651</td>
<td>C</td>
<td>0.84</td>
</tr>
<tr>
<td>2</td>
<td>1.9</td>
<td>30651</td>
<td>W</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>5.1</td>
<td>10196</td>
<td>C</td>
<td>0.89</td>
</tr>
<tr>
<td>3</td>
<td>5.1</td>
<td>10196</td>
<td>W</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>3.5</td>
<td>16468</td>
<td>C</td>
<td>0.82</td>
</tr>
<tr>
<td>3</td>
<td>3.5</td>
<td>16468</td>
<td>W</td>
<td>0.74</td>
</tr>
<tr>
<td>3</td>
<td>2.7</td>
<td>22762</td>
<td>C</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>2.7</td>
<td>22762</td>
<td>W</td>
<td>0.62</td>
</tr>
</tbody>
</table>
Clustering Method | P | SN | FoM | Mis | Un
---|---|---|---|---|---
SOMA | W | 20310.3 | 0.86 | 1408.2 | 0
   | C | 20310.3 | **0.92** | 910.8 | 0
Klust | W | 20310.3 | 0.82 | 40.5 | 3470.4
   | C | 20310.3 | 0.86 | 280.5 | 1921.7
SPC | W | 20310.3 | 0.59 | 31.3 | 8261.7
   | C | 20310.3 | 0.722 | 52.5 | 5664

Table 5.8: This table represents the average values from table 5.7. \( P \) represents the feature set used, where \( C \) and \( W \) represent \( P_{cuw} \) and wavelets respectively. \( SOMA \) represents the new clustering method. \( Klust \) and \( SPC \) represents the Klustakwik and the super-paramagnetic clustering method respectively. \( SN \) refers to the number of spikes, where \( Mis \) and \( Un \) represent the number of spikes misclassified and unclassified respectively. \( FoM \) represents the figure of merit. The best average \( FoM \) score is in bold. The table shows that, overall, SOMA with \( P_{cuw} \) performed the best (row 2), i.e. they produced the highest figure of merit, and SPC with wavelets performed the worst (row 5), i.e. they produced the lowest figure of merit.

Table 5.7 (group 3)(rows 13-18)) and more than 33% when they contained 3 neurons (table 5.7 (group 1 and 2)(rows 1-12)). Finally, we note that each method took a similar time to complete the spike sorting process regardless of the dataset used, i.e. each method took on average \( \sim 10 \) minutes.

As discussed in the previous section, we did try different parameter values in SPC (Waveclus), Klustakwik (Klustawin) and the wavelet pre-processing procedure (Waveclus) to determine whether different values increased their performance. For example, firstly, we tried different mother wavelets such as Debauchies and Gaussian in the wavelet pre-processing procedure. Secondly, we changed the parameter value (i.e. the temperature parameter) that determines which spikes are grouped together in SPC (Waveclus). Finally, we changed the parameter value that specifies the maximum number of clusters Klustakwik is allowed to form. We found that changing the above parameters in SPC and wavelets had a negligible effect on their performance, i.e. we could only slightly increase their \( FoM \) score by \( \sim 0.05 \). However, the maximum cluster value in Klustakwik had a greater effect. We found that specifying the correct number of clusters (neurons) in Klustakwik significantly increased its performance when used with the Group 3 datasets. For example, the
FoM value Klustakwik produced when used with dataset Group 3, SNR=2.1 and the $P_{cuv}$ feature set increased from 0.61 (table 5.7 row 12) to 0.83. In other words, providing Klustakwik with the correct number of clusters prevented it from forming large numbers of clusters, i.e. prevented it splitting, what should be one cluster, into several. Thus, in this case Klustakwik outperformed our clustering method. However, in practice, we would not know the correct number of clusters to use with Klustakwik, and therefore, in cases when we have no information about the datasets, SOMA is a better method.

### 5.8 Noise Extraction

Electrical noise is almost invariably incorporated into electrophysiological data. This often originates from electrical equipment, e.g. from electrical actuators for delivering stimuli. Such signals may exceed the spike-triggering threshold and may resemble spikes in their form and amplitude. They are often difficult to exclude from electrophysiological datasets. Here we introduce a process for extracting waveforms that are caused by noise, i.e. artifacts, from the spike waveform datasets. We note this stage is optional and will only work if the noise artifacts are known. Example artifacts found in rat olfactory bulb recordings are shown in fig. 5.20.

To extract these noisy artifacts from the datasets we:

1. Use $P_{stage}$, i.e. SOMA’s pre-processing stage, with the spike dataset and the artifacts. That is, all waveforms, including the artifacts, are transformed into a set of $P_{cuv}$ feature components. We refer to the transformed noisy artifacts as noise weight vectors ($W_o$). We use these in the classification stage.

2. Train a Kohonen network with the feature sets using the initial, extension 1 and extension 2 stages discussed in the clustering method section. At this point we do not use the noise weight vectors ($W_o$).

3. Use the classification stage with the trained weight vectors, i.e. $W_n$, where $n$ is a network output, and the noisy weight vectors $W_o$. Thus, a spike waveform feature set $x$ is extracted and classed as noise if it is closer to a noise weight vector ($W_o$) than a network output ($W_n$).
5.9 Discussion

In this chapter we have presented a method for spike sorting, i.e. a method that identifies, after the spike detection process, the number of cells, and their spiking activity recorded by multi-electrode arrays. Our method, called SOMA, is a fully automatic process (i.e. it is a method that automatically extracts/determines a number of features from the spike shapes that form a number of separable clusters in the feature space, and, automatically determines the number of, and groups the spikes into, clusters). Producing an automatic method is a vital consideration for spike sorting as:

1. manually spike sorting multi-electrode data can be very time consuming/impractical due to the hundreds of thousands of mixed spike waveforms they can record.

2. manual methods typically perform worse than automatic methods due to the errors users introduce (Wood et al., 2004).

Our method also:

1. avoids the limitations of other automatic spike sorting methods. That is, our method:

   (a) is not based on assumptions about the distribution and variance of the clusters in the feature space, which is important as the contents of datasets can vary, and therefore, makes our method more reliable and consistent.

   (b) does not require the user to specify optimal parameter values (such as providing the method with the number of clusters in the feature space,
criteria associated to the cluster boundaries and/or the number of features
to extract from the spikes shapes) to achieve a high performance. This
is an important consideration as, typically:

i. we would not know the optimal value(s) to use.

ii. we cannot tune (optimise) the parameter values (i.e. run the method
multiple times with different values until a particular result is achieved)
as we would not know the optimal result (i.e. we would not know
the correct number of clusters the method should group the spikes
into, and, which spikes should be grouped together).

2. reduces computational costs where possible. This is an important considera-
tion as processing the large amount of data MEAs can record can be computa-
tionally expensive.

To measure SOMA’s performance we used it with several simulated and elec-
trophysiological datasets and compared it to other standard spike sorting methods.
To compare them we used datasets containing a known number of neurons and the
spikes each fired. In addition, we compared them in a way that reflected our inter-
est in automatic spike sorting, and, how we would use them in practice, i.e. with
the default values.

**P stage Feature Extraction And Pcuv Feature Components**

An advantage of using Pstage is that the feature set extracted (Pcuv) can dis-


criminate between very similar spike shapes when SNR is low (Dataset:Group 3,
SNR=2.1 table 5.7). Furthermore, the Pcuv set can discriminate between the spike
shapes better than wavelets. For example, SOMA with Pcuv and wavelets produced
a figure of merit of 0.81 (table 5.7 row 17) and 0.62 (table 5.7 row 18) respectively.
In other words, PCA and curvature components (Pcuv) formed better separated
clusters in the feature space. We note that we tried improving the wavelets perfor-
mance by using more wavelets and different mother wavelets in (waveclus) such as
Daubechies and Gaussian wavelets, but, the results acquired were very similar to
the ones shown, i.e. we could only improve the wavelets FoM score by $\sim 0.04$. In
addition, it may be possible to improve the wavelets performance by using a different
wavelet selection other than the Kolmogorov-Smirnov test, but, as far as we know, there are no other selection methods, and therefore, this is difficult to determine. Nevertheless, selecting optimal parameter choices, in practice, is difficult, and, is beyond the scope of this chapter, as we were interested in the automatic classification of spikes and using them how we would in practice, i.e. with the default values.

Another advantage of using $P_{stage}$ is that a small feature set is needed to form separable clusters within the feature space. The obvious benefit of clustering spike shape features rather than the whole spike itself is the reduction in computational costs. This is very important when we consider the high volume of data e.g. (> 100000) spikes, which MEA’s can record. For example, the memory needed to store (> 100000) spikes would be much greater if we used the whole spike shape. Furthermore, using small feature sets in clustering algorithms can reduce computational time. For example, each clustering method took, on average, 25-30 minutes, i.e. 3 times longer, to cluster the dataset (group 3 SNR 2.7) using the whole spike shape compared to using the $P_{cuv}$ or wavelets feature sets (results not shown). We also note that a feature set can form better separated clusters than the whole spike shape. This is because a feature set can contain important information about the spike shape and exclude the parts dominated by noise. For example, when we used the whole spike shape and $P_{cuv}$ features from the dataset (group 3 SNR=2.7) (very similar spike shapes) with SOMA, the figure of merit produced was 0.41 and 0.81 (see table 5.7 row 17) respectively (results not shown). We note that using the whole spike with the other clustering methods also reduced their performance.

**SOMA Clustering Algorithm**

The advantages of using the SOMA clustering process is that, firstly, SOMA can automatically identify the correct number of clusters (Kohonen Extension 1). Secondly, SOMA reduces misclassification by automatically analysing the cluster distributions to enhance cluster separation (Kohonen Extension 2). In other words, SOMA does not use any assumptions about the variance or the distribution of the data. Furthermore, SOMA does not require optimal predefined parameters from the user (i.e. it does not need to be tuned to the dataset) to achieve a high performance (i.e. to identify the correct number of clusters and/or classify the spike
waveforms). We showed these advantages when we compared SOMA with SPC and Klustakwik. We found that SOMA tended to perform better (produced a higher figure of merit) than SPC and Klustakwik when the spike shapes from neurons were similar and the SNR was low (e.g. dataset Group 3, SNR=2.7, table 5.7). This is because SOMA could detect the differences between the clusters, i.e. identify the cluster boundaries, more optimally than SPC and Klustakwik. In other words, SPC and Klustakwik produced large numbers of unclassified spikes. We also found that when we provided Klustakwik with the correct number of clusters to group the spikes into, Klustakwik can outperform SOMA. However, in practice, it is not possible to provide Klustakwik with the correct number of clusters to form as we would not know the number contained in the dataset. Therefore, when information is not known about the datasets SOMA is a better method to use. Nevertheless, selecting optimal parameter values for spike sorting is beyond the scope of this chapter, as we were interested in the automatic classification of spikes and using them how we would in practice, i.e. with the default values.

SOMA’s Clustering Parameters
The performance of SOMA appears to be insensitive to small changes in the values of the parameters, however, large changes can affect the performance of the process. In other words, increasing some parameter values such as the number of outputs used with SOMA can enhance the classification result but, as a consequence, decrease the speed of the process. Therefore, the values of the parameters can be modified to achieve what is most important to the user, i.e. acquiring results quickly, acquiring the best results, or a combination of both.

Using The Kohonen Network Extensions With Other Methods
It is possible to use our extensions with different network topologies (as shown in the results section) and other clustering methods such as K-means (Lloyd et al., 1982) and linear vector quantization (LVQ) (Kohonen 2001). For example, we could initially train a network, which has many outputs, using either K-means or LVQ with a dataset containing many clusters. As LVQ is a supervised method, we would assign subsets of outputs to each cluster before training. Thus, once we have trained
the networks we could implement the following. We could use extension 2 on the LVQ trained network to push and disperse the nodes (outputs) out to encompass each cluster better, and then, use our clustering procedure to reduce the number of misclassified spikes. Furthermore, we could use extension 1 with the k-means trained network to identify the number of clusters in the feature space, and then use extension 2 and the classification procedure to achieve the same as above.

5.10 Summary

In this chapter, we have successfully demonstrated the efficiency of SOMA and P stage, by testing it on real electrophysiological data, where the results were known and unknown, simulated data and comparing it with other standard spike sorting methods.
Chapter 6

Applications Of MANOVA To Multielectrode Array Electrophysiology Data

6.1 Introduction

To investigate/test a population coding hypothesis at the level of multiple cell-cell interactions in the brain, neurophysiologists would typically record, using a multi electrode array (MEA), the spiking activity of neurons in the brain of a test subject, when a stimulus is, and is not, presented. The spiking activity of the individual neurons are then extracted (we refer to the extracted spiking activity of individual neurons as MEA sorted data) using a spike detection and spike sorting algorithm (we introduced a technique in chapter 5) from the MEA recordings. Thus, once a number of neurons and their spiking activity is identified, we can use it to address any of the population coding hypotheses.

To address the population rate coding hypothesis (i.e. address questions related to whether external stimuli are conveyed in the spiking rates of a population of neurons, which is the main focus of this thesis), using the sorted MEA data recorded before and during stimulus presentation, we require methods that provide a detailed statistical analysis of the stimulus evoked changes in the spiking rates of the neurons recorded, and, shows the responsive, and most responsive, subareas of neurons (i.e. the subareas exhibiting the most significant change in spiking rates) within the MEA
recorded area. We refer to such subareas as hot spots.

We require such methods to address questions such as:

1. does the whole recorded area respond to the stimulus, or, does one or many small subareas respond. In other words, is the stimulus represented by small groups of neurons, or, is it represented in a large group of neurons.

2. do neurons respond to a stimulus with the same or different spiking rates.

The standard tests for determining significant differences between the spiking rates of a population of neurons before and during stimulus presentation are:

1. the ANOVA (Analysis Of Variance) test, which would be used on each neuron.

2. the MANOVA (Multi variate analysis of variance) test, which performs one test on the whole group of neurons to determine whether a stimulus caused a significant change, overall, in the spiking activity of the population.

However, these methods are not designed to achieve the above analysis, i.e. identify and show the most responsive subareas of neurons (hot spots), within an MEA recorded area. Thus, we propose a method to identify these subareas using MANOVA called MEANOVA (=MEA+MANOVA). We concentrate on MANOVA and not ANOVA as we are interested in identifying the groups of neurons within the recorded area that are, overall, the most responsive. Our proposed method:

1. consists of using a MANOVA test, where we modified its output. We modified the output of MANOVA so that it produces a significance score to show how responsive, overall, a set of neurons was to a stimulus. The higher the score produced, the more responsive the group of neurons was. The standard MANOVA test is not designed to show this, i.e. it would only show whether a change in the spiking rates of a population of neurons was significant and not how significant.

2. consists of applying the modified MANOVA test to small (local) and large (global) areas of neurons recorded by a multi-electrode array. In other words, we apply the modified version of MANOVA to sets of neurons recorded by individual, combinations, and all of the electrodes on an MEA. Thus, any sets
of neurons showing a higher significance score would correspond to the most responsive subareas of the MEA recorded area. Applying MANOVA in this way also avoids the limitation of its standard application. That is, MANOVA is designed to analyse the changes in the spiking rates of all of the neurons as a whole, and therefore, if only a small proportion of the neurons responded to the stimulus and a large number remained unresponsive (which we would naturally expect), the former might be completely obscured or diluted by the latter in the test, and therefore, the MANOVA test may assert that there were no stimulus-evoked changes. Our method avoids this limitation by analysing small and large subsets of neurons, and therefore, is more likely to show a small set of responsive neurons amongst a very large set of unresponsive ones.

We validate MEANOVA using data recorded from a rat’s olfactory bulb and data obtained from a simple computational network model. We used the computational model and biological data to show that MEANOVA works, i.e. it can identify and show the responsive, and the most responsive, subareas within a neuronal area. We also used the computational model to show the limitation of MANOVA (discussed above), i.e. that MANOVA can incorrectly state that a stimulus had no effect on a large population of neurons when one responsive neuron is embedded in a large number of unresponsive neurons. We also show that MEANOVA overcomes this limitation.

Parts of all the sections in this chapter were published as: Horton P M, Bonny L, Nicol A U, Kendrick K M, Feng J F. Applications Of Multi-Variate Analysis Of Variance (MANOVA) To Multi-Electrode Array Electrophysiology Data. J Neurosci Meth 2005;145:22-41. I confirm that I performed all simulations and developed the ideas. The other authors are my supervisor, J Feng, who advised me, L Bonny, who produced some parts of the MANOVA software, and, K Kendrick and A Nicol who provided the electrophysiological data. We note that this method was used in other work (Nicol et al., 2005).
6.2 Analytical Methods

In this section we first describe the two-way MANOVA method and then our method (MEANOVA) of applying MANOVA to MEA data to detect hot spots.

6.2.1 Two-Way MANOVA

To determine whether two factors, such as a stimulus and/or the number of trials (i.e. the repeated presentation of the same stimulus), changes the spiking activity of a population of neurons, a neurophysiologist would typically use a multi-electrode array (MEA) to record brain activity under different experimental conditions, i.e. at various levels of the two factors. The neurophysiologist would then compare the datasets acquired under the different experimental conditions to determine if the factors had an effect on the spiking activity of the neurons. If a neurophysiologist wanted to determine whether the spiking activity (spiking rates) of the population were changed by one or both factors they would typically use a two-way MANOVA test. A MANOVA or multivariate analysis of variance tests the hypothesis that one or more independent variables (IVs), or factors, had an effect on a set of two or more dependent variables, e.g. the spiking activity of two or more neurons. MANOVA achieves this by analysing the variance in the spiking activity of the neurons across the various experimental conditions. That is, MANOVA firstly creates a new dependent variable which is a linear combination of the multiple dependent variables (DVs). This particular combination of DVs is chosen to maximise the difference between the independent variable groups. The MANOVA procedure then assesses whether this new DV differs significantly between the IV groups (Francis 2007). To illustrate the two-way MANOVA process, let us suppose we recorded the spiking activity of $P$ neurons using $Q$ electrodes during time $T$ on two sampling periods (pre- and during-stimulus presentation) on three trials. Thus, we have $P$ dependent variables and two independent variables $I$ and $J$, where $I$ refers to the stimulus factor (factor 1) and $J$ refers to the trial factor (factor 2). Therefore, factor 1 has two levels: $i = 1$ (pre-stimulus) and $i = 2$ (during-stimulus), and, factor 2 has 3 levels: $j = 1$ (trial one), $j = 2$ (trial two) and $j = 3$ (trial three). Let us also suppose we observe the number of spikes fired by each neuron in $M$ windows during $T$ for each
of the 6 \( (I,J) \) combinations of the two factor levels. In other words, for each neuron we have 6 sets of \( M = T/t \) time bins for a given bin size \( t \), where each time bin, i.e. the \( m^{th} \) window \( (m = 1, \ldots, M) \), contains the number of spikes fired by the neuron\(^1\). Finally, let \( X_{ijm} \) denote the \( m^{th} \) observation of the activity of the \( P \) neurons (i.e. \( X_{ijm} \) is a \( P \) dimensional vector, where each element contains the number of spikes fired by each neuron in the \( m^{th} \) window) at the \( i^{th} \) level of factor 1 and the \( j^{th} \) level of factor 2. Thus, for a fixed \( i, j, m \) we have:

\[
X_{ijm} = \mu + F_{1i} + F_{2j} + F_{12}^{i,j} + \xi_{ijm} \tag{6.1}
\]

where \( \mu \) is the mean vector across all observations, \( F_{1} \) is the effect of the first factor, a stimulus in this example, \( F_{2} \) is the effect of the second factor, the trial, and \( F_{12}^{i,j} \) is the interaction between the two factors. \( \xi \) is a normally distributed random error vector with mean zero, \( i = 1, \ldots, I, j = 1, \ldots, J \) and \( m = 1, \ldots, M \). Note that \( X_{ijm} \) is a \( P \)-dimensional random vector. For simplicity of notation, let us further

\(^1\)We note that the MANOVA method assumes that for each of the \( (I,J) \) combinations, the spike counts for each neuron across the \( M \) intervals are normally distributed. If the spikes of each neuron are independent then according to the renewal theorem (Feller, 1971):

\[
\frac{N_t/\sqrt{t} - \sqrt{t}/\mu}{\sqrt{\mu^2/\sigma^2}} \sim N(0,1)
\]

as \( t \to \infty \), where \( \mu \) is the mean interspike interval, \( \sigma \) is the standard deviation of the interspike interval, and \( N_t \) is the spike counting inside time window \( [0,t] \). Thus, if the spikes of each neuron are independent throughout \( T \), the distribution of the spike counts across the \( M \) intervals for each neuron when \( t \) is large would approximately follow a normal distribution, and therefore, we can apply MANOVA to the MEA data. Of course these conditions rarely hold for neurons in the brain. However, there are a few ways to overcome this problem. For example, when we calculate \( N_t \) for each of the \( M \) intervals, we could introduce weights for different interspike intervals, a typical de-trend method.

Of course, in the data from our modelling approach, which we discuss later, since the interspike intervals are generated from an integrate-and-fire model, the interspike intervals are perfect renewal processes. Therefore, the results produced from using MANOVA with the simulation data are valid. For multi-dimensional renewal theorem, we refer the reader to (Hunter 1974a; Hunter 1974b).

For experimental data all statistical approaches including the one we developed here are valid only to a certain degree. For example, a routine statistical test such as t-test, ANOVA or Kolmogorov test would produce errors if used on the spike counts across \( M \) intervals from a single cell that were not normally distributed.
introduce that

\[ \bar{X}_i = \sum_{j=1}^{J} \sum_{m=1}^{M} X_{ijm} / (JM), \quad (6.2) \]

\[ \bar{X}_{.j} = \sum_{i=1}^{I} \sum_{m=1}^{M} X_{ijm} / (IM), \quad (6.3) \]

\[ \bar{X}_{ij} = \sum_{m=1}^{M} X_{ijm} / M, \quad (6.4) \]

\[ \bar{X} = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{m=1}^{M} X_{ijm} / (IJM) \quad (6.5) \]

where \( \bar{X} \) is the average of all the observations, \( \bar{X}_i \) is the average of the observation vectors at the \( i \)th level of factor 1. Furthermore, \( \bar{X}_{.j} \) is the average of the observation vectors at the \( j^{th} \) level of factor 2 and \( \bar{X}_{ij} \) is the average of the observation vectors at the \( i^{th} \) level of factor 1 and the \( j^{th} \) level of factor 2. From the equations 6.2 to 6.5, we can decompose the equation above in 6.1 to describe \( X_{ijm} \) the observational vector, using the newly defined variables.

\[ X_{ijm} = \bar{X} + (\bar{X}_i - \bar{X}) + (\bar{X}_{.j} - \bar{X}) + (\bar{X}_{ij} - \bar{X}_i - \bar{X}_{.j} + \bar{X}) + (X_{ijm} - \bar{X}_{ij}) \quad (6.6) \]

This equation shows how the observed result is achieved by examining the factors that have contributed to get the found result. That is, how much factor 1 (\( \bar{X}_i - \bar{X} \)), factor 2 (\( \bar{X}_{.j} - \bar{X} \)), interaction (\( \bar{X}_{ij} - \bar{X}_i - \bar{X}_{.j} + \bar{X} \)), and the remainder of the variance (residual error) (\( X_{ijm} - \bar{X}_{ij} \)) have contributed to the total variance, thus, resulting in the observation. The interaction describes the relationship between the various levels of factor 1 and factor 2. For example, if we presented a stimulus on three trials and the spiking activity of a neuronal area on trial 1 and 3 increased but decreased on trial 2, the interaction would show that it is very difficult to conclude what the effects of the factors were.

The residual error describes the variance not accountable by either factor 1 or 2. For example, if we presented a stimulus and the result showed the variance of the residual error was large and the variances of factors 1 and 2 were small, we would conclude that the observation recorded was caused by unknown (random) factors and not by either of the factors under examination.
Thus, according to the classical MANOVA (Johnson et al., 1988) we should firstly, to determine the effects of the IVs on the DVs, calculate the following matrices:

\[
S_1 = \sum_{i=1}^{I} JM(\bar{X}_i - \bar{X})(\bar{X}_i - \bar{X})^T \tag{6.7}
\]

\[
S_2 = \sum_{j=1}^{J} IM(\bar{X}_j - \bar{X})(\bar{X}_j - \bar{X})^T \tag{6.8}
\]

\[
S_3 = \sum_{i=1}^{I} \sum_{j=1}^{J} M(\bar{X}_{ij} - \bar{X}_i - \bar{X}_j + \bar{X})(\bar{X}_{ij} - \bar{X}_i - \bar{X}_j + \bar{X})^T \tag{6.9}
\]

\[
S_r = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{m=1}^{M} (X_{ijm} - \bar{X}_{ij})(X_{ijm} - \bar{X}_{ij})^T \tag{6.10}
\]

where \(S_1\) is the residual error due to the first factor, \(S_2\) is the residual error due to the second factor, \(S_3\) is the residual error due to the interaction between the first factor and the second factor, and \(S_r\) is the total residual. We note in the equations, \(T\) refers to the transpose. The next stage is to test the likelihood that any of the factors (Interactions, Factor 1 or Factor 2) caused a change in neuron activity. We achieve this by using Wilks’ lambda.

\[
\Lambda_3 = \frac{|S_r|}{|S_3 + S_r|} \quad \Lambda_1 = \frac{|S_r|}{|S_1 + S_r|} \quad \Lambda_2 = \frac{|S_r|}{|S_2 + S_r|}. \tag{6.11}
\]

Intuitively when \(\Lambda_i, i = 1, 2, 3\) is small, the factor (factor 1, factor 2 or the interaction) is important and so we can reject the hypothesis that the factor is negligible. This is exactly the case in MANOVA.

For large samples, we can use Wilks’ Lambda with a chi-squared percentile, to provide us with confidence that a change in the spiking activity was caused by the factors e.g. a stimulus, and not by chance. Using Barletts multiplier (Bartlett, 1954) to improve the chi-squared approximation, we reject the hypothesis that there were no significant changes in interactions if

\[
- \left| IJ(M - 1) - \frac{P + 1 - (I - 1)(J - 1)}{2} \right| \ln \Lambda_3 > \chi^2_{\alpha}((I - 1)(J - 1)P) \tag{6.12}
\]

where \(\chi^2_{\alpha}((I - 1)(J - 1)P)\) is the upper \((100\alpha)\)percentile of a chi-squared distribution with \((I - 1)(J - 1)P\) d.f. (degrees of freedom). We used the significance level \((\alpha)\) of 5% for all interaction tests.
Under the circumstances that Eq. (6.12) is not true, i.e., the interaction is not strong enough, we can test whether factor 1 and factor 2 had any effect on the spiking behaviour. We reject the hypothesis that factor 1 caused no significant change if

$$-\left|IJ(M - 1) - \frac{P + 1 - (I - 1)}{2}\ln \Lambda_1 > \chi^2_{(I-1)P}(\alpha), \right. \tag{6.13}$$

where $\chi^2_{(I-1)P}(\alpha)$ is the upper $(100\alpha)$ percentile of a chi-squared distribution with $(I - 1)P$ d.f. We used the significance level $(\alpha)$ of 5% for all factor 1 tests.

We reject the hypothesis that factor 2 caused no significant changes if

$$-\left|IJ(M - 1) - \frac{P + 1 - (J - 1)}{2}\ln \Lambda_2 > \chi^2_{(J-1)P}(\alpha). \right. \tag{6.14}$$

where $\chi^2_{(J-1)P}(\alpha)$ is the upper $(100\alpha)$ percentile of a chi-square distribution with $(J - 1)P$ d.f. We used the significance level $(\alpha)$ of 5% for all factor 2 tests.

### 6.2.2 MEANOVA=MEA+MANOVA

As we intend to detect hot spots, i.e. the responsive and most responsive groups (subareas) of neurons, within the MEA recorded area, we cannot directly apply the textbook version of MANOVA to the MEA data. This is because the standard MANOVA technique is designed to take all of the neurons into account and show whether a factor, such as a stimulus, had a significant effect, overall, on the spiking activity of the population, and, would only show whether a change was significant and not how significant. In other words, MANOVA is not designed to detect hot spots in a recorded neuronal area. Furthermore, if we simply put all of the recorded neurons in a MANOVA analysis, where only a few respond to a stimulus and the rest remained unresponsive, the former may dilute the latter in the test. Therefore, the output of MANOVA may incorrectly show there was no stimulus evoked changes in the spiking activity of the neurons. We show an example of this in section (6.3.3).

With the above considerations in mind, we propose a process that consists of applying MANOVA, where we modified its output so that it produces a significance score to show how significant a change in activity is, to subsets of neurons recorded by individual, combinations (we discuss how we form combinations in the next section), and all of the electrodes.
We define a significance score for a subset $S$ of $Q$ as

$$S_3(S) = -\left|IJ(M - 1) - \frac{|S| + 1 - (I - 1)(J - 1)}{2}\right| \ln \Lambda_3/\chi^2_{(I-1)(J-1)|S|}(\alpha),$$

$$S_1(S) = -\left|IJ(M - 1) - \frac{|S| + 1 - (I - 1)}{2}\right| \ln \Lambda_1/\chi^2_{(I-1)|S|}(\alpha),$$

$$S_2(S) = -\left|IJ(M - 1) - \frac{|S| + 1 - (J - 1)}{2}\right| \ln \Lambda_2/\chi^2_{(J-1)|S|}(\alpha),$$

where $|S|$ is the number of neurons recorded by electrodes in $S$. It is routinely required that $IJ(M - 1) > |S|$.

The significance score is made up from dividing the improved Wilks' lambda with the test statistic drawn from the $\chi^2$ distribution. A score of 1 and over will be deemed as significant at the 5% significance level, i.e. we have 95% confidence that the change in spiking activity, if any, was caused by one of the observed factors such as a stimulus. Furthermore, the bigger the change in neural activity, the higher the significance score.

Therefore, a subset $S$ which attains the highest significance score is the 'hottest spot' in the recorded area. In other words, the hottest spots are the subarea(s) of neurons that showed the most significant change in spiking activity.

We note that using all neurons in MEANOVA is the equivalent to using a MANOVA test, but, without the significance score.

### 6.2.3 Calculating The MEANOVA Scores Using Electrode Subsets

To detect hotspots within a recorded area using MEANOVA, we calculate significance scores for, firstly, groups of neurons recorded by single electrodes on the multi electrode array (MEA). We then calculate the scores for groups of neurons recorded by subsets of electrodes on the (MEA), and finally, we calculate a score for all of the neurons recorded. We, therefore, calculate the scores for subsets of electrodes that range in size from 1 to $T$, where $T$ is the total number of electrodes. Each subset we use contains a connected set of electrodes. In other words, each electrode we add to a subset is adjacent to, i.e. is an MEA neighbour of, one electrode already in the subset. We discuss this in more detail below. Let $Q$ represent a two dimensional array (matrix) of electrodes, i.e. $Q = [q_{i,j}]_{i=1...Q; j=1...Q}$, where $i$ refers
to the $i^{th}$ row and $j$ refers to the $j^{th}$ column, and $Q$ refers to the number of rows and columns. Furthermore, $q_{i,j}$ refers to the electrode $q$ in the $i^{th}$ row and $j^{th}$ column. Each electrode, therefore, has a maximum of four adjacent neighbours. For example, if $Q = 20$, electrodes $q_{4,2}, q_{2,2}, q_{3,1}, q_{3,3}$ would be adjacent (connected) to electrode $q_{3,2}$. An example subset from $Q$ containing 4 electrodes is $q_{1,1}, q_{2,1}, q_{2,2}, q_{3,2}$. We show more example subsets in Appendix A and B. We constructed the subsets in this way so the MEANOVA scores produced by small and large subsets represent the changes in spiking activity of small (local) and large (global) neuronal areas respectively. Therefore, the subsets with the largest scores represent the neuronal subarea or subareas showing the most significant change in activity. We note the number of subsets we have to calculate increases exponentially with the total number of electrodes. So we can show this using a formula, as it is difficult to show the number of all possible subsets containing connected electrodes, we consider the number of subsets if:

1. we assume every electrode in set $Q$ has sampled neuronal activity.

2. we constructed each subset using the same (chosen) set of $(T/2)$ electrodes from set $Q$, which we refer to as set $A$, and a combination of the rest of the electrodes from set $Q$, which we refer to as set $B$. Therefore, each subset we obtain contains at least $(T/2)$ electrodes. We choose set $A$ so that all of the electrodes in the set are connected, and, so that each electrode in set $B$ is adjacent (connected) to at least one electrode in set $A$.

Therefore, with these points in mind, we would obtain $2^{(T/2)}$ subsets. For example, when $T = 4$ we would obtain at least 4 combinations. That is, for 4 electrodes $1,2,3,4$, i.e. $1 = q_{1,1}, 2 = q_{1,2}, 3 = q_{2,1}, 4 = q_{2,2}$, and, set $A$ contains electrodes 1 and 2 and set $B$ contains 3 and 4, we obtain combinations of $(1,2),(1,2,3),(1,2,3,4),(1,2,4)$. So, for any $T$ electrodes we would obtain a:

$$\text{Total number of subsets} > 2^{(T/2)}$$
6.3 Modelling Approach

We created an olfactory bulb model, adopted from a simple model (Margrie et al., 2003), for the main purpose of proving that the MEANOVA approach works. To prove this, particular mitral cells were chosen to increase their spiking activity in response to stimulus presentation, so the cells responding most actively were already known to us. We produced 6 datasets, where the datasets correspond to the spiking activity before (3 datasets (trials)) and during (3 datasets (trials)) stimulus presentation. The spiking activity of the cells in each trial set were similar. Furthermore, the chosen responsive cells in the stimulus presentation trial set were the same. We produced and used these datasets with MEANOVA to see if it yields the expected results. That is, we would expect the MEANOVA results to show that the stimulus presented evoked a more significant change in the activity of the chosen cells than the surrounding cells and, furthermore, the change was not evoked by some other random factor. In other words, we would expect the interaction and factor 2 (trial) scores for all of the groups of cells to be $< 1$, and, the factor 1 (stimulus) scores for the majority of the cells to be $> 1$. Furthermore, we would expect the factor 1 score to be much greater for the chosen and surrounding cells. The following two subsections, discuss the model we used, and the results gained.

6.3.1 Network Model Used

Simulations were created and performed in Matlab 6.5 (the MathWorks, Natick, MA, USA). The network consisted of a connected grid of mitral cells, which we discuss in more detail below. We modelled the mitral cells as leaky integrate-and-fire neurons, which describe a neuron’s membrane potential $V$ over time $t$. The model we used was from (Abbott et al., 2001) and is described below:

$$\tau_m \frac{dV}{dt} = (E_l - V) - P_c + R_m \cdot I_e$$

(6.15)

This shows the rate of change of the membrane potential is proportional to the rate at which charge builds up inside the cell. The rate of charge buildup is equal to the total amount of current entering into the neuron.

We note the model (equation 6.15) was formed by multiplying the integrate and
fire neuron model:

\[ c_m \cdot \frac{dV}{dt} = -g_L(V - E_l) + \frac{I_e}{A} \]  

(6.16)

by \( r_m \), which, in this case \( r_m = 1/g_L \), and, adding a postsynaptic current \((Pc)\). The term \( R_m \) \((R_m = r_m \cdot A)\) refers to the total membrane resistance, where \( A \) refers to the total surface area of the neuron. \( r_m, c_m \) and \( g_L \) refer to the membrane resistance, capacitance and conductance per unit area of the neuron respectively.

We also note the total capacitance of the neuron is \( C_m = c_m \cdot A \). Furthermore, \( I_e \) is an externally applied (inward) current, \( E_l \) is the resting potential and \( \tau_m \) is the membrane time constant of the neuron, i.e. \( \tau_m = r_m c_m \).

For our experiments we used the model (equation 6.15) with \( \tau_m=10\)ms, \( E_l=-70\)mV, \( R_m=10\)MΩ, a time step of 1ms, and we implemented a refractory period by clamping \( V \) to -70mV for 2ms. Furthermore, an action potential was generated by our model when \( V \) reached a threshold level of -55mV. Once a neuron fired we reset \( V \) to -70mV. We describe \( I_e \) and \( Pc \) below.

We used an input \((I_e)\) of:

\[ I_e = 4\text{Hz oscillation current} + \text{fixed current} + \text{noise} \]

We injected a 4Hz oscillatory current into each mitral cell with a peak amplitude of 0.95nA. This mimicked several sniff cycles. We also injected each mitral cell with a constant current at the outset of the experiment, which we chose randomly from the range of \([0.6, 0.65]\)nA. We also chose the noise randomly in the range of \([0, 0.1]\)nA from a Gaussian distribution. We chose the inputs from a small range so that each mitral cell differed slightly from the rest and the neuron’s firing rate would be similar on different trials. If we used a larger range, the inputs to each neuron on each trial could vary greatly, thereby influencing the MEANOVA interaction scores, i.e producing results larger than 1.

The final input we injected into each mitral cell was a postsynaptic current \((Pc)\), which we describe as \( Pc = r_m g_s \cdot P_s \cdot (V - E_s) \). The strength of the connection (conductance) corresponds to the value of \( r_m g_s \). We set all of the mitral cell connection strengths to 0.05 nS. To produce an inhibitory connection we set \( E_s \) (reversal potential) to -100mV. For an excitatory connection we set \( E_s \) to 35mV.
We modelled the synaptic open probability ($P_s$) variable so that when an action potential occurs at time $t$:

$$P_s(t + \Delta t) = P_s(t) + P_{\text{max}} \cdot (1 - P_s(t))$$

where we use $P_{\text{max}}=1$. Immediately after an action potential the $P_s$ variable decays exponentially to zero using the following equation:

$$\tau_s \cdot \frac{dP_s}{dt} = -P_s$$

where $\tau_s$ is the time constant for the connection. We used 2ms and 6ms for the excitatory and inhibitory connections respectively.

To test MEANOVA, i.e. test whether it can detect and show hot spots within a recorded area, we constructed grids of cells and induced hot spots within them. The grid represents a neuronal area that could be recorded by an MEA, and therefore, a hot spot occurring in, for example, the top left part of the grid, corresponds to a hot spot that could occur within the top left part of a neuronal area recorded by the electrodes residing in the top left part of the MEA. We induced hot spots by injecting target cells with a stimulus, and, so that the spiking activity of the cells surrounding the target cells also increased, we connected the cells in the grid so that the elevated spiking rate of the target cells elevated the spiking rate of the surrounding cells. A cluster of heightened activity, therefore, corresponds to a hot spot within the grid. We connected the cells in the grid as follows: we connected each mitral cell to all of its adjacent cells in the grid. For example, corner cells are connected to 3 cells, and, the middle cells within the grid are connected to 8 cells. Target cells receive an excitatory connection from all of its neighbours, and, a target cell’s neighbours receive an excitatory connection from the target cell. Cells that are not targets receive inhibitory connections from half of their neighbours and excitatory connections from the other half. The stimulus we injected into the target cells represented an increase and decrease of odour concentration over 1 second. In other words, we injected a stimulus into the target cells throughout the whole simulation every second, which we refer to as $t_s$, for duration $d$. The stimulus steadily increased with time to $t = t_s + (d/2)$, from 0nA to a peak of 8.5nA (unless otherwise stated). We then steadily decreased the stimulus to 0nA for the rest of the second, i.e. $t = t_s + d$. We used $d = 1$. Once we sampled the activity of the mitral
cells, we applied MEANOVA to the data to determine whether it could detect/show the manually induced hot spots. We discuss our experiments and the results we found in the next section.

To discuss our results and show where the hot spots occurred within the grid of cells, we associated a double digit number to each mitral cell in the grid and refer to these throughout the results section. We labelled each cell in the same way as the Babraham Institute labelled the electrodes on the multi-electrode arrays they used\(^2\). The first digit, starting from 0, represents the row position of a cell in the grid, and the second digit, starting from 1, represents the column position of the cell.

Figure 6.1: This shows how the electrodes on a multi-electrode array (MEA) were numbered in the datasets we acquired from the Babraham Institute

To illustrate the results of MEANOVA and its advantages over MANOVA, we constructed two grids of cells and induced hot spots within them:

1. We first used 16 mitral cells, i.e a 4 \(\times\) 4 array, to test MEANOVA. We show the layout of the grid in table 6.1.

2. We next used a 9 \(\times\) 9 grid (we show the layout of the grid in section 6.3.4), to show that MEANOVA can detect a significant change in the spiking activity of a few cells amongst a very large group of unresponsive ones.

\(^2\)We used the same numbering system in our simulations as it may reduce confusion when one looks at the MEANOVA results produced, and the electrode (neuron) subsets obtained, from the simulation and biological datasets.
Table 6.1: This table shows the layout of the $4 \times 4$ grid of cells we used. The target neurons are shown in bold and italic.

We then generated spiking activity from the grids for 10 seconds, 6 times (i.e. we generated 3 sets of spiking activity from the grid when a stimulus was presented and when it was not). As discussed earlier, we produced 6 datasets to use with MEANOVA to determine whether it could correctly show that the stimulus factor had a significant effect on the spiking activity of the neurons and the trial factor did not. This is what the MEANOVA results showed.

We note that we excluded any cells that showed a firing rate $< 5Hz$ during stimulus presentation from our analyses of the neurons in the $4 \times 4$ grid. We excluded these for clarity. That is, we lowered the number of combinations MEANOVA could produce from the grid of cells, so we could easily introduce (discuss), and show, all of the scores MEANOVA can produce from a number of neurons.

We firstly discuss the $4 \times 4$ grid simulation and the MEANOVA results we acquired from the data generated.

6.3.2 The Results Of Using MEANOVA with the Data Generated From The $4 \times 4$ Grid Of Mitral Cells

In fig. 6.2 we show the average firing rate of the cells in the $4 \times 4$ grid across the 10 second simulation period when no stimulus was present (Panel (a)) and when we injected a stimulus into 4 target cells ($04,11,13,33$) (Panel (b)) (to see the positions of these cells in the grid we refer the reader to table 6.1). We note that the activity represented in fig. 6.2 is from trial 1 and was similar across trials 2 and 3 (results not shown). Each square in the grid represents the activity of one mitral cell. The activity of each cell was in the range of 5-13hz when no stimulus was present (Panel (a)).

By analysing both grids (Panels (a) and (b)) we can see that the stimulus injected
Figure 6.2: This shows the average firing rate of the cells in the $4 \times 4$ grid across the 10 second simulation, before (Panel (a)) and during (Panel (b)) stimulus presentation. These results are from trial 1, and were similar across trials (results not shown). Panel (b) shows that the firing rates of the four chosen mitral cells, i.e. 04,11,13,33 (red cells) and their surrounding cells increased.

into the 4 target cells elevated their firing rates (red cells) (Panel (b)), i.e. the firing rates of these cells increased to be in the range of 30-40Hz. The spiking activity of the cells surrounding the target cells also increased (Panel (b)), i.e. the firing rates of these cells increased to be in the range of 15-25Hz.

These results, therefore, show that the spiking activity of the chosen and surrounding cells increased to stimulus presentation. We next used MEANOVA on this data to see if it yields the expected results, i.e. whether it shows the spiking activity of the target, and their surrounding, cells increased, and, that the spiking activity of the chosen cells increased the most. We show the results in the subsequent sections.

**MEANOVA Interaction Significance Scores**

We firstly note that the interaction, factor 1 and 2 scores tended to be dependent on the number of time bins and the simulation duration used. That is, when we analysed the significance scores produced from small to large subsets, the scores

3We note that we refer to the spiking activity of a neuron as the number of spikes fired during the simulation time.

4We note that the number of spikes contained in the time bins for each neuron on all our tests (trials) followed a normal distribution, i.e. (Kolmogorov-Smirnov, $P < 0.05$), which is a requirement of the MEANOVA test.
stabilised around different values. For example, in the 10 and 8 second simulations the interaction significance scores began to stabilise around 0.25 when we used 320 time bins (see fig. 6.3). In a 2 second simulation the interaction significance score began to stabilise around 0.4 and 0.3 when we used 20 and 40 time bins respectively (results not shown). In a 4 second simulation (results not shown), the interaction significance score began to stabilise around 0.4 and 0.25 when we used 20 and 40 time bins respectively.

![MEANOVA Interaction Scores](image)

Figure 6.3: The Interaction scores produced from the 8s (Panel (a)) and 10s (Panel (b)) simulations when we used 320 time bins. In both panels, group numbers 1 to 307 show the scores produced from small to large subsets of cells respectively. In other words, the first 12 scores represent the change in spiking activity of the individual cells, and the final score represents the change in the activity of all of the cells as a whole. For more detail, i.e. to see the cell combination that each group number represents, we refer the reader to Appendix B. These results show that all the interaction scores are < 1, i.e. there was no interactions between factor 1 (stimulus) and factor 2 (trials).

The results show the scores can stabilise around different values when we use different sampling periods or different numbers of time bins. In other words, the sampling period and number of time bins can affect the reliability of the information produced. This happens because, firstly, the sampling period is not long enough to sufficiently represent the true spiking activity of the mitral cells. Secondly, a low number of time bins provides insufficient detail as we are analysing less points in time. Therefore, we assume that the scores produced using a sampling period of 8s or 10s with 320 time bins are reliable due to the scores within these simulations stabilising at the same value. We therefore use these durations and time bins
throughout the chapter (unless otherwise stated).

We examine the interaction scores to see if factors 1 and/or 2 have a clear effect on the neuronal activity. Any interactions, i.e scores > 1, would show that other factors are present which are affecting the neuronal activity. If this is the case, it would be harder to interpret if factor 1 or factor 2 are having any effect, and therefore, would show no cause to investigate the two factors separately. If there are no interactions, i.e scores < 1, then we can conclude that any changes in neuronal activity was caused by either factor 1 and/or factor 2.

The interaction scores produced from the 8s and 10s simulations (fig. 6.3) show that all the interaction scores produced from all of the cell combinations are under 1. That is, there was no significant interaction between factor 1 (stimulus) and factor 2 (trials). Thus, it is possible to determine from these datasets whether factor 1, factor 2 or both caused any change in the spiking rates of the neurons sampled.

In the subsequent sections, we show the MEANOVA factor 1 and factor 2 scores produced from the 8s and 10s simulation datasets.

**MEANOVA Factor 1 (Stimulus) Significance Scores**

We show the factor 1 scores for the 8s and 10s simulations in fig. 6.4 and the scores corresponding to the individual cells in table 6.2.

The scores show the effects factor 1 (stimulus) had on the spiking activity of individual and groups of cells. The results show that the scores produced from many of the cell groups were > 1. In other words, the groups exhibiting a score > 1 contained one or more of the responsive neurons, i.e. the chosen neurons and/or its surrounding cells. The highest scores produced correspond to the individual chosen cells. For example, the significance score produced from cell 13 (chosen cell) was 140.5853 in the 10 second simulation. In addition, the highest scores produced from each group size corresponded to the groups containing the single cells with the highest scores, i.e. the most responsive chosen and surrounding cells. For example, in the 10 second simulation, cell combination (01,11) (group number 14) conveyed a score of 110, where 11 was a chosen cell and 01 was next to 11 in the grid. However, cell combination (21,31) (group number 23) conveyed a score of 2.71, where 21 was
Figure 6.4: The factor 1 (stimulus) results for the 8s (Panel (a)) and 10s (Panel (b)) simulations when we used 320 time bins. In both panels, group numbers 1 to 307 show the scores produced from small to large subsets of cells respectively. In other words, the first 12 scores represent the change in activity of the individual cells, and the final score represents the change in the activity of all of the cells as a whole. For more detail, i.e. to see the cell combination that each group number represents, we refer the reader to Appendix B. The results show that the scores produced from many of the cell groups were > 1. In other words, the groups exhibiting a score > 1 contained one or more of the responsive neurons. The highest scores produced correspond to the individual chosen cells. In addition, the highest scores produced from each group size corresponded to the groups containing the single cells with the highest scores, i.e. the most responsive chosen and surrounding cells. The scores corresponding to the individual cells are shown in table 6.2.
<table>
<thead>
<tr>
<th>Group Number</th>
<th>Cell Identity</th>
<th>Score (8s)</th>
<th>Score (10s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01</td>
<td>15.34</td>
<td>19.9811</td>
</tr>
<tr>
<td>2</td>
<td>02</td>
<td>41.4529</td>
<td>50.6718</td>
</tr>
<tr>
<td>3</td>
<td>03</td>
<td>40.5671</td>
<td>54.5224</td>
</tr>
<tr>
<td>4</td>
<td>04</td>
<td>83.056</td>
<td>100.3722</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>111.1561</td>
<td>136.8276</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>112.3447</td>
<td>140.5853</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>1.5754</td>
<td>2.9188</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>71.274</td>
<td>88.0452</td>
</tr>
<tr>
<td>9</td>
<td>23</td>
<td>5.5029</td>
<td>5.8454</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>65.7228</td>
<td>83.7931</td>
</tr>
<tr>
<td>11</td>
<td>31</td>
<td>0.73358</td>
<td>0.826792</td>
</tr>
<tr>
<td>12</td>
<td>33</td>
<td>114.6635</td>
<td>142.7194</td>
</tr>
</tbody>
</table>

Table 6.2: This table shows the significance factor 1 scores produced from the spiking activity of all the single cells in the $4 \times 4$ grid during the 8s and 10s simulation period. The scores show the effect factor 1 (stimulus) had on the spiking activity of the individual cells. The scores produced from the 10s simulation were larger than the 8s simulation. That is, the longer duration revealed the truer spiking activity of the cells, which therefore, increased the likelihood that the change evoked by factor 1 was significant. We can also see that the highest scores correspond to the chosen cells (shown in italic), i.e. the chosen cells fired more spikes in response to a stimulus than the other cells. In addition, the scores produced from the chosen cells neighbours were lower than the chosen cells. This is because the stimulus evoked a smaller change in the chosen cells neighbours compared to the chosen cells. We can also see from the results that the stimulus did not significantly change the firing rate of Cell 31 as it was not a chosen cell and, furthermore, it was not connected to any of the target cells.
adjacent to the chosen cell 11, and, 31 was not a chosen cell or next to any of the chosen cells. The lowest scores, i.e. $< 1$, correspond to the cells that were not chosen, or, were not adjacent to the target cells. For example, cell 31 conveyed a score of 0.826792 in the 10 second simulation.

The highest scores produced by MEANOVA correspond to the cells selected to be the most responsive to the stimulus and the cells surrounding them, thus, MEANOVA has clearly indicated the hot spots in the area.

**MEANOVA Factor 2 (Trials) Significance Scores**

Fig. 6.5 shows the factor 2 (trial) significance scores, which indicate whether the spiking activity of the cells changed across trials. The scores are $< 1$, which show that factor 2 did not significantly change the spiking activity of the neurons. However, the results show there were some slight (non-significant) changes in mitral cell activity across trials, which were due to the random inputs injected into each cell.

Figure 6.5: The factor 2 scores (trial factor) for the 8s (Panel (a)) and 10s (Panel (b)) simulation when we used 320 time bins. In both panels, group numbers 1 to 307 show the scores produced from small to large subsets of cells respectively. In other words, the first 12 scores represent the change in activity of the individual cells, and the final score represents the change in the activity of all of the cells as a whole. For more detail, i.e. to see the cell combination that each group number represents, we refer the reader to Appendix B. The results show that all of the scores are $< 1$. This, therefore, shows there was no significant change in the spiking activity of the neurons due to the trial factor.
From analysing the MEANOVA results, we would conclude that the stimulus evoked a more significant change in the spiking activity of some neurons, i.e. neuron areas. Furthermore, MEANOVA has shown that the cells selected to be the most responsive at the outset of the simulation, and the surrounding cells, were the ones that responded most actively.

**Group Plotting**

In order to easily assess the impact of stimulus presentation on the spiking activity of each cell and its surroundings, we can plot the MEANOVA scores for each cell and all groups containing that cell. For example, we show the scores produced from all cells from the 10s simulation in fig. 6.6 Panel (a). In fig. 6.6 (Panel (b)),
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Figure 6.6: Group plot of MEANOVA scores. Panel (a), shows the significance score for all 12 cells and their associated groups. Panel (b) shows the significance scores for the groups containing cell 31. The first point corresponds to cell 31, the second point to the cell combination (21,31), the third point to (11,21,31) etc. We show all the groups containing cell 31 in Appendix B.

we show the significance score for all of the groups containing cell 31.

**6.3.3 Results Generated From a 9 × 9 Grid Of Mitral Cells**

In this section we used the spiking data produced from a 9×9 grid of mitral cells with MEANOVA. We implemented this to demonstrate that if there is a small stimulus-related activity change in small areas of the grid, MEANOVA can detect these areas and show which were the most responsive. We connected the cells in the same way
as the 4×4 grid. We conducted three tests:

- For the first test, 4 cells were selected as responsive, and, they strongly influenced the spiking activity of their adjacent cells.

- For the second test, 4 mitral cells were selected as responsive, and, did not influence the spiking activity of their adjacent cells.

- In the third and final test only a single mitral cell was selected as responsive, and, did not influence the spiking activity of its adjacent cells.

In these tests we presented the network with a lower stimulus strength of 7.5nA, to show the effects a smaller change in spiking activity has on the significance scores. We calculated the scores for a maximum number of 50000 groups, which was a reasonable ceiling as by this point the score stabilised. For each test, we conducted six 10s simulations (where the datasets correspond to the spiking activity of the cells before (3 datasets (trials)) and during (3 datasets (trials)) stimulus presentation) and we used 320 time bins. The inputs injected into each cell were fixed across all tests and trials. The cells we selected as responsive were the same across all tests. The target cells were (04, 11, 13, 33). We show the 9×9 grid layout, and where these target cells reside, in table 6.3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>04</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>02</td>
<td>03</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
</tr>
<tr>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
</tr>
<tr>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
<td>55</td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
</tr>
<tr>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
</tr>
<tr>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
</tr>
<tr>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
<td>85</td>
<td>86</td>
<td>87</td>
<td>88</td>
<td>89</td>
</tr>
</tbody>
</table>

Table 6.3: This shows the 9×9 grid Layout. The target neurons were 04, 11, 13, 33, and are shown in italic.
Figure 6.7: The average firing rate of the cells in the 9x9 cell grid across the 10s simulation, before (Panel (a)), and during (Panel (b)) stimulus presentation. These results are from trial 1, and were similar across trials (results not shown). We selected cells 04, 11, 13, 33 to be responsive (to see the positions of these cells in the grid we refer the reader to table 6.3) and each chosen cell influenced the activity of their adjacent cells. This is shown in (Panel (b)) where the activity of the chosen and the surrounding cells increased when we presented a stimulus. Note that the increase in firing rates was lower compared to the 4x4 grid in figure 6.2, as we injected a weaker stimulus into this network.

Test 1 Results

The interactions, and the trial factor scores (factor 2), were all under 1 (results not shown). This was the same for tests 2 and 3.

In fig. 6.7 we show the average firing rate of the cells in the 9 x 9 grid across a 10 second simulation period when no stimulus was present (Panel (a)) and when we injected a stimulus into 4 target cells (04,11,13,33) (Panel (b)) (to see the positions of these cells in the grid we refer the reader to table 6.3). The target cells in this test strongly influenced the activity of their adjacent cells. We note the spiking activity in Panels (a) and (b) were from trial 1. Trials 2 and 3 showed similar activity (results not shown). We can see in Panel (b) that the firing rates of the chosen and surrounding cells were greater (i.e. the firing rates of the neurons were in the range of 20-45Hz) when we presented a stimulus compared to when we did not (i.e. the firing rates of the neurons were in the range of 5-12Hz (Panel (a))). The scores in fig. 6.8 show the effects factor 1 (stimulus) had on the spiking activity of the individual
and groups of cells. Table 6.4 (test 1 column) shows the scores produced from the individual cells (chosen and surrounding). The results show that the scores produced from many of the cell groups were $> 1$. In other words, the groups exhibiting a score $> 1$ contained neurons from the top left quadrant of the grid (fig. 6.7 Panel (b)), i.e. one or more of the chosen neurons and/or the chosen neurons neighbours. The highest scores produced correspond to the individual chosen cells. For example, the score produced from the chosen cell 11 was 52.8 and the score produced from cell 81 (not a chosen cell or not adjacent to a chosen cell) was 0.02. In addition, the highest scores produced from each group size corresponded to the groups containing the single cells with the highest scores, i.e. the most responsive chosen and surrounding cells. For example, the score produced from cell combination (11,12) (a chosen cell and its neighbour, from the top left quadrant of the grid (Panel (b))) was 39.7766, and, the score produced from cell combination (67,77) (both cells were not targets or neighbours to the targets, i.e. were from the bottom right quadrant of the grid (Panel (b))) was 0.42871. Table 6.4 (test 1 column), shows the scores for some of the chosen, and their surrounding, cells. The scores acquired from the spiking activity of the chosen and surrounding cells were not as high as the 4x4 grid results, as we injected a lower stimulus strength into the 9×9 network.

Test 2 Results

Fig. 6.9 (Panel (a)) shows the average firing rate of the cells in the 9 × 9 grid across a 10 second simulation period when we injected a stimulus into 4 target cells (04,11,13,33) (to see the positions of these cells in the grid we refer the reader to table 6.3). The target cells in this test did not influence the activity of their adjacent cells. We note the spiking activity in Panel (a) was from trial 1. Trials 2 and 3 showed similar activity (results not shown)). We can see that the activity of only the chosen cells increased when we presented a stimulus (i.e. the firing rates of the chosen cells increased to be in the range of 30-35Hz), (see fig. 6.7 Panel (a) for the pre stimulus activity). Again, the interaction, and the trial factor (factor 2) scores produced from the simulation data were all under 1 (results not shown). The scores in fig. 6.9 (Panel (b)) show the effects factor 1 (stimulus) had on the spiking activity.
Figure 6.8: The scores show the effect factor 1 (stimulus) had on the spiking activity of the individual and groups of cells. Group numbers 1 to 50000 show the scores produced from small to large groups of cells respectively. In other words, the first few scores (groups 1-81) represent the change in activity of one cell, and the final score represents the change in the activity of all of the cells as a whole. The results show that the scores produced from many of the cell groups were > 1. In other words, the groups exhibiting a score > 1 contained one or more of the chosen neurons and/or the chosen neurons neighbours. The highest scores produced correspond to the individual chosen cells. In addition, the highest scores produced from each group size corresponded to the groups containing the single cells with the highest scores, i.e. the most responsive chosen and surrounding cells. See Table 6.4, test 1 column for the scores associated to the individual cells. We note that all of the scores are lower than the scores acquired from the 4×4 grid (shown in figure 6.4), as we injected a lower stimulus strength into the 9×9 grid.
of the individual and groups of cells. The results show that the scores produced from many of the cell groups were > 1. In other words, the groups exhibiting a score > 1 contained one or more of the responsive (chosen) neurons. The highest scores produced correspond to the individual chosen cells, i.e. the cells from the top left quadrant of the grid (Panel (a)). In addition, the highest scores produced from each group size corresponded to the groups containing the single cells with the highest scores, i.e. the most responsive chosen cells. For example, the group of cells (11, 21, 01), which contains one of the chosen neurons, conveyed a score of 2.6, whereas a group containing 2 responsive neurons (11, 12, 13) conveyed a score of 28.6. Some of the individual cells had a score < 1 as the stimulus did not effect their spiking activity. We show the scores for the chosen and some of the surrounding cells in table 6.4 (test 2 column). We note that the scores produced from all of the groups were less than the scores produced in test 1, as the excitatory connections between all of the cells were disconnected, i.e. the spiking activity of less cells were changed by the presence of the stimulus.

Test 3 Results

For our last simulation, we selected one neuron to be responsive, which was cell 33 (to see the position of this cell in the grid we refer the reader to table 6.3). This cell did not influence the activity of its adjacent cells. Furthermore, we injected the cell with a weak stimulus strength of 0.5nA. That is, the activity of cell 33 only slightly increased, i.e. it increased from 7Hz to 13Hz, when we presented the stimulus (see fig. 6.10 Panel (a), which shows the average firing rate of the mitral cell grid across the 10s simulation period. We note the spiking activity in Panel (a) was from trial 1. Trials 2 and 3 showed similar activity (results not shown)) (see fig. 6.7 Panel (a) for the pre stimulus activity)). Again, the interaction, and the trial factor (factor 2) scores produced from the simulation data were all under 1 (not shown). The scores in fig. 6.10 Panel (b) show the effects factor 1 (stimulus) had on the spiking activity of the individual and groups of cells.

The results show that the stimulus significantly changed the activity of a few groups of cells as they had a score > 1. That is, any group producing a score > 1
Figure 6.9: The grid in Panel (a) shows the average firing rate of cells in the 9x9 cell grid across a 10 second simulation during stimulus presentation. These results are from trial 1, and were similar across trials (results not shown). We selected cells 04, 11, 13, 33 to be responsive (to see the positions of these cells in the grid we refer the reader to table 6.3), and, they did not influence the activity of their adjacent cells. We can see this in (Panel (a)) where the activity of only the chosen cells increased when we presented a stimulus (see fig. 6.7 Panel (a) for the pre stimulus activity), but the activity of the surrounding cells were similar (table 6.3 shows where these responsive cells reside in the grid). The scores in Panel (b) show the effects factor 1 (stimulus) had on the spiking activity of the individual and groups of cells. Group numbers 1 to 50000 show the scores produced from small to large groups of cells respectively. In other words, the first few scores (groups 1-81) represent the change in activity of individual cells, and the final score represents the change in the activity of all the cells. The results show that the scores produced from many of the cell groups were $> 1$. In other words, the groups exhibiting a score $> 1$ contained one or more of the responsive (chosen) neurons. The highest scores produced correspond to the individual chosen cells. In addition, the highest scores produced from each group size corresponded to the groups containing the single cells with the highest scores, i.e. the most responsive chosen cells. We show the scores for some of the individual cells in Table 6.4 (test 2 column).
<table>
<thead>
<tr>
<th>Group Number</th>
<th>Mitral Cell Identity</th>
<th>Score Test 1</th>
<th>Score Test 2</th>
<th>Score Test 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>02</td>
<td>30.252</td>
<td>0.321</td>
<td>0.09</td>
</tr>
<tr>
<td>3</td>
<td>03</td>
<td>23.137</td>
<td>0.576</td>
<td>0.067</td>
</tr>
<tr>
<td>4</td>
<td>04</td>
<td>60.525</td>
<td>54.7198</td>
<td>0.00226</td>
</tr>
<tr>
<td>5</td>
<td>05</td>
<td>2.219</td>
<td>0.019</td>
<td>0.02</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>52.859</td>
<td>44.4104</td>
<td>0.0039322</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>14.592</td>
<td>0.79</td>
<td>0.025</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>53.582</td>
<td>47.8202</td>
<td>0.070774</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>19.829</td>
<td>0.15</td>
<td>0.064</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>8.274</td>
<td>0.572</td>
<td>0.005</td>
</tr>
<tr>
<td>20</td>
<td>21</td>
<td>6.719</td>
<td>0.247</td>
<td>0.4553</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>36.343</td>
<td>0.569</td>
<td>0.4110</td>
</tr>
<tr>
<td>22</td>
<td>23</td>
<td>18.56</td>
<td>0.389</td>
<td>0.0054</td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>26.287</td>
<td>0.4168</td>
<td>0.051</td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>2.583</td>
<td>0.256</td>
<td>0.094</td>
</tr>
<tr>
<td>32</td>
<td>33</td>
<td>51.331</td>
<td>46.5248</td>
<td>3.7146</td>
</tr>
<tr>
<td>33</td>
<td>34</td>
<td>6.056</td>
<td>0.064</td>
<td>0.026</td>
</tr>
<tr>
<td>34</td>
<td>35</td>
<td>0.031</td>
<td>0.495</td>
<td>0.112</td>
</tr>
<tr>
<td>40</td>
<td>41</td>
<td>0.022</td>
<td>0.015</td>
<td>0.064</td>
</tr>
<tr>
<td>41</td>
<td>42</td>
<td>21.958</td>
<td>0.067</td>
<td>0.009</td>
</tr>
<tr>
<td>42</td>
<td>43</td>
<td>10.079</td>
<td>0.385</td>
<td>0.0646</td>
</tr>
</tbody>
</table>

Table 6.4: This table shows the scores produced from the chosen and a few surrounding cells in the 9×9 grid used in all three tests. The table shows the highest scores from tests 1 and 2 correspond to the four cells chosen to be responsive (shown in italic). The chosen cells only influenced the activity of their adjacent cells in test 1. The table also shows the scores from test 3, where we chose cell 33 to be responsive. The test 1 scores show that some of the cells adjacent to the target ones also had a score > 1 due to the excitatory connections between the cells. The scores corresponding to the chosen cells in test 1 are slightly higher than in test 2, as the excitatory connections between the cells in test 2 were disconnected. That is, the stimulus in test 2 had less influence on the spiking activity across the grid of cells. The chosen cells in tests 2 and 3 only had scores > 1, as the stimulus did not change the activity of the other cells. In test 3, the score for cell 33 was lower compared to the other 2 tests as it fired less spikes in test 3, as we injected a weaker stimulus into the cell. We also note the scores produced from all of the cells varied across tests, due to the random inputs we injected into each of the cells.
contained cell 33, which was the only cell that responded to the stimulus. Furthermore, the highest score corresponds to cell 33. Thus, with only one significantly responsive neuron, analysis of the entire group of neurons, i.e. group number 50000, reveals no significant change in activity, bearing out the assumption that brute-force application of MANOVA buries sparse information. It also demonstrates that a slight increase in activity can be found by MEANOVA and linked to a presented stimulus.

The simulation results have shown that using MEANOVA can be important in practical applications. This is because MEANOVA can detect one or more neuronal areas, large or small, which have responded to either a high or low level of stimulus. In addition, MEANOVA can also show the most responsive areas, and, the results produced from MEANOVA show that the spiking activity of the cells changed are due to the presented stimulus and not by chance. We next apply MEANOVA to biological data and show the results in the next section.

6.4 Application to Recordings from Rat Olfactory Bulb

By using MEANOVA to analyse the neuronal activity captured by an MEA in the olfactory bulb of the anaesthetised rat, we hope to find areas (hotspot) of neurons that were the most responsive, i.e. showed the most significant change in activity, when we presented a stimulus (odour). We can use MEANOVA to address many questions, for example, we can determine whether a stimulus is represented spatially in small groups, i.e in few neurons, or in a much larger area. We can also use MEANOVA to determine, due to the sequential trials, whether the neurons respond to a repeated presentation of a stimulus. Examining the results created from MEANOVA will give a quick and clear interpretation of the changes in the neuronal activity recorded by an MEA when a stimulus is present. We note the data used in this section was provided by the Babraham Institute. The experiment procedures were discussed in chapter 3.

So we could use MEANOVA on the data from the rat olfactory bulb, we used the spike detection stage discussed in chapter 3 and the spike sorting process discussed
Figure 6.10: The grid in Panel (a) shows the average firing rate of the cells in the 9x9 cell grid across the 10 second simulation during stimulus presentation. These results are from trial 1, and were similar across trials (results not shown). We selected cell 33 to be responsive (to see the position of this cell in the grid we refer the reader to table 6.3), and, did not influence the activity of its adjacent cells. This is shown in (Panel (a)) where the activity of the chosen cell increased when we presented a stimulus, but the activity of the surrounding cells did not. The scores in Panel (b) show the effects factor 1 (stimulus) had on the spiking activity of the individual and groups of cells. Group numbers 1 to 50000 show the scores produced from small to large groups of cells respectively. In other words, the first few scores (1-81) represent the changes in activity of individual cells, and the final score represents the change in the activity of all of the cells as a whole. The results show that the stimulus significantly changed the activity of some groups of cells as they had a score > 1. That is, the groups of cells with a score > 1 contained cell 33. We also note that when the spiking activity of all of the cells were analysed as a whole (group 50000), the score was < 1 suggesting there was no significant change in the spiking activity of the population (this is the result MANOVA would produce), which is incorrect, as cell 33 responded, i.e. its score was > 1.
in chapter 5 on the spiking data recorded by each electrode. We note that these processes extracted between 3-8 neurons from each electrode recording.

As discussed in the simulation section the recording time and the width of the time bins need to be chosen wisely when analysing neural activity, so we can obtain, and interpret, accurate scores from the MEANOVA process. The parameter and experiment details we used to acquire MEANOVA scores are as follows:

We used the spiking data recorded on every trial from a 5s sampling period, i.e. $T = 5s$. To acquire the MEANOVA scores, we used $M = T/t = 25$ time bins for each cell, i.e. $t = 200ms$. We note that using a larger $t$ did not change the MEANOVA results, and therefore, we assume the results acquired using $t = 200 ms$ are reliable. We also note the spike count distributions, i.e. the number of spikes contained in the $M$ time bins for every cell on every trial were normally distributed (Kolmogorov-Smirnov, $P < 0.05$), which is a requirement of the MEANOVA test. We note that we excluded the electrodes on the MEA that did not record any spiking activity from the analyses. In this case, only 11 electrodes sampled spiking activity.

6.4.1 Results

In accordance with MEANOVA, we can compare neuronal activity with many factors: trials, odours, concentration etc. However, here we consider two factors: pre and during stimulus (factor 1), and different trials (factor 2). 4 odours were presented

In figs.6.11, 6.12 and 6.13 we show the significance scores produced by small to large electrode subsets respectively. In other words, the first 11 scores are produced from the neurons recorded by the individual electrodes, and the final score is produced from all of the neurons recorded by all of the electrodes.

Interactions

In fig. 6.11 we show the interaction results. As we mentioned earlier, in order to assess the changes caused by each factor, we need to look at the effect of interactions first.

We can see that the interaction scores are generally smaller than 1. However, for
odours 1, 2, and 4, some scores are greater than 1, indicating that we have to be careful when we interpret these results.

For odour 3, it is perfectly safe to look at the effect of each factor.

In the next two sections we investigate the effect of individual factors on the neuronal behaviour.

**Stimulus**

Firstly, we tested whether there were significant changes between pre- and during-stimulus activity (see fig. 6.12). The results show some significant changes, i.e. some of the areas recorded by the MEA achieved scores $> 1$ for the first and the third odours. Some of the scores are higher than others, which means that some parts of the olfactory bulb were responding more actively than others. For example, the scores produced from the group of neurons recorded by electrodes (43 44) (group 20) when odour 1 and odour 3 were presented was 2.35 and 0.24 respectively. In other words the neurons recorded by electrodes 43 and 44 were more responsive to odour 1 than odour 3. From all the results, we can conclude that not all of the recorded area responded to a stimulus, but a proportion did.

The second and fourth odours presented to the olfactory bulb show that although the activity recorded by some electrodes showed significant changes, the fluctuations were large and possibly random.

**Trials**

We now use MEANOVA to determine whether the neural activity significantly changed across trials. That is, whether repeated stimulus presentation had any effect on the spiking activity. We show the results in fig. 6.13.

From the results, we can see that the trial factor is quite significant, scoring much higher than the score for the comparison between the pre- and during-stimulus activity. This change in activity is showed over the entire area recorded by the MEA, i.e. all of the significance scores are $> 1$. Remembering that the recordings were made in a sequential way, the results imply that the effect of habituation becomes dominant within a five second period of odour delivery. To check our results, we performed further tests (Kolmogorov-Smirnov test) on single neuron activity. For
Figure 6.11: MEANOVA interaction results: odour 1 (Panel (a)), 2 (Panel (b)), 3 (Panel (c)) and 4 (Panel (d)). The Group numbers 1 to 285 in all of the graphs show the scores produced by small to large electrode subsets respectively. In other words, the first 11 scores represent the change in spiking activity of the groups of neurons recorded by each of the 11 electrodes (i.e. the electrodes that sampled activity), and the final score represents the change in the activity of all the neurons recorded. For more detail, i.e. to see the electrode combination that each group number represents, we refer the reader to Appendix A. The results show that the scores produced from all of the electrode combinations when odour 3 was presented (Panel (c)) are $< 1$. When odours 1,2,4 were presented, some electrode combinations were below 1, i.e. they show there were no interactions between factor 1 (stimulus) and factor 2 (trials). Therefore, we can conclude that any changes in neuronal activity recorded by all of the electrode combinations when odour 3 was presented, and some of the electrode combinations when odours 1,2 and 4 was presented, was caused by factor 1 (stimulus), factor 2 (trials (repeating stimulus presentation)) or both.
Figure 6.12: The scores show the effect factor 1 (stimulus) had on the spiking activity recorded by individual and subsets of electrodes when we presented odour 1 (Panel (a)), 2 (Panel (b)), 3 (Panel (c)) and 4 (Panel (d)). The Group numbers 1 to 285 in all of the graphs show the scores produced by small to large electrode subsets respectively. In other words, each of the first 11 scores represent the change in the spiking activity of each group of neurons recorded by each of the 11 electrodes (i.e. the electrodes that sampled activity), and the final score represents the change in the spiking activity of all the neurons recorded. For more detail, i.e. to see the electrode combination that each group number represents, we refer the reader to Appendix A. The results show that the scores produced from some of the electrode groups (subsets) were (> 1) when a particular odour was presented, but, < 1 when other odours were presented. In other words, the results show that presenting different odours changed the spiking activity of different neuronal areas in the olfactory bulb.
Figure 6.13: The scores show the effect factor 2 (trial factor) had on the spiking activity recorded by individual and subsets of electrodes when we presented odour 1 (Panel (a)), 2 (Panel (b)), 3 (Panel (c)) and 4 (Panel (d)). The Group numbers 1 to 285 in all of the graphs show the scores produced by small to large electrode subsets respectively. In other words, the first 11 scores represent the change in the spiking activity of the groups of neurons recorded by each of the 11 electrodes (i.e. the electrodes that sampled activity), and the final score represents the change in the spiking activity of all the neurons recorded. For more detail, i.e. to see the electrode combination that each group number represents, we refer the reader to Appendix A. The results show that many electrode subsets produced scores > 1, i.e. the results show that presenting a stimulus repeatedly to the olfactory bulb significantly changed the neural activity across the recorded area.
the same data, we found that on average there were 22 neurons showing significant changes in activity across the different trials (trial 1 against 2, trial 1 against 3 and trial 2 against 3) pre-stimulus. However, only the activity of 16 neurons changed significantly between pre- and during-stimulus (over the three trials). Therefore, the single cell results are in agreement with our MEANOVA results.

6.5 Fluctuations

From our results, it is interesting that the fluctuation of the significance score decreases as $|S|$ increases. In other words, with a large value for $|S|$, the obtained results are more reliable. Thus, it is natural to ask whether the observed phenomena in the previous subsections are general, or depend on our specific data. In Appendix C, we show theoretically that the score should stabilise as $|S|$ increases.

6.6 Discussion

In this chapter, we have presented a novel method of applying MANOVA to electrophysiological data recorded by a multi-electrode array (MEA). By applying MEANOVA to both biological and simulated data, we conclude that this approach is useful for detecting hot spots, i.e. detecting the subareas that were the most responsive to external stimulation, within the recorded area.

There are many advantages of applying MEANOVA rather than MANOVA to MEA data. Firstly, the standard MANOVA method cannot detect hot spots, i.e. the most responsive subareas, within an MEA recorded area. That is, MANOVA is designed to perform one test on all of the neurons as a whole, and show, whether, a stimulus caused a significant change overall in the spiking activity of the population. MEANOVA detects hot spots by producing a significance score, which details the difference in the activity of a cluster, i.e. subsets of neurons, and if compared with the other scores, provides an insight into whether there are different levels of change throughout the area recorded. In addition to this, the score also provides a confidence level that the change in neural activity was caused by one of the factors under investigation and not by chance. Secondly, MEANOVA can detect small
groups of responsive neurons even when they are embedded within a large sample of unresponsive cells. MANOVA would hide such sparse yet highly significant change. We demonstrated this in fig. 6.10 (simulation section (6.3.3) (Test 3 results)).

From the perspective of methodology, we can say that MEANOVA is a valuable extension of MANOVA. As the number of electrodes increases (i.e. the more neurons we use in our analysis) the variation in the significance score becomes stable (i.e. we obtain a more reliable result). The MEA employed in acquiring the biological data presented here was quite small; neuronal activity was recorded from 11 electrodes (we refer the reader to Appendix A). However, even with relatively small MEA, we achieve near stability in the results.

Analysis of simulated data also demonstrated that MEANOVA yields useful results irrespective of the size of the multi-electrode array used. Whilst only 11 electrodes sampled biological data, the simulations have demonstrated that MEANOVA is equally effective with a much larger number of electrodes. Furthermore, we established that the number of observations (time bins) and duration of sampling, are both important factors. For example, the application of MEANOVA to a short period of recording can yield inaccurate information about the true character of the data.

Finally we want to emphasise that although we exclusively discuss our approach for dealing with MEA data, this technique is readily applicable to many other types of data including gene microarrays (Riemer et al., 2004) and brain imaging (Todd et al., 2004) where, again, effects may be sparse across a large sample of loci.

We have shown in this chapter that MEANOVA is a viable solution to our initial aim. That is, it can identify hotspots (i.e. identify the responsive, and most responsive, neuronal subareas) within the MEA recorded area. MEANOVA will, therefore, play a vital role in determining and showing how a stimulus affects the spiking activity (spiking rates) of neurons within areas of the brain.
Chapter 7

The Effect Of Noise Correlation In The Olfactory Bulb

7.1 Introduction

To determine the true capacity of a population rate code (i.e. how much information a population of neurons can convey about a stimulus in their firing rates\textsuperscript{1}), we need to determine the effects of noise correlation\textsuperscript{2}. Many studies have shown that noise correlation in the brain is predominately positive, where the average noise correlation coefficient (which is typically calculated using the equation discussed in section 7.2.3) is $\sim 0.2$ (for examples see: van Kan et al., 1985; Mastronarde, 1983; Zohary et al. 1994; Gawne et al., 1993; Gawne et al. 1996; Lee et al. 1998; Bair et al. 2001). Thus, it has been hypothesised that noise correlation between neurons can affect the encoding accuracy of a population rate code, i.e. noise correlation may increase or decrease the information a set of neurons convey in their firing rates. Previous empirical studies have showed that noise correlation has a negligible effect. However, theoretical studies have showed that noise correlation can have a much larger effect on the accuracy of large population codes ($> 50$) and limit the information the population conveys. Thus, the question as to whether noise

\textsuperscript{1}In this chapter, we refer to the firing rate of a cell as the number of spikes fired within a particular time window.

\textsuperscript{2}In this chapter we define noise as the trial to trial variability in a neuron’s response, i.e. firing rate, to the repeated presentation of a single stimulus, and therefore, noise correlation is the correlation in the variability of the responses of 2 neurons to a stimulus.
correlation effects encoding accuracy in the brain remains.

In this chapter we address, empirically, the question: can noise correlation significantly affect the amount of information a large population of neurons convey in their spiking rates about a set of external stimuli. To address this, we used the MEA spiking data recorded from the rat olfactory bulb\(^3\), as we found noise was predominately positively correlated across neurons, to investigate whether correlated noise can affect the amount of information the spiking rates of a set of mitral cells convey about the six stimuli presented. We calculated the mutual information (using a decoding algorithm discussed later) between the population response and the stimuli when the responses of the population were correlated and not correlated. Therefore, the difference between the information quantities is the effect noise correlation has.

We found the effect of noise correlation was dependent on the tuning similarity of the neurons, and the number of neurons, pooled. That is, as noise correlation was predominately positive, noise correlation tended to decrease the information a set of neurons convey when they are tuned to similar features (we refer to this as the harmful effect), and, increase the information a set of neurons convey when they are tuned to dissimilar features (we refer to this as the beneficial effect). Furthermore, the magnitude of the beneficial and harmful effect increased with the number of neurons pooled. However, when we pooled all of the neurons with similar and dissimilar tuning, the overall effect of noise correlation limited the information gain. That is, information increased with the number of neurons but eventually saturated when the population size reached \(\sim 45\) neurons, as the beneficial effects in the population did not fully cancel out the harmful effects. Therefore, the pooled response of all the neurons conveyed \(\sim 70\%\) of the maximum information that could be conveyed about all six stimuli. In other words, the population could have conveyed \(\sim 100\%\) of the information about the stimuli if the noise was not correlated. We therefore conclude that, even though noise correlation can be weak, i.e. the average noise correlation coefficient across neurons was 0.21, it can have a substantial effect on the amount of information a large population of neurons can convey. We discuss and show all of the results in this chapter.

\(^3\)The experiment was discussed in chapter 3
7.2 Materials And Methods

7.2.1 Data Analysis

For this work, we used the spiking data recorded from a rat’s olfactory bulb discussed in chapter 3. The experiment, in brief, involved the experimenters sampling spiking activity from a rat’s olfactory bulb using a Multi-electrode array when 6 stimuli at 4 concentrations were presented 3 times for 10secs. In other words, spiking activity was recorded on 72 trials. We extracted 236 neurons from the recordings using the spike detection stage discussed in chapter 3 and the spike sorting algorithm in chapter 5. To calculate the level of noise and signal correlation (section 7.2.3), and the effects of correlated noise in the rat olfactory bulb (section 7.3.2), we used the neurons responses, i.e. the number of spikes fired, within the 10s time window\(^4\) after stimulus onset. In this study we ignore the concentration factor and thus associate to each stimulus the responses evoked by all stimulus concentrations. Therefore, each stimulus is associated to 12 responses (trials). We implement this as we cannot obtain an accurate information estimate about the stimulus concentrations from the responses, as the number of trials per concentration is insufficient. We note the responses from every neuron showed no significant difference when they were presented with different stimulus concentrations (one way ANOVA, \(P > 0.05\)). To determine the effects noise correlation can have, we calculated the information the responses conveyed when noise is correlated, and when it is not, using the mutual information measurement algorithm discussed in the next section. Therefore, any significant difference between the two information quantities would determine whether noise correlation can affect the amount of information a population conveys. We discuss this in more detail in the subsequent sections.

\(^4\)We note the information, the effect of noise correlation and the correlations calculated using the responses extracted from the 10s time window was slightly greater than using the responses extracted from shorter time windows. This is because the responses of the neurons in the 10s time window revealed more information about the stimuli than shorter time windows.
7.2.2 Information Measurement Algorithm

To quantify the effect of noise correlation, we need to evaluate the information populations of neurons convey, when the responses of the neurons are correlated and uncorrelated. The difference between the two quantities is the effect noise correlation has. In this section, we first describe the standard method, which cannot be used here (reason discussed below) and then describe the method we use (Franco et al., 2004).

The direct approach to compute the information the responses, i.e. the firing rates, of a set of neurons conveyed about a set of stimuli, is to apply the Shannon mutual information measure (Cover et al., 1991, Shannon 1948). Mutual information is defined as the reduction of uncertainty (or gained information) about the stimulus obtained by knowing the neuronal response. The mutual information between the stimuli and the responses is measured in logarithms of base 2 (bits). Thus, every bit of information provided by the neurons reduces the overall uncertainty about the stimulus by a factor of two. The algorithm is defined by:

\[
I(s, \bar{r}) = \sum_{s \in S} \sum_{\bar{r}} P(s, \bar{r}) \log_2 \frac{P(s, \bar{r})}{P(s)P(\bar{r})} \tag{7.1}
\]

where \(P(s, \bar{r})\) is a probability table embodying a relationship between the variable \(s\) (here, the stimulus) and \(\bar{r}\), which is a vector where each element contained in it is the number of spikes fired by 1 neuron. However, we cannot use this method to obtain an accurate estimate of the information the large number of mitral cells conveyed in our datasets as we have a limited number of responses per stimulus\(^5\). That is, to produce an accurate probability table \(P(s, \bar{r})\) containing the relationship between the six stimuli presented and the responses from the 236 neurons recorded, we would need a far greater number of responses (trials) per stimulus. Therefore, for the results in this chapter, we used a mutual information measurement method developed by (Franco et al., 2004), which produces an information estimate as accurate as the direct approach without the need for large numbers of trials (as shown by Franco et al., 2004)). That is, the method by (Franco et al., 2004) produces an accurate information estimate when the number of trials for each stimulus, used to

\(^5\)We note the neuronal activity was sampled on a limited number of trials as a recording session cannot, at least with mammals, last for a long period of time.
calculate the information, is at least twice the number of stimuli. The method uses a
decoding procedure in which on each trial the probability that each stimulus (called
\( s' \)) was shown is estimated from the vector of neuronal responses. This estimate is
made by comparing the vector of neuronal responses on that trial to the average
response vectors to each stimulus. Then, knowing the actual stimulus shown on that
trial, the mutual information \( I \), measured in bits, between the estimated stimulus
\( s' \) and the real stimulus \( s \) over the set of stimuli \( S \) can be calculated as

\[
I = \sum_{s \in S} \sum_{s' \in S} P(s, s') \log_2 \frac{P(s, s')}{P(s)P(s')}
\] (7.2)

The decoding procedure we used for the results presented in this chapter was
Bayesian probability estimate (PE) decoding using a Gaussian fit, as described by
Rolls et al. (1997), Rolls and Treves (1998), Rolls and Deco (2002) and Franco et al.,
(2004). The paper (Franco et al., (2004)) also explains the bias correction procedure
we used to correct the information for undersampling.

The mutual information between the responses of a population and a stimulus
is also measured by the equation 7.2 in logarithms of base 2 (bits). Therefore,
according to equation 7.2 the total information that a set of neuron can convey
about \( S \) stimuli is \( \log_2(S) \). With this in mind, the total information our set of
neurons could convey about the six stimuli presented was \( \log_2(6) = 2.56 \) bits. If
the responses of the neurons conveyed this amount of information, each response
showed, with 100% certainty, which stimulus evoked it. We quantify the effect of
noise correlation by comparing the information the population conveyed about the
stimuli, which we refer to as \( I \), with the information the population conveys when
we remove the noise correlation across cells, which we refer to as \( I_s \) (i.e. \( I_s \) shows
the information the population would convey if each neuron contributed independent
information). For the former quantity, we calculate \( I \) using the population responses
with the decoding procedure described above and equation 7.2. To calculate \( I_s \) we
implement the following:

1. We implement the following \( N = 100 \) times:

   (a) We remove the noise correlation from the responses by shuffling the tri-
       als, i.e. we randomly permute the order of the 12 trials (responses),
       corresponding to each stimulus independently for each neuron.
(b) We calculate the information using the uncorrelated responses with the decoding procedure and equation 7.2.

2. We then average the information calculated over all N iterations. The average value corresponds to $I_s$.

We calculate $I_s$ in this manner, because, as we randomly shuffle the trials (responses), discussed in point (a) above, we cannot be certain that the responses are completely uncorrelated, therefore, $I_s$ could be vastly under or overestimated. Thus, averaging the information calculated from many shuffled response sets is more likely to be a better estimate of $I_s$. For this work we used $N = 100$, however, we note $I_s$ did not significantly increase or decrease when $N > 100$.

The effect of noise correlation, which we refer to as $\Delta I$, corresponds to $I - I_s$. Thus, $\Delta I > 0$ signifies that noise correlation increased the information and $\Delta I < 0$ signifies that noise correlation decreased the information population conveyed.

### 7.2.3 Measuring Signal And Noise Correlations

Before we investigated the effects of noise correlation in the rat olfactory bulb, we firstly investigated whether noise in this neural system was correlated. We used the equation below to calculate the noise correlation and discuss the results later. In this work, the noise correlation between a pair of neurons was defined as the correlation in the neuronal response variability (trial to trial) from the average to a stimulus.

It is derived by (and shown in (Averbeck et al., 2004)):

$$NC_{12}(s) = \frac{\langle r_{1sn}r_{2sn} \rangle_N - m_{1s}m_{2s}}{\sqrt{\langle (r_{1sn} - m_{1s})^2 \rangle_N \langle (r_{2sn} - m_{2s})^2 \rangle_N}}$$

where $\langle ...... \rangle_N$ is the average response across trials in which only stimulus $s$ was presented, $r_{isn}$ is the response of neuron $i$ to stimulus $s$ on trial $n$, and, $m_is$ is the mean response of neuron $i$ to stimulus $s$.

As noise correlation is thought to be stimulus independent we compared the strength of the noise correlation across all stimuli for each pair. The number of pairs recorded was 27730. We found the correlation between the neurons in every pair were not significantly different across stimuli (ANOVA One-Way Test, $P >$
We therefore, in this chapter, report the average noise correlation across the stimuli for each pair.

It has been suggested that signal correlation, i.e., the correlation in the mean responses of the neurons across the set of stimuli, may affect the impact noise correlation can have on the information a population of neurons conveys (Averbeck et al., 2006). We, therefore, calculated the signal correlation for each pair of neurons to determine whether a difference in signal correlation, i.e., if signal correlation is positive or negative, corresponds to a different noise correlation effect. The signal correlation between a pair of neurons is derived by (and shown in (Averbeck et al., 2004)):

\[
SC_{12} = \frac{\langle (m_{1s} - \langle m_{1s} \rangle_s)(m_{2s} - \langle m_{2s} \rangle_s) \rangle_s}{\sqrt{\langle (m_{1s} - \langle m_{1s} \rangle_s)^2 \rangle_s \langle (m_{2s} - \langle m_{2s} \rangle_s)^2 \rangle_s}}
\]  

(7.4)

where \(\langle ...... \rangle_s\) indicates the average over the s stimuli, and, \(m_{is}\) is the mean response rate of cell i (where i=1,2) to stimulus s over all the trials in which that stimulus was present.

We note that if we compared distributions of correlation coefficients for any statistical analysis, we firstly applied Fishers z transformation to obtain normal distributions.

### 7.3 Results

The results in (Friedrich et al., 2001) showed the amount of information single mitral cells convey about the odour stimuli presented was small. Therefore, as we expected information about an odour stimulus to improve when the number of neurons pooled increased, we investigated whether any information gain was dependent on the noise correlation between the neurons recorded. To address this, we began our analysis by quantifying the noise and signal correlation between the neurons, we then, investigated whether there was a relationship between signal and noise correlation.
7.3.1 Noise Correlation

We firstly calculated the noise correlation coefficient (NC) for each of the 27730 pairs recorded. We show all of the noise correlation coefficients, i.e. the distribution, in fig. 7.1 Panel (a). From this, we found the average noise correlation coefficient was 0.2140, and, was significantly different from 0 (Wilcoxon Signed Rank Test; p<0.05).

We next investigated whether the strength of noise correlation was correlated with the distance between neurons. To address this, we firstly divided the pairs into different groups according to the distance between the neurons in each pair. The distance between the cells was measured as the distance between the electrodes that recorded them. We acquired 4 groups. Group 1 contained 2342 pairs where the neurons in each pair were recorded by the same electrode, group 2 contained 7928 pairs where the distance between the neurons in each pair was 350µm, group 3 contained 7494 pairs where the distance between the neurons in each pair was 700µm and group 4 contained 9966 pairs where the distance between the neurons in each pair was 1050µm. We then calculated the Pearson’s correlation coefficient (r) between the noise correlation and the groups of pairs (distance). We also calculated a p value for r using a Student’s t distribution for a transformation of r to test the hypothesis that $r = 0$ against the alternative that $r \neq 0$. We found a small ($r=-0.0700$), but statistically significant (p<0.05) relationship between the two, i.e. we found a small gradual decrease in noise correlation from 0µm (same electrode) to 1050µm (Fig. 7.1 Panel (b)).

Relationship Between Signal Correlation And Noise Correlation

We calculated the signal correlation between every pair of neurons and found that neurons in a pair were either both tuned to similar features, i.e. the signal correlation coefficient (SC) was > 0, or, they were tuned to different features, i.e. the signal correlation coefficient was <0. We therefore investigated whether there was a correlation between noise correlation and signal correlation. Before we discuss the results, we introduce some notation. Throughout the chapter, we refer to a

---

6We note that pairs of neurons recorded from electrodes further apart were not considered due to insufficient numbers of them.
Figure 7.1: Panel (a): shows the noise correlation coefficient distribution for all pairs of neurons, where the mean is 0.2140, and, was significantly different from 0 (Wilcoxon Signed Rank Test; p<0.05). Panel (b): shows the relationship between the noise correlation coefficients and the distance between neurons. The results show a small (r=-0.0700), but statistically significant (p<0.05) relationship between the two, i.e. r slightly decreased with distance. Panel (c): shows the noise correlation coefficient distributions for the pairs with a signal correlation coefficient > 0 (0−1+ pairs, white bars) and for the pairs with a signal correlation coefficient <0 (1−0+ pairs, black bars). The results show the distributions slightly overlap but are significantly different (Wilcoxon Rank Sum Test; p<0.05). Furthermore, the noise correlation coefficients for the 1−0+ pairs tended to be smaller (mean=0.13931) than the noise correlation coefficients for the 0−1+ pairs (mean=0.26149).
group of neurons using $A - B +$. $A$ refers to the number of pairs in the group tuned to dissimilar features, i.e. have a signal correlation coefficient $< 0$, and $B$ refers to the number of pairs in the group tuned to similar features, i.e. have a signal correlation coefficient $> 0$. We have also included a $-$ and $+$ in the notation, which refer to negative and positive signal correlation respectively, so that the notation clearly shows that $A$ and $B$ correspond to the number of pairs in a group that have a positive and negative signal correlation. So, for example, a pair of neurons that has a signal correlation coefficient $> 0$, we would refer to as $0 \cdot 1 +$, and a pair that has a signal correlation coefficient $< 0$, we would refer to as $1 \cdot 0 +$. Also, for example, we would refer to a group of 4 neurons as $2 \cdot 4 +$, if the group contained 4 pairs that have a signal correlation coefficient $> 0$ and 2 pairs that have a signal correlation coefficient $< 0$. We note in this example only 6 pair combinations can be acquired from a 4 group combination. To investigate whether the strength of noise correlation and signal correlation was correlated, we firstly calculated the noise correlation coefficients for the $0 \cdot 1 +$ and $1 \cdot 0 +$ pairs. We show the results of both, i.e. distributions, in fig. 7.1 Panel (c), where the white and black bars represent the noise correlation coefficient distributions for the $0 \cdot 1 +$ and $1 \cdot 0 +$ pairs respectively. The results show the two distributions slightly overlap but are significantly different (Wilcoxon Rank Sum Test $p<0.05$). Furthermore, the noise correlation coefficients for the $1 \cdot 0 +$ pairs tended to be smaller (mean=0.13931) than the noise correlation coefficients for the $0 \cdot 1 +$ pairs (mean=0.26149). In addition there was a weak but statistically significant correlation between the signal and noise correlation coefficients ($r=0.35878; p<0.05$) (where we calculated $r$ and $p$ using the same method described in the previous section). We next investigated whether the relationship between the signal and noise correlation coefficients were distance dependent. We split the pairs into four groups as described in the previous section and calculated $r$ and $p$ for each group. We show the signal and noise correlation coefficients for the pairs in each group in fig. 7.2 Panels (a)-(d), and, we show $r$ as a function of the distance between neurons in fig. 7.2 Panel (e). We found the highest correlation between the signal and noise correlation coefficients was for pairs comprised of neurons recorded through the same electrodes (fig. 7.2 Panel (a)), where, the relationship ($r$) gradually decreased as the distance between electrodes increased.
(fig. 7.2 Panel (e)). We note, it is conceivable that the pairs of neurons recorded by the same electrode have a higher correlation between signal and noise correlation because of some uncertainty in the spike sorting. That is, as it is difficult to assign all the spikes unequivocally to their proper sources when two neurons produce temporally overlapping spikes recorded by the same electrode, it is conceivable that neurons with similar tuning gave rise to artificially high noise correlation. However, if there was such a random misassignment of spikes, we would have expected the noise correlation between these neurons to have been lower.

### 7.3.2 Effects of Noise Correlation On The Amount Of Information Pairs Of Neurons Convey

We firstly investigated whether noise correlation could influence the amount of information pairs of neurons convey about the six stimuli. We note that the maximum amount of information the neuronal responses could convey about the six stimuli was $\log_2(6) = 2.56$ bits. In this section, and in subsequent sections, we refer to the average of $I, I_s$ ($I$ and $I_s$ refer to the information conveyed by the neurons when the responses are correlated and uncorrelated respectively), and $\triangle I$ ($\triangle I$ refers to the effect of noise correlation, i.e. $I - I_s$) across different groups of pairs as $\bar{I}, \bar{I}_s$ and $\bar{\triangle I}$ respectively. Below, we discuss the results found when we analysed the responses of pairs of neurons.

There were 10768 1−0+ pairs, which conveyed $\bar{I}=0.3347$ bits of information. When noise correlation was absent, these pairs on average conveyed $\bar{I}_s=0.3246$ bits of information. Therefore, $\bar{\triangle I}$ was 0.01, and, was significantly larger than 0 (Wilcoxon signed-rank test, $p<0.05$). We show the distribution of $\triangle I$ for these pairs in fig. 7.3 (Panel (a), dotted black line).

In addition, there were 16962 0−1+ pairs which conveyed, $\bar{I} =0.3090$ bits. When noise correlation was absent, these pairs on average conveyed $\bar{I}_s=0.3196$ bits. Therefore, $\bar{\triangle I}$ was -0.0106, and, was significantly smaller than 0 (Wilcoxon signed-rank test, $p<0.05$). We show the distribution of $\triangle I$ for these pairs in fig. 7.3 (Panel (a), solid black line).

The results from the 0−1+ and 1−0+ pairs show that as noise correlation be-
Figure 7.2: This figure shows the relationship between distance and the signal and noise correlation coefficients. Panels (a)-(d): show the signal and noise correlation coefficients for 4 groups of pairs. The distance between the neurons in each pair in Panels (a)-(d) was 0µm (same electrode), 350µm, 700µm, and 1050µm respectively. The large crosses in each panel represent the mean signal and noise correlation. The solid line in each panel was determined by a linear regression and shows the relationship between the signal and noise correlation coefficients. The lines in the panels show the correlation between the signal and noise correlation coefficients was positive, i.e. \( r > 0 \), regardless of the distance between the neurons in the pairs. However, the \( r \) value was larger for pairs recorded by the same electrodes and decreased when the distance between the neurons in the pairs increased (Panel (e)). We note that the \( r \) values calculated for each group were significantly different from 0 \( (p<0.05) \).
Figure 7.3: Distributions of $\Delta I$: the difference between $I$ and $I_s$. Panel (a): shows the distribution of $\Delta I$ for pairs of neurons tuned to dissimilar features ($1-0$ pairs, black dotted line) and pairs of neurons tuned to similar features ($0-1$ pairs, solid black line). Panel (b): shows the distributions of $\Delta I$ for $0-3$ triplets (black dash line), $1-2$ triplets (grey dotted line), $2-1$ triplets (black solid line) and $3-0$ triplets (black dash dot line). Panel (c): shows the distribution of $\Delta I$ for $0-6$ quadruplets (grey solid line), $1-5$ quadruplets (grey dash line), $2-4$ quadruplets (grey dot line), $3-3$ quadruplets (black solid line), $4-2$ quadruplets (grey dash dot line), $5-1$ quadruplets (black dot line) and $6-0$ quadruplets (black dash dot line). The results show that, in general, noise correlation had a greater enhancement and reduction effect on the information conveyed by a set of neurons all tuned to dissimilar (e.g. $6-0$) and similar (e.g. $0-6$) features respectively.
between neurons was predominately positive\(^7\), noise correlation tended to increase the amount of information pairs of neurons convey when they had a negative signal correlation and decrease it when pairs had a positive signal correlation.

In fig. 7.4 we illustrate (using the response distributions, uncorrelated (shuffled) (shuffling procedure is described in section 7.2.2) and correlated (unshuffled), of two example pairs of neurons that responded to two different stimuli) why positive noise correlation increases the amount of information a pair of neurons convey when they are tuned to dissimilar features (signal correlation $< 0$) but decrease it when they are tuned to similar features (signal correlation $> 0$).

Thus, as noise correlation was predominately positive between neurons, noise correlation had a similar effect on the information larger populations convey. That is, noise correlation tended to increase the amount of information a population conveyed when all of the neurons were tuned to dissimilar features and decrease the amount of information a population conveyed when all of the neurons were tuned to similar features. We discuss the results found in the subsequent sections.

### 7.3.3 Effects Of Noise Correlation On The Amount Of Information More Than 2 Neurons Convey

We continued the previous investigation by investigating the effects of noise correlation on the amount of information different neuron combinations, i.e. combinations containing different numbers of neurons tuned to similar and dissimilar tuning, of size 3 to 236 convey. We firstly calculated both $I$ and $I_s$ for 1000000 neuron combinations of each group size. We were limited to calculating 1000000 combinations due to insufficient computer resources, therefore, the combinations used were randomly chosen from all possible combinations. We then divided the $I$ and $I_s$ values into different groups according to the number of pairs in the combinations that had positive and negative signal correlation. We then calculated $\bar{I}$, $\bar{I}_s$ and $\Delta I$ for each

\(^7\)We note that some pairs exhibited negative noise correlation, which increased the amount of information a pair of neurons conveyed when they had a positive signal correlation between them and decreased the amount of information a pair of neurons conveyed when they had a negative signal correlation. However, the effect found was very small and not significant (Wilcoxon signed-rank test, $p > 0.05$).
Figure 7.4: This figure shows the response distributions, uncorrelated (shuffled) and correlated (unshuffled), of two example pairs of neurons that responded to two different stimuli. Panel (a) shows the correlated responses of an example pair of neurons tuned to dissimilar features (1−0+) and panel (b) shows the uncorrelated responses of the pair, i.e. when we shuffled (decorrelated) the responses. Panel (c) shows the correlated responses of an example pair of neurons tuned to similar features (0−1+) and panel (d) shows the uncorrelated responses of the pair. The ‘x’ markers represent the responses recorded on trials when stimulus 1 (Amyl acetate) was presented and the ‘+’ markers represent the responses recorded on trials when stimulus 2 (M-Butanol) was presented. We note, in panels (b) and (d), more responses are shown compared to the responses in panels (a) and (c). This is because we show all of the shuffled responses from the 100 shuffled sets we used to calculate $I_s$. We discussed how we calculated $I_s$ in the information measurement algorithm section. The large markers in all panels represent the mean response of both neurons. Panels (c) and (d) show the signal correlation is positive, i.e. the average response of both neurons to both stimuli is positively correlated, and, panels (a) and (b) show the signal correlation is negative. Panels (a) and (c) show the trial-to-trial variability in the responses of both neurons to both stimuli is positively correlated. That is, the average noise correlation coefficient corresponding to the responses in panels (a) and (c) is 0.66 and 0.59 respectively. Each ellipse (which appears as a circle in the uncorrelated, i.e. shuffled, plots) represents a 95% confidence interval for the responses. Thus, the overlap between the ellipses represent the level of uncertainty as to which stimulus evoked the responses, i.e. the smaller the overlap the more information the responses convey. The results in panels (a) and (b) show when noise correlation is positive and signal correlation is negative, noise correlation increased the information the pair of neurons conveyed, i.e. $I = 0.67$, $I_s = 0.57$ bits and therefore $\Delta I > 0$. This is because overlap between the response distributions increased when we removed noise correlation, i.e. removing noise correlation increased the uncertainty as to which stimulus evoked the responses. However, panels (c) and (d) show that when signal and noise correlation is positive, noise correlation decreased the information the pair of neurons conveyed, i.e. $I = 0.71$, $I_s = 0.78$ bits and therefore $\Delta I < 0$. This is because overlap between the response distributions decreased when we removed noise correlation, i.e. removing noise correlation decreased the uncertainty as to which stimulus evoked the responses.
subgroup. We refer to each subgroup using the same notation as discussed earlier. For example, if we had a set of triplet combinations containing 1 pair with a signal correlation > 0 and 2 pairs with a signal correlation < 0 (we note that 3 is the total number of pairs we can acquire from a triplet combination) we would associate this set to subgroup 2_1+. We analysed the information conveyed by different subgroups so we could determine whether the effects of noise correlation found at the pair level were the same in larger groups. That is, whether noise correlation can decrease the amount of information large groups of neurons convey when they are tuned to similar features, and, increase the information large groups of neurons convey when they are tuned to dissimilar features. We firstly discuss the results acquired when we analysed the amount of information triplets of neurons can convey.

**Triplets**

Out of the 1000000 combinations used, 292659 were 0_3+ triplets (that is, all pairs in this subgroup had a signal correlation >0), 280938 were 1_2+ triplets, 394201 were 2_1+ triplets and 32202 were 3_0+ triplets (that is, all pairs in this subgroup had a signal correlation <0). For the 0_3+ triplets, $\bar{I} = 0.4427$ and $\Delta I = -0.0328$, where $\Delta I$ was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 1_2+ triplets, $\bar{I} = 0.4756$ and $\Delta I = -0.0048$, where $\Delta I$ was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 2_1+ triplets, $\bar{I} = 0.4859$ and $\Delta I = -0.0010$, where $\Delta I$ was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 3_0+ triplets, $\bar{I} = 0.4922$ and $\Delta I = 0.0154$, where $\Delta I$ was significantly >0 (Wilcoxon signed rank test, p<0.05). In fig. 7.3 Panel (b) we show the $\Delta I$ distributions for the 0_3+, 1_2+, 2_1+ and 3_0+ triplets as a black dash line, grey dotted line, black solid line and a black dash dot line respectively.

**Quadruplets**

Out of the 1000000 combinations used, 122545 were 0_6+ quadruplets (that is, all pairs in this subgroup had a signal correlation >0), 140563 were 1_5+ quadruplets, 237524 were 2_4+ quadruplets, 312486 were 3_3+ quadruplets, 162141 were 4_2+
quadruplets, 24691 were 5−1+ quadruplets and 51 were 6−0+ quadruplets (that is, all pairs in this subgroup had a signal correlation <0). For the 0−6+ quadruplets, \( \bar{I} = 0.5608 \) and \( \bar{\Delta}I = -0.0623 \), where \( \bar{\Delta}I \) was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 1−5+ quadruplets, \( \bar{I} = 0.5975 \) and \( \bar{\Delta}I = -0.0316 \), where \( \bar{\Delta}I \) was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 2−4+ quadruplets, \( \bar{I} = 0.6200 \) and \( \bar{\Delta}I = -0.0202 \), where \( \bar{\Delta}I \) was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 3−3+ quadruplets, \( \bar{I} = 0.6207 \) and \( \bar{\Delta}I = -0.0140 \), where \( \bar{\Delta}I \) was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 4−2+ quadruplets, \( \bar{I} = 0.6333 \) and \( \bar{\Delta}I = -0.0035 \), where \( \bar{\Delta}I \) was significantly <0 (Wilcoxon signed rank test, p<0.05). For the 5−1+ quadruplets, \( \bar{I} = 0.6445 \) and \( \bar{\Delta}I = 0.0010 \), where \( \bar{\Delta}I \) was significantly >0 (Wilcoxon signed rank test, p<0.05). For the 6−0+ quadruplets, \( \bar{I} = 0.6543 \) and \( \bar{\Delta}I = 0.0234 \), where \( \bar{\Delta}I \) was significantly >0 (Wilcoxon signed rank test, p<0.05). In fig. 7.3 Panel (c) we show the \( \bar{\Delta}I \) distributions for the 0−6+, 1−5+, 2−4+, 3−3+, 4−2+, 5−1+ and 6−0+ quadruplets as a grey solid line, grey dash line, grey dot line, black solid line, grey dash dot line, black dot line and a black dash dot line respectively. We discuss the quadruplet, the triplet and the pair results in the next section.

### 7.3.4 Summary Of Analysis So Far

We summarise the results in fig. 7.5 for the pair, triplet and quadruplet information analyses and discuss the results so far. The figure shows the information quantities \( \bar{I} \) (Panel (a)) and \( \bar{\Delta}I \) (Panel (b)) calculated from each of the neuron subgroups discussed previously. The dotted line in Panel (a) shows \( \bar{I}_s \), i.e. the average information conveyed by the shuffled responses across all subgroup combinations. In other words, \( \bar{I}_s \) shows the average information the neurons could have conveyed if they fired independently. The results in panel (a) shows that \( \bar{I} \) for the neuron groups containing all pairs with a signal correlation >0 (white diamonds) were above the dotted line. That is, \( \bar{\Delta}I \) for these subgroups was >0 (Panel (b), white diamonds). These results, therefore, show noise correlation increased the amount of information these subgroups could convey. Furthermore, the results in panel (a) shows \( \bar{I} \) for the subgroups containing all pairs with a signal correlation <0 (grey squares), and, subgroups that had a mixture of pairs with a signal correlation >0 and <0
(black diamonds), were below the dotted line. That is, $\triangle I$ for these subgroups was $< 0$ (panel (b), black diamonds and grey squares). These results, therefore, show noise correlation decreased the amount of information these subgroups could convey. When we averaged across all subgroups the average information (the black line in panel (a)) was below the dotted line. That is, the average effect of noise correlation (the black line in panel (b)), was $< 0$. Therefore, the results show that, overall, noise correlation decreased the amount of information the neuron ensembles could convey. However, the magnitude of the overall effect was less compared to if all the neurons were tuned to similar features. That is, the overall effect of noise correlation would be more harmful in the population if all the neurons were tuned to similar features. For example in the quadruplet results, $\triangle I$ was -0.062 for the 0−6+ combinations, i.e. when all the neurons pooled were tuned to similar features, but, when we averaged the effect across all quadruplet combinations, i.e. when the neurons pooled had similar and dissimilar tuning, $\triangle I$ was $-0.02$ (panel (b)). This shows that pooling neurons tuned to dissimilar and similar features would improve the accuracy of the information a population conveys when noise correlation is present, as the beneficial effects would partially reduce the harmful effects. We also note that panels (a) and (b) show the overall harmful effect increased with the number of neurons. In summary, the results taken together suggest that the impact of noise correlation in the olfactory bulb is dependent on the tuning similarity of the neurons, and the number of neurons, pooled. In the next section we show the effects of noise correlation on larger populations.

### 7.3.5 Summary Of Results For Larger Populations

We can see from the results in fig. 7.5 panel (b) that the overall effect (black line) of noise correlation was harmful and was dependent on the tuning similarity of the neurons pooled. This was consistent in larger populations. We therefore, for clarity due to the number of subgroups we can acquire increasing with group size, summarise the results acquired from the larger populations in fig. 7.6. Panels (a) and (b) show $\bar{I}$, $\bar{I}_s$ and $\triangle I$ as a function of the number of neurons, where panel (a) shows $\bar{I}$ and $\bar{I}_s$ and panel (b) shows $\triangle I$. In this section $\bar{I}$, $\bar{I}_s$ and $\triangle I$ refer to the average $I$, $I_s$ and $I_s$, respectively, across all subgroup combinations. We found $\bar{I}$ (fig. 7.6
Figure 7.5: Panel (a) shows the $I$ values, and Panel (b) shows the $\Delta I$ values, for the pair, triplet and quadruplet combinations. The panels show the $I$ and $\Delta I$ values for the subgroups containing all pairs with a signal correlation $> 0$ (grey squares), all pairs with a signal correlation $< 0$ (white diamonds), and a mixture of pairs with a signal correlation $< 0$ and $> 0$ (black diamonds). The dotted line and black line in panel (a) represents the average $I_s$ and $I$ quantities across all subgroups. The black line in panel (b) represents the average $\Delta I$ across all subgroups. Error bars show the standard error of the mean of the subgroups.

Panel (a)) increased with the number of neurons and peaked when the ensemble size was $\sim 45$. For example, $I$ was $0.2606 \pm 0.156$ ($\pm$ S.D), $1.1213 \pm 0.208$, $1.7078 \pm 0.0795$, $1.7511 \pm 0.056$, $1.7661 \pm 0.043$ for group sizes 2, 10, 50, 100, 150, 236 respectively. We found $\Delta I$ (fig. 7.6 Panel (b)) was relatively small on the information encoded on ensembles ($< 22$), but the effect increased with the ensemble size thereafter. For example, $\Delta I$ was $-0.0038 \pm 0.0326$, $-0.1227 \pm 0.069$, $-0.5607 \pm 0.0691$, $-0.6995 \pm 0.113$, $-0.7448 \pm 0.0725$, $-0.7549$ bits for group sizes 2, 10, 50, 100, 150, 236 respectively. We note that the average effect of noise correlation across all group sizes was significantly different from 0 (Wilcoxon signed rank test, $p < 0.05$). These results indicate that correlated noise caused information to saturate as the number of neurons reached $\sim 45$ neurons. Thus, the population conveyed $\sim 70\%$ (i.e. $\frac{1.77}{2.56} \times 100$) of the maximum information that could be conveyed about the six stimuli. However, the population would have conveyed nearly all the information about all six stimuli (2.56 bits) if noise was not correlated, i.e. $I_s$ was 2.52 bits (shown in fig. 7.6 Panel (a)).

\footnote{We note the value 1.77 was the total amount of information the population conveyed about all six stimuli (shown in fig. 7.6 Panel (a)). Furthermore, the value 2.56 was the maximum amount of information that could be conveyed about all six stimuli, i.e. $\log_2(6)$.}
Figure 7.6: Panels (a) and (b) show $\bar{I}$, $\bar{I}_s$ and $\Delta \bar{I}$ as a function of the number of neurons, where Panel (a) shows $\bar{I}$ and $\bar{I}_s$, and Panel (b) shows $\Delta \bar{I}$. In these results, $\bar{I}$, $\bar{I}_s$ and $\Delta \bar{I}$ refer to the average $I$, $I_s$ and $\Delta I$, respectively, across all combinations. The error bars in both panels represent the standard deviation. Panel (a) shows that information ($\bar{I}$) increased with the number of neurons but saturated when the number of neurons reached $\sim 45$, conveying, 1.77 bits of information. When we decorrelated the noise, the information ($I_s$) the population conveyed was 2.52 bits (Panel (a)). That is, noise correlation decreased the amount of information the population conveyed by 0.7549 bits (Panel (b)).

7.4 Discussion

The aim of our study was to determine whether noise correlation can influence the accuracy of a population rate code. We addressed this by calculating the amount of information the responses of 236 mitral cells conveyed about all six stimuli, when, the response variability (noise) of the neurons was correlated and uncorrelated. To quantify the amount of information the neurons conveyed, we used a decoding method, which measured the information in terms of bits. The results showed that the impact of noise correlation was dependent on the neurons pooled. That is, as noise correlation was predominately positive, noise correlation tended to reduce the amount of information pairs of neurons conveyed when they were tuned to similar features and increased the information pairs of neurons conveyed when they were tuned to dissimilar features. However, when we pooled all neurons, the opposing effects limited the information gain of the population, as the beneficial effects did not fully cancel out the harmful effects. That is, as the overall reduction effect of noise correlation increased with the number of neurons, information saturated when the number of
neurons pooled reached $\sim 45$. Thus, the population conveyed $\sim 70\%$ (1.77 bits, shown in the previous section) of the maximum information that could be conveyed about the six stimuli (i.e. $\log_2(6) = 2.56$). However, the population would have conveyed $\sim 100\%$ of the information (as shown in the previous section) if the noise was not correlated. We, therefore, conclude that noise correlation can have an effect on encoding accuracy in the brain, where the effect is dependent on the tuning similarity of the neurons, and the number of neurons, pooled.

7.4.1 Noise Correlation

We found the average noise correlation coefficient between neurons in the olfactory bulb was 0.21. This value is consistent with other studies of noise correlation in other brain areas. For example, the average noise correlation coefficient found in the:

- V1 was 0.20 (Kohn et al., 2005), 0.25 (Reich et al., 2001) and 0.22 (Gawne et al., 1996), in the middle temporal visual area was 0.19 (Zohary et al., 1994).
- inferior temporal cortex was 0.23 (Gawne et al., 1993).
- supplementary motor area was 0.13 (Averbeck et al., 2006).
- parietal areas of the primate cortex was 0.16 (Lee et al., 1998).
- secondary somatosensory cortex was 0.12 (Romo et al., 2003)

Our other noise correlation investigations are also comparable with the work of (Lee et al., 1998). That is, we, and (Lee et al., 1998), found a weak relationship between noise correlation and distance, where, noise correlation showed a small gradual decrease with distance. We, and (Lee et al., 1998), found the noise correlation coefficient tended to be greater for pairs of neurons that had a signal correlation $>0$ compared to pairs of neurons with a signal correlation $<0$. Furthermore, the correlation between signal and noise correlation was stronger for pairs of neurons in close proximity compared to pairs of neurons further apart. Thus, as the levels of noise correlation were similar in both the rat olfactory bulb and other areas of the brain, the effects of noise correlation reported in this work may also occur in other parts of the brain. This could be the basis of future work.
7.4.2 Influence Of Noise Correlation On The Population Code

Many studies have examined the impact positive noise correlation can have on the amount of information a population rate code conveys (Averbeck et al., 2006). The first theoretical study investigated the effects of positive noise correlation on neurons with similar tuning functions (Zohary et al., 1994). They showed that positive noise correlation slightly decreased the information pairs of neurons conveyed, but, greatly decreased, i.e. limited, the information conveyed by large populations of neurons. Other theoretical studies have also shown the effect of noise correlation can increase with the number of neurons (Oram et al., 1998; Panzeri et al., 1999; Abbot et al., 1999; Averbeck et al., 2004; Averbeck et al., 2006). However, they also showed that positive noise correlation does not necessarily decrease, i.e. limit, information, as the effect of noise correlation is dependent on the tuning similarity of the neurons pooled (Oram et al., 1998; Panzeri et al., 1999; Abbot et al., 1999; Averbeck et al., 2004; Averbeck et al., 2006). In other words, positive noise correlation is harmful on populations with similar tuning, but, beneficial on populations with dissimilar tuning. This was also found in some empirical studies (Panzeri et al., 2001; Petersen et al., 2001; Averbeck et al., 2003; Golledge et al., 2003; Romo et al., 2003), where they studied the effects of noise correlation on the information pairs of neurons convey. Overall, the theoretical and empirical work has suggested that the effect of noise correlation is dependent on the tuning similarity of the neurons, and the number of neurons, pooled. Our work also suggests this. We found as noise correlation was predominately positive, noise correlation tended to decrease the amount of information pairs of neurons convey when they were tuned to similar features, i.e. when signal correlation $>0$, and increase the information pairs of neurons convey when they were tuned to different features, i.e. when signal correlation $<0^9$. Furthermore, when we averaged the effect of noise correlation across pairs, the overall effect was harmful, i.e. $\Delta I < 0$. These results were also shown in the triplet and quadruplet neuron results. This, therefore, shows that pooling neurons tuned to dissimilar features with neurons tuned to similar features would

$^9$We note that some pairs exhibited negative noise correlation, which, had a negligible effect on the information neurons convey.
improve the accuracy of the information a population conveys when noise correlation is present, as the beneficial effects would partially reduce the harmful effects. Finally, we showed that, when we pooled all of the neurons with similar and dissimilar tuning, the overall effect of noise correlation limited the information gain. That is, information increased with the number of neurons but eventually saturated when the size of the population reached ∼ 45 neurons. In summary, we have shown that noise correlation can have a substantial effect on the capacity of population rate codes in the rat olfactory bulb. However, as we are uncertain as to whether the correlations in the area we analysed are representative of the whole olfactory bulb, and which neurons are pooled together within this system, i.e. which neurons are connected to the downstream neurons, we are also uncertain as to which effects of noise correlation, and at what magnitude, occurs in the rat olfactory bulb. Thus, if the brain utilises population rate coding and noise correlation is predominately positive, the brain may pool particular neurons with specific tuning to achieve certain aims. For example, if the brain’s aim is to extract optimal information from a few neurons in the presence of positive noise correlation then we would expect that downstream neurons would be connected to neurons either:

1. tuned to dissimilar features, or,

2. tuned to similar and dissimilar features so that the harmful effect of noise correlation is canceled out.

Alternatively, the brain may use noise correlation to limit (optimise) the amount of information a large set of neurons convey. That is, if downstream neurons need to be connected to large numbers of neurons for one or both of the following reasons:

1. Information is encoded in a large neuronal area.

2. To resolve the problem of cells dying. That is, a large number of neurons may be connected to the downstream neurons so that they convey some redundant information, thus, if any cells die the information they encode/convey is not lost.

the brain may connect downstream neurons to a combination of neurons tuned to similar and dissimilar features. This combination, for example, may be chosen so
that the above points are addressed, and, so that noise correlation limits (optimises) the amount of information the neurons transmit to the downstream neurons. The brain may use noise correlation to limit the information a large population of neurons conveys for one or both of the following reasons:

1. To limit (optimise) the amount of information a large population conveys to prevent the amount exceeding, i.e. overestimating, the amount extracted by, for example, external stimulus receptors. The amount extracted by the receptors could be exceeded by a large population if the information is allowed to increase linearly with the number of neurons pooled (as discussed in Averbeck et al., 2006). If the brain forces information to increase nonlinearly with the number of neurons using correlations, it raises the question as to how much information is lost and whether this loss has a considerable effect on ones ability to discriminate between particular stimuli. From our results we showed that noise correlation reduced the amount of information a population conveyed by ∼30% (shown in fig. 7.6 panel (a)). Therefore, if the levels of noise and signal correlation discussed are representative of the entire olfactory bulb, the information provided by the firing rates of the mitral cells is limited.

2. To limit (optimise) the amount of information populations transmit to downstream neuronal areas to, for example, speed up information processing. In other words, the brain may achieve faster information processing if many downstream neuronal areas receive and process a limited amount of information in parallel rather than one area receiving and processing all the information.

Thus, if we want to fully understand the effects of noise correlation on population rate codes in the brain we need to study the effects of noise correlation in conjunction with how the neurons under analysis are connected. This could be a future investigation topic.

$I_s$ replacing $I$ in information analyses

The measure of $I_s$ has been commonly used, for example in (Hung et al., 2005; Olshausen et al., 1996; Simoncelli et al., 2001), as a surrogate for the true informa-
tion $I_s$. This is because estimating the true information a large neuronal population can convey requires many neurons to be recorded simultaneously, whereas $I_s$ requires only single cell recordings, and, fewer trials. Thus, if one uses $I_s$, one would also assume there is no noise correlation between the neurons. In this chapter we showed that $I_s$ and $I$ were significantly different, and therefore, proves we cannot simply assume noise is not correlated as the results or conclusions acquired may be incorrect. Any work that has substituted $I_s$ with $I$ should be treated with caution especially when studies involved the analysis of large neuron ensembles.

7.5 Summary

In this chapter we have shown that noise correlation can affect the encoding accuracy of population rate codes in the brain. However, whether noise correlation increases or decreases information in the brain, and at what magnitude, is dependent on the tuning similarity of the neurons pooled. Thus, if we wish to determine whether noise correlation does effects encoding accuracy in the brain we would need to determine which neurons, with respect to their tuning similarity, are pooled together. This could be a future investigation point. In addition, the results have also demonstrated that we cannot simply ignore correlated noise in the brain when investigating population rate codes, as it will bias our conclusions as to the how much information population rate codes can convey in the brain.
Chapter 8

Discussion

How a stimulus, such as an odour, an image or a sound, is represented in the brain has been controversially discussed over the years. It is becoming clearer that a stimulus is represented in the brain by a population code. That is, populations of neurons encode all the information about a stimulus and that each neuron encodes information about more than one stimulus (Averbeck et al., 2006; Barlow et al., 1964; Rolls et al., 1997). However, how information is transmitted by a population of neurons is uncertain. The two main theories as to how a population transmits information are:

1. the population rate coding hypothesis, which assumes that stimulus information is transmitted in the spiking rates of each neuron (i.e. in the number of spikes fired by each neuron within a relevant time period) in an ensemble. (Averbeck et al., 2006; Barlow et al., 1964; Georgopoulos et al., 1986; Hubel et al., 1959; Maunsell et al., 1983; Mehring et al., 2003; Pouget et al., 2003; Quian Quiroga et al., 2005; Quian Quiroga et al., 2009; Reich et al., 2001; Rolls et al., 1997; Stopfer et al., 2003). In addition, the capacity of a population rate code is thought to be dependent on the noise correlation between the neurons in the ensemble (Averbeck et al., 2006). That is, noise correlation between neurons may contribute to, or reduce, the information a population conveys.

2. the population temporal coding hypothesis, which assumes that information is transmitted in the precise times each neuron in the ensemble fires spikes,
and/or, in the relationships (correlations) between the precise times multiple neurons fire spikes (Abeles 1991; Abeles et al., 1993; Aertsen et al., 1989; Arieli et al., 1995; Bair 1999; Castelo-Branco et al., 2000; Eckhorn et al., 1988; Engel et al., 1991; Fries et al., 1997; Gray et al., 1989; Krahe et al., 2002; Kreiter et al., 1996; Lestienne 2001; von der Malsburg, 1981; Markram et al., 1996; Panzeri et al., 2001b; Prut et al., 1998; Reich et al., 2001b; Riehle et al., 1997; Singer, 1999; Volgushev et al., 1998).

Thus, to acquire a more definitive answer as to how stimulus information is represented by neuronal populations in the brain, we need to test/investigate, i.e. support or falsify, each of the population coding hypotheses. In other words, we need to determine whether neurons respond to stimuli in the hypothesised ways, what, and how much, information such responses convey about the stimuli, and address any questions related to the hypotheses. A promising way of testing/investigating these hypotheses, i.e. acquire an understanding of how a neuronal population conveys stimulus information, at the level of multiple cell-cell interactions is to record and analyse the simultaneous spiking activity of multiple individual neurons from the brain of a test subject when a stimulus is, and is not, presented. With the advent of multi-electrode arrays it is now possible to record such data. However, before we can investigate/test the population coding hypotheses using such recordings, we need to determine the number of neurons recorded by the MEA and their spiking activity, after spike detection, using an automatic spike sorting algorithm (we refer to the spiking activity of the neurons extracted from the MEA recordings as MEA sorted data). While there are many automatic spike sorting methods available, they have limitations. In addition, we are lacking methods to test/investigate the population coding hypotheses in detail using the MEA sorted data. That is, methods that show whether neurons respond in a hypothesised way and, if they do, shows how the stimulus is represented within the recorded area. Thus, in this thesis, we proposed an automatic spike sorting method, which avoids the limitations of other standard spike sorting methods. In addition, we addressed the population rate coding hypothesis. More specifically, we developed a method for testing/investigating the population rate coding hypothesis using MEA data, i.e. detecting hot spots within the recorded area. We then addressed the question: can noise correlation affect the amount of
information a population rate code conveys, using MEA sorted data recorded from a rat’s olfactory bulb. We discuss our results below.

8.1 Spike Sorting

To interrogate MEA data we need to determine the number of neurons and their corresponding spiking activity from the extracellular recordings. To achieve this we implement two stages, spike detection and then spike sorting. Spike detection refers to the process of identifying the spike events or action potentials from the voltage trace recorded by an electrode and extracting spike shapes. Spike sorting refers to the process of determining the number of neurons recorded by each electrode and the assignment of each spike to the neuron that produced it. In other words, it refers to the process of grouping spike shapes into clusters based on the similarity of their shapes, where each group of spike shapes are different from the ones belonging to other groups. Therefore, the clusters formed correspond to the spiking activity of different neurons. Spike sorting is a 2 stage process: feature extraction (which refers to the process of extracting distinctive features from the spike shapes) and clustering (which refers to the process of clustering the spikes based on the features extracted in the feature extraction stage).

In chapter 5, we proposed a spike sorting method called SOMA. SOMA is a fully automatic process (i.e. a method that automatically extracts/determines a number of features from the spike shapes that form a number of separable clusters in the feature space, and, automatically determines the number of, and groups the spikes into, clusters). We require automatic methods to avoid the problems/limitations of manual methods. This is important because:

1. manually spike sorting multi-electrode array data can be very time consuming/impractical due to the hundreds of thousands of mixed spike waveforms they can record.

2. manual methods typically perform worse than automatic methods due to the errors users introduce (Wood et al., 2004).

Our method also:
1. avoids the limitations of other automatic spike sorting methods. That is, our method:

(a) is not based on assumptions about the distribution and variance of the clusters in the feature space, which is important as the contents of datasets can vary, and therefore, makes our method more reliable and consistent.

(b) does not require the user to specify optimal parameter values (such as providing the method with the number of clusters in the feature space, criteria associated to the cluster boundaries and/or the number of features to extract from the spikes shapes) to achieve a high performance. This is an important consideration as, typically:

i. we would not know the optimal value(s) to use.

ii. we cannot tune (optimise) the parameter values (i.e. run the method multiple times with different values until a particular result is achieved) as we would not know the optimal result (i.e. we would not know the correct number of clusters the method should group the spikes into, and, which spikes should be grouped together).

2. reduces computational costs where possible. This is an important consideration as processing the large amount of data MEAs can record can be computationally expensive.

Our method consists of using a novel pre-processing stage, which involves extracting features (based on the principal components and the curvature of the spike shapes) in combination with a novel self-organising map-based clustering method.

Our clustering method is an improved version of the standard self-organising map clustering procedure (Kohonen 1984; Ritter et al., 1989) and avoids its limitations (discussed in chapter 2). That is, our clustering method automatically identifies the number of clusters in the feature space and improves cluster separation. In other words, our method forms an implicit boundary around each cluster, and thus, the points inside the boundary of each cluster are grouped together. This process, therefore, reduces the chance of misclassification. The standard SOM clustering method does not accomplish this.
We validated our new spike sorting approach by applying it to multi-electrode array datasets acquired from the rat olfactory bulb, and from the sheep infero-temporal cortex, and using simulated data. We also compared our method with other standard automatic spike sorting methods, namely the wavelet pre-processing procedure (described in (Quian Quiroga et al., 2004)), and the clustering techniques, Klustakwik (Harris 2000), which uses the CEM algorithm (Celeux et., 1992) and Waveclus (Quian Quiroga et al., 2004), which uses the super-paramagnetic clustering (SPC) technique (Blatt et al., 1996) (we discussed these methods in chapter 2 and 5). We compared these methods by:

1. using datasets containing single neuron recordings, i.e. datasets that contain a known number of neurons and the spikes each fired. We used these datasets so we could evaluate the performance of each method. That is, we could determine whether each method identified the correct number of neurons and whether each spike was correctly classified.

2. running them in a way that reflected our interests in automatic spike sorting, and, how we would use them in practice. That is, we compared the results obtained from running each method once with the default values. We ran the methods in this way as, in practice, we would:

   (a) use the default values with each method for the reasons discussed in bulleting points 1. b) i) and 1. b) ii) at the beginning of this section.

   (b) run the method once, as, running the methods multiple times may produce different results, but, we would not know which run produced the best results.

We found that our method was at least as good as the others, i.e. wavelets formed separable clusters, and Klustakwik and Waveclus found the correct number of clusters and classified a high percentage of the spikes correctly. However, our pre-processing and clustering method outperformed them when the spike shapes from each neuron were very similar in shape, and, when the spike shapes were highly distorted. The results, therefore, show that our new pre-processing technique and clustering method worked efficiently, in terms of the number of clusters (neurons)
found and the number of spikes correctly classified, without assumptions and without the need for user involvement (i.e. optimal pre-defined criteria).

We note that, in practice, it is difficult to evaluate a method’s performance. This is because we would usually have no information about the number of neurons recorded and which spikes correspond to each neuron. Thus, it is difficult to know whether each group of spikes acquired by SOMA, or by any other spike sorting method, refers to the spiking activity of one neuron. Therefore, it is always worthwhile to confirm the validity of the results from SOMA with other evaluation measures when possible. For example, we could determine whether each group of spikes fits a particular interspike interval distribution or contains a particular refractory period.

In this thesis our main aim was to address the issue of unsupervised spike sorting. However, there are other spike sorting issues we did not address, in particular, the issues of overlapping spikes and bursting cells. The issues are explained in more detail below:

1. the issue of overlapping spikes refers to the problem of two neurons firing at, or near, the same time. That is, if two neurons fire in synchrony or with a small delay, it is possible that they generate overlapping spikes, i.e. a shape generated by the sum of the two spikes. Thus, when two neurons fire with a slight delay the spike shape they generate would have double peaks. In addition, when two neurons fire in synchrony, the spike shape generated may be very different from the two neurons and could be regarded as a spike from a third neuron. Thus, we need to be careful that the overlapping spikes, if they are not detected at the spike detection stage, are not considered by our spike sorting algorithm as the spiking activity of a third neuron.

2. the issue of bursting cells refers to the problem of a neuron firing a fast sequence of spikes. That is, the amplitude of each spike shape in a burst usually differs, therefore, we need to be careful that a burst of spikes from a neuron are not considered as spikes from different neurons.

Some solutions have been proposed for the above two issues but have yet to show optimal results (Quian Quiroga 2007). Thus, for future work, we could address these issues and incorporate them into our process.
Finally, for future work, it would be worth investigating whether we could adapt/apply SOMA to tetrode recordings or in real time applications. For example, to enable multiple spike trains to be inputs to neural prosthetic devices and brain machine interfaces (Taylor et al., 2002; Serruya et al., 2002; Chapin et al., 2004).

8.2 MEA Analysis Tool For Investigating The Population Rate Code Hypothesis

To test/investigate the population rate coding hypothesis in detail using MEA sorted data recorded before and during stimulus presentation, we need methods that provide a detailed statistical analysis of the stimulus evoked changes in the spiking rates of the neurons recorded, and show, the responsive, and most responsive, subareas of neurons (i.e. the subareas exhibiting the most significant change in spiking rates) within the MEA recorded area. This type of analysis method enables us to address questions such as:

1. does the whole recorded area respond to the stimulus, or, does one or many small subareas respond? In other words, is the stimulus represented spatially in the responses of small groups of neurons, or, is it represented in the responses of a large group of neurons?

2. do neurons respond to a stimulus with the same or different spiking rates?

In chapter 6, we proposed a new method to achieve the above analysis called MEANOVA, which consists of applying the multi variate analysis of variance test (MANOVA) on MEA sorted data. The standard application of MANOVA does not easily achieve the above analysis as it is designed to analyse the changes in the spiking rates of all of the neurons as a whole. In other words, MANOVA is designed to perform one test on the whole group of neurons to determine/show whether the neurons, in general, responded to a stimulus, and not, to highlight the responsive and the most responsive subareas within the recorded area. MANOVA also has limitations. Firstly, MANOVA is not very informative. That is, it only shows whether a change in the spiking rates of a population of neurons is significant and not how significant the change is. Secondly, the standard MANOVA test, when used on a
dataset containing a large set of unresponsive neurons and a very small set of responsive ones, may incorrectly assert there was no stimulus evoked changes in the spiking rates of the neurons. In other words, the responsive neurons may be hidden amongst the vast number of unresponsive neurons in a MANOVA test. We showed an example of this in chapter 6.

Our method consists of:

1. using the MANOVA test, where we modified its output. We modified the output of MANOVA so that it produces a significance score to show how significant the changes in the spiking rates of a population of neurons were overall when a stimulus was presented. In other words, the score shows how responsive a population of neurons was, in general, to a stimulus. Thus, our method avoids the first limitation of MANOVA discussed above, i.e. our modified version is more informative than the standard MANOVA test.

2. applying the modified version of MANOVA to the spiking rates of neurons in subareas, small (local) and large (global), within the recorded area. In other words, our method associates a significance score to different subareas of neurons in the recorded MEA area. Thus, the higher the significance score associated to a subarea, the more responsive the neurons in that subarea were, in general, to a stimulus. Thus, our method avoids the second limitation of MANOVA discussed above, i.e. as it analyses the differences in the spiking rates of small and large numbers of neurons, it would uncover a small set of responsive neurons amongst a large set of unresponsive ones (we showed this in chapter 6).

We validated MEANOVA using data recorded from a rat’s olfactory bulb and data obtained from a simple computational network model. We used the computational model and biological data to show that MEANOVA works, i.e., it can identify and show the responsive, and the most responsive, subareas within a neuronal area. We also used the computational model to show the limitation of MANOVA (discussed above), i.e. that MANOVA can incorrectly state that a stimulus had no effect on a large population of neurons when one responsive neuron is embedded in a large number of unresponsive neurons. We also showed that MEANOVA overcomes this
limitation. The results showed that MEANOVA is a valid method of applying MANOVA to MEA data for the purpose of acquiring information about how and whether a stimulus affects the spiking rates of neurons across an MEA recorded area.

8.3 The Effects Of Noise Correlation On The Information Encoded In A Population Rate Code

The capacity of a population rate code is thought to be dependent on the noise correlation between neurons in the ensemble (Averbeck et al., 2006; Quian Quiroga et al., 2009). That is, noise correlation between neurons may determine whether neurons contribute independent, synergistic or redundant information to the ensemble.

In chapter 7 we addressed this hypothesis. More specifically, we addressed the question: can noise correlation significantly affect the amount of information a large population of neurons conveys about a set of external stimuli. To address this, we used the MEA sorted data containing 236 neurons recorded from a rat’s olfactory bulb when 6 stimuli was presented (we described the recording/experiment procedure in chapter 3). We used this data as we found from initial tests that noise was predominately positively correlated in this system. We investigated whether correlated noise can affect the amount of information the neurons convey in their spiking rates about the six stimuli presented. To quantify the effect of noise correlation we used a mutual information measurement method developed by (Franco et al., 2004). We used it to calculate the mutual information between the population response and the six stimuli presented, when the responses were correlated and uncorrelated. Thus, the difference between the information the correlated and uncorrelated responses conveyed about the stimuli represents the effect of noise correlation.

We found from initial investigations of the rat olfactory bulb, as have other empirical studies of the brain (e.g. Gawne et al., 1993; Lee et al., 1998; Averbeck et al., 2006), that noise correlation is predominately positive and the average noise correlation coefficient is small, i.e. in the range 0.1-0.2. We also found, as have many empirical studies (Panzeri et al., 2001; Petersen et al., 2001; Averbeck et al.,
2003; Golledge et al., 2003; Romo et al., 2003), that the effect noise correlation has on the information small population codes (< 30) convey is small. In addition, we, and other studies have found the effect (i.e. whether noise correlation increases or decreases information) to be dependent on the tuning similarity (signal correlation), and the noise correlation, between the responses of the neurons pooled. That is, when the noise and signal correlation between neurons in a population is positive, or, when the noise and signal correlation between neurons in a population is negative, noise correlation decreases the information the population can convey (i.e. the effect of noise correlation is harmful). In addition, when the noise and signal correlation between neurons in a population is negative and positive respectively, or, when the noise and signal correlation between neurons in a population is positive and negative respectively, noise correlation increases the information the population can convey (i.e. the effect of noise correlation is beneficial)\(^1\). When we investigated the effect of noise correlation on larger populations (> 30) we found the effect of noise correlation to be much larger. More specifically, we found that, as noise correlation was predominately positive, noise correlation limited the information conveyed by the entire population. This is because the beneficial effects of noise correlation did not fully cancel out the harmful effects. That is, the overall harmful effect of noise correlation increased with the number of neurons pooled, and as a consequence, information saturated when the size of the population reached ~45. Thus, the population conveyed ~ 70% of the maximum information that could be conveyed about the six stimuli. In other words, the population would have conveyed 100% of the information if the noise was not correlated. These results, therefore, supports the theoretical results in (e.g. Abbot et al., 1999; Averbeck et al., 2004; Oram et al., 1998; Panzeri et al., 1999; Zohary et al., 1994). That is, the effect of noise correlation can increase with the size of the population and can substantially limit the information gain of a large population rate code.

While our results show that noise correlation can have a substantial effect on, i.e. limit, the capacity of population rate codes, we cannot be certain that this limiting effect, and at what magnitude, occurs in the olfactory bulb, or more specifically, in

\(^1\)However, we note that in all our studies the effect of negative noise correlation was not significant.
the brain. This is because we are uncertain as to whether the correlations in the area we analysed are representative of the whole brain, and, we are uncertain as to which neurons are pooled together within it, i.e. which neurons are connected to the downstream neurons. However, if the brain does utilise population rate codes and noise correlation is predominately positive in the brain, the brain may connect (pool) neurons tuned to similar and/or dissimilar features to achieve certain aims. For example, if the brain’s aim is to extract optimal information from population rate codes in the presence of predominately positive noise correlation, the brain may connect neurons tuned to dissimilar features so that noise correlation has no harmful effect (for other examples see chapter 7). Thus, to obtain a more definitive answer as to how noise correlation affects the amount of information population rate codes convey, we need to address the question with respect to how neurons are connected within the brain. This could be a point for future investigation. Nevertheless, our results do show that noise correlation can have a significant effect on encoding accuracy, and therefore, shows the importance of analysing the effects of noise correlation in the brain. In other words, we have shown that we cannot simply study the capacity of population rate codes by ignoring/omitting noise correlation, which some work has done (e.g. Hung et al., 2005; Olshausen et al., 1996).

In summary, we have achieved our main aims of producing tools to analyse MEA recordings, i.e. a spike sorting method and a method to use with MEA sorted data to investigate/test the population rate coding hypothesis. In addition, we have showed that noise correlation can significantly effect the accuracy of population rate codes. This thesis has therefore furthered, and has provided ways to further using MEA data, our understanding of how the brain works.
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Appendix A

Appendix To MEANOVA
Chapter: Groups Attained From Biological Data

Numbers inside (·) represent the electrode number (see fig. 6.1 in chapter 6 for the electrode layout). The numbers on the left hand side of the equality represent the group number, i.e. the x-axis (for an example see fig. 6.11). Each group of electrodes contains a connected set of electrodes. In other words, each electrode we added to a subset was adjacent to, i.e. was an MEA neighbour of, one electrode already in the subset. We constructed the subsets in this way so the MEANOVA scores produced by small and large subsets represented the changes in spiking activity of small (local) and large (global) neuronal areas respectively. This is discussed in more detail in chapter 6.

Groups Attained From Real Data:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>50=(15 16 25 35)</td>
<td>51=(15 25 35 36)</td>
<td>52=(16 26 35 36)</td>
<td>53=(15 25 35 45)</td>
</tr>
<tr>
<td>35</td>
<td>54=(16 25 26 35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>(15 16 26 35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>(15 25 26 35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>(15 25 26 36)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>(15 25 35 36)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>(26 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>(25 35 45 46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>(26 35 45 46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>(25 35 45 46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>(25 35 45 46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>(25 35 45 46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>(25 35 45 46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>87</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>89</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>92</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>94</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>97</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>98</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>103</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>109</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>115</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>116</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>117</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>118</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>119</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>121</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>122</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>123</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>124</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>126</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>127</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>129</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>131</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>132</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>133</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>134</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>135</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>136</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>137</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>138</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>139</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>141</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>142</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>143</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>145</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>146</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>147</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>148</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>149</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>151</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>152</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>153</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>154</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>155</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>157</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>158</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>159</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>161</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>163</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>164</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>165</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>166</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>167</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>168</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>169</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>170</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>171</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>172</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>173</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>174</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>176</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>177</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>178</td>
<td>(25 35 44 45)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
203

276 = (16 25 26 35 36 43 44 45 46)
277 = (05 15 16 25 26 35 36 43 44 45)
278 = (05 15 16 25 26 35 36 43 44 45)
279 = (05 15 16 25 26 35 36 43 44 45)
280 = (05 15 16 25 26 36 43 44 45 46)
281 = (05 15 16 25 35 36 43 44 45 46)
282 = (05 15 16 26 35 36 43 44 45 46)
283 = (05 15 16 25 26 36 43 44 45 46)
284 = (15 16 25 26 35 36 43 44 45 46)
285 = (05 15 16 25 26 35 36 43 44 45 46)
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Appendix To MEANOVA

Chapter: Groups Attained From Simulated Data

Numbers inside (·) represents the cell number in the 4×4 simulation grid (see fig. 6.1 for grid layout). The numbers on the left hand side of the equality represent the group number, i.e. the x-axis, for example see fig. 6.3. Each group of cells contains a connected set of cells. In other words, each cell we added to a subset was adjacent to, i.e. was a cell neighbour of, one of the cells already in the subset. We constructed the subsets in this way so the MEANOVA scores produced by small and large subsets represented the changes in spiking activity of small (local) and large (global) neuronal areas respectively. This is discussed in more detail in chapter 6.

Groups Attained From The Simulated Data:

1=(01) 2=(02) 3=(03) 4=(04) 5=(11) 6=(13) 7=(21) 8=(22) 9=(23) 10=(24) 11=(31) 12=(33) 13=(01 02) 14=(01 11) 15=(02 03) 16=(03 04) 17=(03 13) 18=(11 21) 19=(21 22) 20=(13 23) 21=(22 23) 22=(23 24) 23=(21 31) 24=(23 33) 25=(01 02 03) 26=(01 02 03 21) 27=(02 03 04) 28=(02 03 13) 29=(03 04 13) 30=(11 21 22) 31=(03 13 23) 32=(13 22 23) 33=(13 23 24) 34=(13 23 33) 35=(21 22 23) 36=(22 23 24) 37=(11 21 31) 38=(21 22 31) 39=(22 23 33) 40=(23 24 33) 41=(01 02 03 04) 42=(01 02 03 13) 43=(01 11 21 22) 44=(03 13 22 23) 45=(11 21 22 23) 46=(13 21 22 23) 47=(03 13 23 24) 48=(21 22 23 24) 49=(01 11 21 31) 50=(02
207

03 04 11 13 21 22) 174=(01 02 03 04 11 13 21 23) 175=(01 02 03 04 11 21 22 23) 176=(01 02 03
04 13 21 22 23) 177=(01 03 04 11 13 21 22 23) 178=(01 02 03 13 21 22 23 31) 179=(01 02 03 11
13 21 23 33) 180=(01 02 03 04 13 22 23 33) 181=(01 02 03 11 13 21 23 24) 182=(01 02 03 04 13
22 23 24) 183=(01 02 03 04 13 22 23 33) 184=(01 02 03 11 21 22 23 24) 185=(01 02 03 11 21 22
23 33) 186=(01 02 03 13 21 22 23 24) 187=(01 02 03 13 21 22 23 33) 188=(01 03 11 13 21 22 23
33) 189=(01 02 03 13 22 23 24 33) 190=(01 03 11 13 21 22 23 24) 191=(01 11 13 21 22 23 24 31)
192=(01 11 13 21 22 23 24 33) 193=(01 11 13 21 22 23 31 33) 194=(01 11 21 22 23 24 31 33)
195=(02 03 04 13 21 22 23 24) 196=(01 02 03 04 11 13 21 31) 197=(01 02 03 04 11 21 22 31)
198=(01 02 03 11 13 21 22 23) 199=(01 02 03 11 13 21 22 31) 200=(01 02 03 11 13 21 23 31)
201=(01 02 03 11 21 22 23 31) 202=(02 03 04 13 21 22 23 31) 203=(02 03 04 13 21 22 23 33)
204=(01 03 11 13 21 22 23 31) 205=(02 03 04 11 13 21 22 23) 206=(02 03 11 13 21 22 23 24)
207=(02 03 11 13 21 22 23 31) 208=(02 03 13 21 22 23 24 31) 209=(02 03 13 21 22 23 24 33)
210=(03 04 13 21 22 23 24 31) 211=(03 04 13 21 22 23 31 33) 212=(02 03 13 21 22 23 31 33)
213=(03 04 11 13 21 22 23 31) 214=(03 04 11 13 21 22 23 31) 215=(03 04 13 21 22 23 31 33)
216=(03 11 13 21 22 23 24 31) 217=(03 02 03 11 13 21 22 23 33) 218=(03 04 11 13 21 22 23 33)
219=(02 03 04 13 22 23 24 33) 220=(03 02 11 13 21 22 23 33) 221=(03 11 13 21 22 23 31 33)
222=(03 13 21 22 23 24 31 33) 223=(11 13 21 22 23 24 31 33) 224=(01 02 03 04 11 13 21 22
23) 225=(01 02 03 04 11 13 21 22 23 24) 226=(01 03 04 11 13 21 22 23 24) 227=(01 02 03 14 21
23 31) 228=(01 03 04 11 13 21 22 23 31) 229=(01 03 04 11 13 21 22 23 33) 230=(01 02 03 11 21
22 23 31) 231=(01 02 03 04 11 13 21 23 33) 232=(01 02 03 04 11 21 22 23 24) 233=(01 02 03
11 13 21 23 24 31) 234=(01 02 03 04 11 21 22 23 33) 235=(01 02 03 04 13 21 22 23 24) 236=(01
02 03 14 21 22 23 33) 237=(01 02 03 11 13 21 22 23 33) 238=(01 02 03 11 13 21 23 24 33)
239=(01 02 03 11 13 21 23 31 33) 240=(01 02 03 04 13 22 23 24 33) 241=(01 02 03 11 13 21 22
23 24) 242=(01 02 03 04 11 13 21 22 31) 243=(01 02 03 04 11 13 21 23 31) 244=(01 02 03 04 11
21 22 23 31) 245=(01 02 03 11 13 21 22 23 31) 246=(01 02 03 11 21 22 23 24 31) 247=(01 02 03
11 21 22 23 24 33) 248=(01 02 03 11 21 22 23 33) 249=(01 02 03 13 21 22 23 24 33) 250=(01
02 03 13 21 22 23 31 33) 251=(01 03 11 13 21 22 23 24 31) 252=(01 03 11 13 21 22 23 24 33)
253=(01 03 11 13 21 22 23 31 33) 254=(01 11 13 21 22 23 24 31 33) 255=(02 03 04 11 13 21 22
23 24) 256=(02 03 04 11 13 21 22 23 31) 257=(02 03 04 13 21 22 23 24 31) 258=(02 03 04 13 21
22 23 24 33) 259=(02 03 04 13 21 22 23 31 33) 260=(02 03 11 13 21 22 23 24 31) 261=(02 03 13
21 22 23 24 31 33) 262=(03 04 11 13 21 22 23 24 31) 263=(02 03 04 11 13 21 22 23 33) 264=(02
03 11 13 21 22 23 33) 265=(02 03 11 13 21 22 23 31 33) 266=(03 04 11 13 21 22 23 24 33)
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Appendix To MEANOVA
Chapter: MEANOVA

Fluctuations

Here we want to theoretically show that the fluctuations will become smaller as observed in MEANOVA results.

Let us look at \( S_2(S) \),

\[
S_2(S) = -\left|IJ(M-1) - \frac{|S| + 1 - (J-1)}{2}\right| \ln \frac{\Lambda_2/\chi^2_{(J-1)|S|}(\alpha)}{|S|} \]

We could assume that \( IJ(M-1)/\chi^2_{(J-1)|S|}(\alpha) \) is a constant when \(|S|\) is large. It is easily seen that

\[
\lim_{|S|\to\infty} \frac{|S|}{\chi^2_{(J-1)|S|}(\alpha)}
\]

is a constant. For example, when \( J = 2, \alpha = 0.05 \), the constant is one. To assess the existence of limit, we need to consider the limit of \( \Lambda_2 \), which is more mathematically involved.

Let us assume that \( S_r \) is a random, symmetric matrix. From a general results in random matrix (the Quarter circle law)(Cohen et al., 1984; Brody et al., 2003), we know that the asymptotic eigenvalue density function of \( S_r \) converges in probability to

\[
P_{S_r}(x) = \frac{1}{2\pi} \sqrt{\frac{4-x}{x}} \quad 0 < x < 4
\]

We know that

\[
|S_r| = \lambda_1 \cdots \lambda_{|S|}
\]
Hence
\[
\frac{\log |S_r| \left[ \log \lambda_1 + \cdots + \log \lambda_{|S|} \right]}{|S|} \rightarrow E \log \lambda_1
\]
where $\lambda_1$ is distributed according to $P_{S_r}$. We then have
\[
\log |S_r| \sim |S| E \log \lambda_1
\]
Similarly, for the matrix $S_2 + S_r$, we conclude that
\[
\log |S_r + S_2| \sim |S| E \bar{\lambda}_1
\]
where $\bar{\lambda}_1$ is the eigenvalue of the matrix $S_r + S_2$.
Combining all arguments above, we assert that the limit exists and so the fluctuation will become smaller and smaller.