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Abstract—Epidemic dynamics, a kind of biological mechanisms describing microorganism propagation within populations, can inspire a wide range of novel designs of engineering technologies, such as advanced wireless communication and networking, global immunization on complex systems, etc. There have been many researches on epidemic spread, but most of them focus on closed regions where the population size is fixed. In this paper, we proposed a susceptible–exposed–infected–recovered (SEIR) model with a variable contact rate to depict the dynamic spread processes of epidemics among heterogeneous individuals in open finite regions. We took the varied number of individuals and the dynamic migration rate into account in the model. We validated the effectiveness of our proposed model by simulating the dynamic migration rate into account in the model. We found that the reproduction number and epidemic threshold play great impact on the outbreak sizes of epidemics. The results demonstrate that the proposed model can well describe epidemics spread in open finite regions.

Index Terms—Epidemic dynamics, Spreading behavior, System model.

I. INTRODUCTION

RECENTLY, epidemic spreading mechanism has inspired effective and robust solutions for a variety of engineering issues, ranging from wireless communication and networking, social health management[1], network virus prevention, etc. For example, epidemic dynamics has motivated Tian et al. to develop an energy-efficient vehicular beaconing control strategy [2] as well as a highly efficient and reliable vehicular routing protocol [3]. [4, 5] have applied a basic epidemic model to investigate information propagation over computer networks and other general distributed systems. Many other studies on global immunization strategies over complex systems and on distributed information controls in cyber spaces are also based on well-formulated epidemic spreading models [6, 7]. Epidemic-inspired designs are appealing and believed to go far beyond many conventional engineering approaches, so it is of great significance to give a deep insight into the biological mechanism through proper mathematical models as well as computer simulations. With respect to epidemic spread, there exist a great quantity of researches, and the susceptible−infectious−susceptible (SIS) and susceptible−infectious−recovered (SIR) models are the most extensively studied [8].

Existing research on the spread of epidemics can be classified into two types, namely individual and population levels. As research on epidemic spread becomes more in depth, an increasing number of factors are taken into account. As is well known, vaccination can mitigate epidemic spread and is one of the most effective tools for reducing morbidity and mortality [9]. Researchers have also found that age, sex, and temperature influence epidemic outbreak and spread [10–12]. In addition, the diversity of human mobility patterns and individual behaviours has a significant influence on the spreading processes of infectious diseases [13, 14], for example, the use of a mask can reduce the probability of an individual being infected. Furthermore, many approaches have been used to investigate the spread of epidemics. Agent-based models [15] can be used to study the spreading processes of epidemics in local areas, and metapopulation models can be used to investigate the global spread of epidemics [16–18]. In particular, complex networks can express the heterogeneity of interactions characteristic of many human activities [19, 20] and have become a very important approach for describing the spread of epidemics [21]. It is worth noting that 1) a metapopulation model is a type of network and 2) complex networks can be used to investigate the spread of epidemics both locally and globally. Single-layer networks are powerful tools for studying the spread of individual epidemics, and multilayer networks can be used to investigate more complex scenarios [22]; for example, infectious diseases spread along with information broadcasting [23], and even different kinds of pathogens spread spatially in competition [24]. In addition, many researchers have made use of data from mobile phones, airline networks, and commuting networks to study the relationship between travel networks and epidemic spread [22, 25–30]. Investigators have also found that the reproduction number and epidemic threshold play very important roles in the spreading processes of infectious diseases and might provide a basis for containing epidemics [31, 32].

At present, the rapid development of modern means of transportation enables people to travel globally and more frequently than previously, and it is more likely that an epidemic outbreak in a local region might spread around the world and
threaten international public health [33]; for example, severe acute respiratory syndrome (SARS), which broke out in China in 2003, spread across much of the globe and caused thousands of deaths. Many researchers have used metapopulation models to analyze epidemic spread on a global scale. On the other hand, it is easier for a large number of people to assemble in open finite regions, such as transport hubs and mass gathering venues. Nevertheless, there are few studies focusing on epidemic spread in these regions. Generally, the spread of epidemics in open finite regions may be faster than that in other places because of the high density and high mobility of people in these regions. So it is necessary to study how the epidemics spread in these regions. A number of studies reveal that human mobility in finite regions is dynamic, self-adaptive, and self-organizing [34]. Investigating the spreading processes of epidemics in an open finite region can be more complex, because the number and density of people in the region may vary as people enter and leave. In addition, the heterogeneous lengths of time that individuals remain in such a region also impact the possibility of being infected [35]. Conventional SIS or SIR models assume that 1) the population size is constant. This means those models do not consider the mobility of people, so they cannot be used to study the epidemic spread in the open regions. 2) The individuals are homogeneous, which means such an approach neglects the heterogeneous social interaction and mobility patterns of people. 3) The individuals in the population are well mixed. To the best of our knowledge, the existing literature on epidemic spread does not take varying numbers and densities of people into account simultaneously. Hence, the existing approaches are difficult to use to describe the spread processes of epidemics in the open finite regions where the number and density of people might change over time.

In this paper, we presented an analytical model to analyze the spread processes of epidemics in open finite regions. Since the mobility of people, the number and the density of people change, which has been shown to have significant influence on the epidemics spread [14]. So in our model, we took the varied number and density of individuals into account simultaneously, and we also considered the dynamic migration process of individuals. We validated the validity of the analytical model through simulating epidemics spread in different scenarios. We found that the outbreak size of an epidemic in open finite regions is mainly determined by 1) the average infected possibility of individuals, 2) the infection ability of the epidemic, and 3) the number of the infectious individuals who are in the region. Moreover, not all of the susceptible individuals in the open regions are infected due to the mobility of individuals. Most importantly, the results show that the proposed model can well describe epidemics spread in open finite regions. The analytical model may provide a way to predict the outbreak size of epidemics in open regions.

II. TIME-CONTINUOUS SEIR MODEL WITH MOBILITY

Though complex networks with heterogeneous connectivity are powerful tools for describing the spread of epidemics, it cannot be used to study the dynamic spread processes of epidemics in the open finite regions, such as emporiums, schools and transport hubs, because it is difficult to obtain the degree distribution in such highly dynamic environment. In this paper, we presented an analytical model to describe the spread processes of epidemics in such regions. We considered epidemic spread in a region (the acreage of the region is \(A\), in which the number of individuals at time \(t\) is \(N(t)\). Each individual is in one of four states: 1) susceptible, \(S\); 2) exposed, \(E\); 3) infectious, \(I\); or 4) recovered, \(R\). Among the individuals, the proportions of susceptible, exposed, and infectious individuals are \(s(t)\), \(e(t)\), and \(i(t)\), respectively. A susceptible individual can enter the exposed state when infected by infectious individuals. Individuals in the exposed state cannot infect the susceptible individuals, but they will enter the infectious state after a latent period. After a period of time, the infectious individuals will recover due to the body immunity, i.e., change from \(I\) to \(R\). The individuals in recovered state are not infected any more. In reality, some people may take preventive measures (such as using masks) to reducing the possibility that they are infected by the epidemics. As people are heterogeneous, the sensitivities of them to the epidemics are different. So the individuals have different possibilities to be infected by epidemics. We used a parameter \(p(0 < p \leq 1)\) to denote the average probability that the individuals are infected by the epidemics. We assumed the possibility that an exposed individual enters the infectious state is \(\gamma\), and the possibility that an infectious individual enters the recovered state is \(\mu\). Since individuals can enter and leave the region, we defined that the arrival and departure rates of individuals at time \(t\) are \(\alpha(t)\) and \(\beta(t)\), respectively. Among the arrival individuals, the proportions of susceptible, exposed, and infectious individuals are \(s(t)\), \(e(t)\), and \(i(t)\), respectively. According to the assumptions above, we thus obtained the timeContinuous SEIR model described by the following differential equations:

\[
\frac{ds(t)}{dt} = -p\lambda i(t)s(t) + \frac{\alpha(t)}{N(t)} \left[ s'(t) - s(t) \right] \tag{1}
\]

\[
\frac{de(t)}{dt} = p\lambda i(t)s(t) + \frac{\alpha(t)}{N(t)} \left[ e'(t) - e(t) \right] - \gamma e(t) \tag{2}
\]

\[
\frac{di(t)}{dt} = \gamma e(t) + \frac{\alpha(t)}{N(t)} \left[ i'(t) - i(t) \right] - \mu i(t) \tag{3}
\]

In the above equations, \(\lambda\) is the contact rate [36]. Our model inherits the assumption that the individuals in the region are well mixed from the conventional SIR models. Since this assumption was made, the differential equations do not include the departure rate \(\beta(t)\), which demonstrates that the departure rate does not influence the epidemic spreading under this assumption. It is worth noting that the time people remain in some places, such as airports and railway stations, is relatively limited (much shorter that the latent period of epidemic), and the exposed individuals cannot enter the infectious state in such limited time. In this case, we can just consider the process that susceptible individuals enter the exposed state when they are infected by infectious individuals. And then the SEIR model can be simplified to the SEI model by setting \(\gamma\) and \(\mu\) to zero.
A. Contact rate

In epidemic spread models, the contact rate is a very important parameter, which can reflect the infection intensity of an epidemic. In most of the existing literature, the number of individuals was assumed to be constant and thus the contact rate was also regarded as constant. However, in reality the contact rate can vary as people move. Studies show that the moving of people in a finite region is complex and self-adaptive [35]. Ref [37] studied the contact rate by obtaining the distribution of the local population density. Unfortunately, the real-time density distribution is difficult to obtain in open regions due to the mobility of people. In fact, the contact rate is influenced not only by the density of the individuals, but also by the infectious radius of the epidemics; for example, sneezing can impact indi-viduals within a range of six meters, whereas coughing can only impact individuals within a range of two meters [37]. Hao Hu and Karima Nigmatulina [36] found that the contact rate in reality monotonically increases with density, but saturates as density is too high because of the low moving speeds of indi-viduals; besides, an epidemic can infect more individuals per unit time if it has a larger infection radius. They proposed a spatial contact model to describe the relationship between contact rate and the density and infection radius, and they consid-ered the contact rate decays with distance increasing. In this paper, we adopted the following spatial contact rate model shown in Ref [36]:

\[
\lambda(\rho) = k \pi \rho_0 (1 - e^{-r^2 / \rho_0^2})
\]  

(4)

In which \(k(0 < k < 1)\) is a constant fraction of contacts among the individuals; \(\rho = \frac{N(t)}{A}\) is the average density of the individuals in the finite region; \(r\) is the maximum infection radius of the epidemic; \(\rho_0\) is the maximum density of individuals in the most crowded situation (where individuals could hardly move), which may be drawn from the range of \([6, 10]\) /m² [36, 37].

B. Migration rate

In the open finite regions, the density of individuals can be changed due to the mobility of people, thereby causing the contact rate change. The change of density is determined not only by the arrival rate, but also by the departure rate. We called the arrival and departure rates as migration rate, which has substantial influence on a metapopulation model. Since people’s arrival or departure is random, the real-time migration rate is also difficult to obtain. Thus, in almost all of the existing metapopulation models, the migration rate is regarded as constant to reflect the average number of individuals who enter or leave a region per unit time. In some places, it is easy to know the number of people who have gotten there in a certain period of time. For instance, scenic spots can obtain this information by counting the tickets sold in the corresponding period. In airports and railway stations, there are accurate records for the people who have reached or left there. A large number of smart card data have revealed that the number of people who reached subway stations periodically changes by the cycle of one day [38–40]. In this paper, we studied the spread processes of epidemics with the migration rate varying. Assume we can obtain the historical data about people mobility in a place, and we can calculate the average migration rate by the hour. According to the existing researches [38–40], we can further assumed that the average arrival rate of each hour periodically changes by the cycle of one day, and the arrival rate (in second) of the \(j^{th}\) hour calculated by the historical data, respectively. We aggregated the hourly number of people who reached and left the Beijing Capital International Airport from January 15 to 21, 2016. The migration rate periodically changes by the cycle of one day. (a) Arrival rate. (b) Departure rate.

![Fig. 1. The curves were plotted in accordance with the migration rate of the Beijing Capital International Airport from January 15 to 21, 2016. The migration rate periodically changes by the cycle of one day. (a) Arrival rate. (b) Departure rate.](http://example.com/fig1.png)
III. EXPERIMENTS AND SIMULATION RESULTS

In order to validate the proposed model, we developed a simulator in MATLAB to simulate a hypothetical epidemic spreading in an open finite region as shown in Fig. 2. In our simulations, we run an agent-based model in an open finite region. The acreage of the region was 500 m\(^2\) (the size was much larger than the infection range of epidemic), and it can hold \(x = 300, 500, 800\) and 1500, respectively) individuals at most. At the initial time \(t_0\), \(N(t_0)\) individuals were uniformly distributed in the region. In each simulation step, \(\alpha(t)\) individuals entered the region, but individuals might be forbidden from entering when the number of individuals approaches to the capacity of region. In reality, people in open finite regions, airports for example, can be simply classified into two types: some stay in the waiting room to wait for their airplanes and the others walk from the entrance to the exit directly to get on the airplanes. So in our simulation, we also divided the individuals into two groups: some moved in the region randomly based on the random direction model (RDM) [41] and the others moved from the entrance to the exit directly. The individuals who were near the exit can leave the region, but we set the maximum departure rate to be 5/s. We preset a possibility \(p\) at the beginning of the simulation. The moving speeds of individuals were set randomly to be within the interval \([0.05, 1.34]\) m/s [31, 35]. As the individuals move, when a susceptible individual enters the infectious range of an infection individual (i.e., the distance between them is shorter than \(r\)), it generates a pseudorandom value \(\xi\) drawn from the standard uniform distribution on the open interval \((0,1)\). If \(\xi \leq p\), the susceptible individual was infected and entered the exposed state; it remained its state, otherwise. The simulation time step was set to be one second, and all of the simulations last 1800 seconds. Generally, 1800s is much shorter than the latency of an epidemic, so the SEIR model can be simplified to SEI model. We modeled the epidemic spreading in different scenarios by changing the simulation settings and the simulation was repeated 100 times in each setting. And we verified the efficiency of the proposed model by comparing the analytical and simulation results. Since the differential Equations (1)-(3) have no analytic solutions, we obtained the numerical solutions by the Eulerian Method. By the way, we compared the results under different scenarios to find the main factors that impact epidemics spread. The parameters of \(k\) and \(\rho_0\) in the contact rate were set to be \(k = 0.15\) and \(\rho_0 = 7\) to fit the simulation data. Detailed results are shown as follows.

Many investigations have found that preventive behaviours of people can reduce the possibility that they are infected by the epidemics. In our simulation, we set the average infected possibility of individuals to be 0.3 and 0.8 to simulate the epidemic spreading on different prevention levels, respectively. We also set the average infected possibility to be 1 to observe the extreme infection under the worst case, in which a susceptible individual is infected immediately when it encounters an infectious one. Fig. 3 shows the simulation and analytical results obtained under the three infected possibilities. In Fig. 3(a), (b), (c) and (d), we modeled the epidemic spreading among the individuals with different densities by changing the capacity of the region, the capacity was set to be 300, 500, 800 and 1500, respectively, and the infection radius was uniformly set to be 2m. We can see that improving the prevention level (or reducing the infection possibility) can slow down the epidemic spreading. In each scenario, the exposed rate stabilizes at a steady value (SV, which can reflect the outbreak size of epidemic) in the end. On the same prevention level, the SVs of exposed rates almost are the same regardless of the density of individuals (shown in Tab. I), and the SV of exposed rate decreases with the prevention level improving. Especially, the SV of the extreme infection rate is about 0.75 (i.e., not all of the susceptible individuals are infected) due to the susceptible individuals continuously entering the region. In all of the figures, it is obvious that the curves of analytical results are very close to the simulation curves. We used the mean absolute percent error (MAPE) to quantitatively analyze the accuracy of the analytical results obtained by the proposed model. The definition of MAPE is

$$MAPE = \frac{1}{n} \sum_{l=1}^{n} \frac{|\tau_{simulation}(l) - \tau_{analytical}(l)|}{\tau_{simulation}(l)} \times 100\%$$

Where \(n\) is the total number of seconds, \(\tau_{simulation}(l)\) is the average exposed rate of the 100 repeated simulations at the \(l^{th}\) second, and \(\tau_{analytical}(l)\) is the exposed rate calculated by the proposed model at the \(l^{th}\) second. The MAPEs of each scenario in Fig. 3 are shown in Tab. I. We can see that the MAPEs are smaller than 5% in all of the results. This means that the analytical results obtained by the proposed model well coincide with that of simulation results, and the analytical model can well describe epidemics spread in these scenarios.

Fig. 4(a) shows the results of different epidemics spreading with the infection possibility of 0.3 in the region. We distinguished the epidemics by their infection radii, a larger infection radius represents the epidemic has a higher infection ability. We modeled three kinds of epidemics whose infection radii are 1m, 2m and 3m, respectively. In Fig. 4(a), the capacity of the region was set to be 300, and the three kinds of epidemics independently spread among the individuals. From Fig. 4(a), we can see that the epidemic with lowest infection ability (\(r = 1m\)) reaches its steady value takes about 1200s, and
The proportion of exposed individuals reaches the capacity of region (i.e. 300) at first.

The exposed rate in (a) firstly stabilize because the number of certain steady value after the number of individuals reaching the capacity of at most in (a), (b), (c) and (d), respectively. The exposed rate stabilizes at a certain steady value after the number of individuals reaching the capacity of the region. The exposed rates in (a) firstly stabilize because the number of individuals reaching the capacity of region (i.e. 300) at first.

The number of infectious individuals increases from 1 to 5 in the simulation process.

(b) The infection radius of epidemic is 2m, and the number of infectious individuals is 1 in the whole simulation process.

(c) The infection radius of epidemic is 2m, and the number of infectious individuals increases from 1 to 5 in the simulation process.

(d) The infection radius of epidemic is 2m, and the number of infectious individuals increases from 1 to 5 in the simulation process.

Table I. The MAPE (%) and the steady value (SV) of the analytical exposed rate of each simulation scenario in Fig. 3.

<table>
<thead>
<tr>
<th>Possibility</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>p = 0.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p = 0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p = 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacity</td>
<td>MAPE</td>
<td>MAPE</td>
<td>MAPE</td>
</tr>
<tr>
<td>-------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>300</td>
<td>2.01</td>
<td>0.57</td>
<td>3.08</td>
</tr>
<tr>
<td>500</td>
<td>2.39</td>
<td>0.57</td>
<td>1.28</td>
</tr>
<tr>
<td>800</td>
<td>1.31</td>
<td>0.58</td>
<td>1.35</td>
</tr>
<tr>
<td>1500</td>
<td>2.84</td>
<td>0.61</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Fig. 3. Comparisons of the analytical and simulation results with different infected possibilities and densities of individuals. The infection radius of epidemic is 2m, and the region can hold 300, 500, 800 and 1500 individuals at most in (a), (b), (c) and (d), respectively. The exposed rate stabilizes at a certain steady value after the number of individuals reaching the capacity of the region. The exposed rates in (a) firstly stabilize because the number of individuals reaching the capacity of region (i.e. 300) at first.

Fig. 4. Comparisons of the analytical and simulation results under different scenarios. The capacity of the region is 300. (a) The average infected possibility of individuals is 0.3, and the number of infectious individuals is 5 in the whole simulation process. (b) The infection radius of epidemic is 2m, and the number of infectious individuals is 1 in the whole simulation process. (c) The infection radius of epidemic is 2m, and the number of infectious individuals increases from 1 to 5 in the simulation process.
that spends only about 400s for the most powerful epidemic \((r = 3m)\). This means an epidemic with higher infection ability (or larger infection radius) can spread faster among the individuals. Besides, an epidemic with higher infection ability has a larger SV of exposed rate. The MAPEs are 3.08\% \((r = 1m)\), 2.09\% \((r = 2m)\) and 1.37\% \((r = 3m)\), respectively, which indicates the analytical model can well depict different epidemics spread in open finite regions.

In fig. 3 and 4(a), the initial number of individuals in the region was uniformly set to be 100, among them 5 were in infectious state and the others were in susceptible state. In Fig. 4(b) and (c), we changed the initial values of the infectious individual number. In Fig. 4(b), we set the number of infectious individuals to be 1 to simulate the epidemic spreading under the condition that the proportion of infectious individuals is extremely low, and other settings were the same as that in Fig. 3(a). Compared to Fig. 3(a), the speed of epidemic spreading in Fig. 4(b) is much smaller. The SV of the extreme infection \((p = 1)\) rate decreases from 0.76 to 0.49, and steady exposed rates of the other two scenarios decreases from 0.57 to 0.37 \((p = 0.3)\) and from 0.73 to 0.47 \((p = 0.8)\), respectively. This means restricting the infectious individuals entering can effectively suppress the epidemic spreading in the region. The MAPEs in these scenarios are 2.64\% \((p = 0.3)\), 2.95\% \((p = 0.8)\) and 3.32\% \((p = 1)\), which also demonstrates the proposed model is suitable for describing epidemics spread in these scenarios.

In the aforementioned simulations, in order to observe the effect of single factor on the results, we assumed that 1) all of the arrival individuals were in the susceptible state, and 2) the number of infectious individuals is constant in the whole simulation processes. Therefore, we had \(s(t) = 1\), \(e(t) = 0\) and \(i(t) = 0\) in accordance with these assumptions.

In Fig. 4(c), we relaxed these assumptions. We changed one of the initial conditions of the simulation in Fig. 3(a), we set the initial number of the infectious individuals to be 1, and other infectious individuals can enter the region in the simulation process. We allowed 5 infectious individuals entering the region at most. From Fig. 4(c), we can see that when a new infectious individual enters the region, the spread process of epidemic is obviously speeded up. The SVs of exposed rates stay at 0.58 \((p = 0.3)\), 0.74 \((p = 0.8)\) and 0.76 \((p = 1)\) in the end, respectively, which almost are the same as that in Fig. 3. This means the SV of exposed rate of an epidemic mainly relies on the average infected possibility of individuals and the number of infectious individuals in the region. The MAPEs of the results are 1.94\% \((p = 0.3)\), 2.51\% \((p = 0.8)\) and 2.32\% \((p = 1)\), which proves the analytical curves follow the simulation curves very well.

As can be seen from the figures, the analytical and simulation curves are very close. We have presented that the MAPEs of all the results are smaller than 5\%, which indicates the proposed model can accurately describe the epidemics spreading in open finite regions. By the way, through comparing the results, we can carefully draw a conclusion that the steady exposed rate of a specific infection disease mainly depends on 1) the average infected possibility of the individuals, 2) the infection ability of the epidemic, and 3) the number...
of infectious individuals in the region, while the density of individuals has no significant impact on the SV of exposed rate. Furthermore, an epidemic with higher infection ability has a larger SV of exposed rate and spreads faster than one with lower infection ability.

The real-time arrival rate was adopted in the aforementioned results. In Fig. 5, we compared the difference between the real-time and average arrival rates when they are used in the analytical model. Herein, we just showed a part of the results of the simulation scenarios in Fig. 3 (i.e., with average infected possibility of 0.3 in each capacity of the region) due to the space restriction. Since we did not consider the departure rate, for simplicity, the number of the individuals was fixed to the capacity of the region when the average arrival rate was adopted. We can see that the analytical curve is closer to the simulation curve when the real-time arrival rate was adopted. The MAPEs are shown in Tab. II. When the average arrival rate was adopted, though it cannot well describe the spread of epidemics, the MAPEs are less than 10%, and the SV errors of exposed rates are less than 0.1. Generally, real-time arrival rate is difficult to obtain, but the average arrival rate can be estimated according to the historical data. The results demonstrate that the proposed model with average arrival rate can give a reasonable prediction about the outbreak sizes of epidemics.

### IV. Conclusion

In this paper, we have presented an analytical model with variable contact rate to describe the spread of epidemics in open finite regions. In the model, we took the variable number of people and the dynamic migration rate into account. We confirmed the validity of proposed model by performing numerical simulations in different scenarios. Through comparing the results in different scenarios, we found that an epidemic with a larger infection radius spreads faster and has a larger SV of exposed rate than one with smaller infection radius. For a specific infection disease, the outbreak size mainly depends on the average infected possibility of the individuals and the number of infectious individuals in the region. The density of individuals has no significant impact on the steady exposed rate. Importantly, our study indicates that two ways can help to suppress epidemics spread in open regions: 1) improving the prevention level to reduce the infected possibility of people, 2) restricting infectious people enter the regions. In the futher research, we will apply the model to evaluate the performance of epidemic routing in the open regions.

### TABLE II

<table>
<thead>
<tr>
<th>Capacity</th>
<th>Arrival rate</th>
<th>MAPE SV</th>
<th>MAPE SV</th>
<th>MAPE SV</th>
<th>MAPE SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>real-time</td>
<td>2.01</td>
<td>0.57</td>
<td>2.39</td>
<td>0.57</td>
</tr>
<tr>
<td>500</td>
<td>real-time</td>
<td>6.00</td>
<td>0.55</td>
<td>7.97</td>
<td>0.54</td>
</tr>
<tr>
<td>800</td>
<td>average</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>average</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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