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ABSTRACT

This paper explores the classification of parameter spaces for reaction-diffusion systems of two chemical species on stationary rectangular domains. The dynamics of the system are explored both in the absence and presence of diffusion. The parameter space is fully classified in terms of the types and stability of the uniform steady state. In the absence of diffusion the results on the classification of parameter space are supported by simulations of the corresponding vector-field and some trajectories of the phase-plane around the uniform steady state. In the presence of diffusion, the main findings are the quantitative analysis relating the domain-size with the reaction and diffusion rates and their corresponding influence on the dynamics of the reaction-diffusion system when perturbed in the neighbourhood of the uniform steady state. Theoretical predictions are supported by numerical simulations both in the presence as well as in the absence of diffusion. Conditions on the domain size with respect to the diffusion and reaction rates are related to the types of diffusion-driven instabilities namely Turing, Hopf and Transcritical types of bifurcations. The first condition is a lower bound on the area of a rectangular domain in terms of the diffusion and reaction rates, which is necessary for Hopf and Transcritical bifurcation to occur. The second condition is an upper bound on the area of domain in terms of reaction-diffusion rates that restricts the diffusion-driven instability to Turing type behaviour, whilst forbidding the existence of Hopf and Transcritical bifurcation. Theoretical findings are verified by the finite element solution of the coupled system on a two-dimensional rectangular domain.

© 2017 Published by Elsevier Ltd.

1. Introduction and model equations

1.1. Introduction

Reaction-diffusion systems (RDSs) attract a significant degree of attention from researchers in applied mathematics [1–9], mathematical and computational biology [10–14], chemical engineering [15–17] and so forth. Alan Turing was one of the first scientists to realise the significance of RDSs as a self-governing dynamical system [18], and showed that RDSs can be responsible for the emergence of spatial patterns in nature. A large number of scientists [1,2,8,11,19–21], since the publication of Turing [18], have contributed to investigating RDSs, with various types of reaction kinetics. The most popular models of reaction kinetics explored in the literature are the activator-depleted model (also known as the Schnakenberg reaction kinetics) [2,20,22–24], Meinhardt [12,13] and Thomas [25] reaction kinetic models. From a research perspective the study of RDSs is conducted through different types of approaches, one of which focuses on the local behaviour of the dynamics of the RDS near a uniform steady state, which in turn relates to the subject of stability analysis [6,8,12,20,26,27] of RDSs using the stability matrix. Linear stability analysis offers a great deal of insight regarding the behaviour of RDSs in the neighbourhood of a uniform steady state of a particular system. The other usual approach is numerical computation of the actual solution of RDSs using finite element, finite difference and other numerical methods [1,2,4,5,7,9,28–30]. Numerical solution of RDSs helps to visualise the evolution of the dynamics in time. Numerical computations of RDSs with non-linear reaction kinetics with a particular choice of parameters partially encapsulates the possible types of dynamics that a certain RDS can exhibit. In order to better understand the behaviour of RDSs, it is necessary to have prior knowledge on the classification of the parameter values. Madzvamuse et al. in [20,27] found regions of parameter space, corresponding to diffusion-driven instability with and without cross-diffusion respectively using the well-known activator-depleted reaction kinetics. Their approach to finding unstable regions in the parameter...
space is restricted to Turing instability only. One of the few complementary contributions from the present work is the application of a numerical method (exclusive to this paper) in order to obtain the full classification of parameter space. The numerical method is also employed to solve the equations for the implicit curves forming the partitioning of the classification within the parameter space. Iron et al., present a detailed study in [28] on the stability analysis of Turing patterns generated by activator-depleted reaction kinetics in one spatial dimension. Despite the presentation of rigorous and well-demonstrated proofs in [28], their results are restricted to spatial patterns with focus on the emergence of the number of spatial peaks relative to the eigenvalues of the one-dimensional diffusion operator. Xu and Wei investigated activator-depleted reaction-diffusion model in [31] with restriction to one spatial dimension focusing mainly on Hopf bifurcation. The approach in [31] is not aimed to produce any results that relate the domain size (length) to the reaction-diffusion rates. Yi et al. studied bifurcation analysis and spatiotemporal patterns of a diffusive predator-prey system in one space dimension [32]. The results obtained in [32] are mainly theoretical with limited numerical demonstration and in comparison with the current work, no attention is given to analyse whether domain size have any role in the bifurcation behaviour of the system in [32]. Reaction-diffusion system with activator-depleted reaction kinetics is investigated in [33] with time delay in one-dimensional space and it is theoretically proven with limited numerical verifications that Hopf bifurcation can occur with given constraints on the parameter values of the system. Liu et al., in [34] attempted to find constraints on the parameters of RDSs with activator-depleted reaction kinetics that causes the system to exhibit Hopf and transcritical bifurcations. The proofs in [34] are focused on the existence of bifurcation points for some theoretical constraints of parameterised variables of the actual parameters, with no relation between the domain size and reaction-diffusion rates. Comparing their work to the present study, our results are robust in the sense that we explicitly relate domain size to the reaction-diffusion rates. Using this relationship, the parameter space is classified for different types of bifurcations. Moreover, in the present work the parameter constraints are a consequence of the relationship between the domain size and the reaction-diffusion rates. An additional drawback in the analysis of Liu et al. [34] is that their results are produced on parameterised variables of the model and not on the actual parameters of the equations, which makes their results applicable to non-realistic possibilities (negative values) of the actual parameters of the model. This drawback is effectively resolved in the current work as the analysis is conducted on the actual two-dimensional positive real parameter space, which in addition to confirming the existence of different bifurcation regions, it offers concrete quantitative classification of the parameter space that guarantees the dynamics of RDSs to exhibit these bifurcations.

The majority of RDSs in the literature [2,3,9,19,21,35] that exhibit spatial or temporal pattern, contain nonlinear terms in their reaction kinetics, which makes the mathematical and numerical analysis of such systems extremely challenging. With no closed analytical solutions, studies of the local behaviour of the systems are generally conducted by use of linear stability theory close to bifurcation points. Here, the behaviour of a system can be theoretically predicted in the neighbourhood of the uniform steady states. Linear stability analysis can help derive certain conditions on the reaction kinetics, which lead to causing instability in the dynamics of RDSs in the presence of diffusion. Numerous papers [6,8,20,24,27] exist in literature that routinely apply linear stability analysis to RDSs. A routinely used approach related to stability analysis of RDSs [6,24,27,31,32] focuses on deriving linear stability conditions in terms of the characteristics of the stability matrix for diffusion-driven instability, lacking to explore what the numerical application of these conditions induce on the admissible choice of the parameter space for a certain RDS. Spatio-temporal pattern formation occurs when an RDS undergoes diffusion-driven instability [18,23,36]. This occurs when a uniform steady state which is stable in the absence of diffusion becomes unstable upon adding diffusion to the system. Diffusion-driven instability crucially depends on the values of diffusion and reaction rates of each reactant, however, more importantly it depends on the parameter choice of the reaction kinetics. In the current work the existing knowledge on the conditions for diffusion-driven instability in the literature is extended using a series of analytical and numerical techniques, to obtain new insights on the combined effects of diffusion and reaction rates, and in turn relating these to domain size of the evolution of the pattern. The detailed and quantitative analysis on the relationship between the domain size and diffusion-reaction rates in light of the parameter classification is an aspect that has not been studied in the literature. The usual approach in selecting parameters for numerical computations of RDSs [14,36] is based on the behaviour of RDSs in the absence of diffusion by use of trial and error or is based on previously published work, to observe instability caused by diffusion [1,2,6,9,19]. The absence of a robust method to fully classify the parameter space for an RDS, creates an arguable platform for the importance of this work. Efficient analytical as well as computational methods are used to demonstrate the quantitative relationship between the domain size and diffusion rate for an activator-depleted RDS. The main findings of the present work, which relate the domain size to the diffusion and reaction rates, are presented in the form of theorems with rigorous mathematical proofs and these theoretical results are supported computationally by finite element numerical solutions corresponding to the activator-depleted RDS on fixed rectangular domains. For each numerical demonstration the relative error plots of the solutions for each successive time-step are presented to visualise the convergence of the numerical approximate solutions.

This article is therefore structured as follows. In Section 1.2 we state model equations with the corresponding initial and boundary conditions. Section 2 presents a detailed theoretical linear stability analysis of the system (1) in the absence of diffusion. Linear stability analysis is conducted by computing the stability matrix through which, the non-dimensional parameter space is derived and classified. Section 2.3 presents the methodology to compute the solutions of the partitioning curves for the classification on the parameter space. A combination of analytical and numerical methods using polynomials are applied. In Section 3, the linear stability analysis of the system is conducted in the presence of diffusion and the parameter space is explored to understand the consequences of including diffusion in the analysis. The parameter space is further explored to find the change in regions of the parameter space through varying the non-dimensional diffusion coefficient. Section 4 contains the finite element solution of system (1), where the theoretical predictions proposed by the linear stability theory subject to conditions on the domain size and parameter spaces are numerically verified. Section 5 presents conclusions, future directions and possible extensions of the current work.

1.2. Model equations

The dynamics of two chemical species u and v in a coupled system of nonlinear parabolic equations is considered. Both species diffuse with independent rates and satisfy the well-known activator-depleted reaction-diffusion system in a closed two-dimensional rectangular domain denoted by $\Omega \subset \mathbb{R}^2$ with area $L_x \times L_y$, where $L_x$ and $L_y$ are the corresponding side lengths in the direction of $x$ and $y$ axes respectively. The reaction-diffusion system satisfying the activator-depleted model for $u$ and $v$ in its non-dimensional form with Neumann boundary conditions and positive
bounded initial conditions [20,23,24] reads as

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta u + \gamma (\alpha - u + u^2 v), \quad (x, y) \in \Omega, \quad t > 0, \\
\frac{\partial v}{\partial t} &= d \Delta v + \gamma (\beta - u^2 v), \\
\frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0, \quad \text{on} \quad (x, y) \in \partial \Omega, \quad t > 0, \\
u(x, 0, y) &= u_0(x, y), \quad v(x, 0, y) = v_0(x, y), \\
(x, y) \in \Omega, \quad t = 0,
\end{align*}
\]

where \(d, \gamma, \alpha\) and \(\beta\) are non-dimensional positive constants and \(n\) denotes the outward normal to \(\partial \Omega\). In (1) the non-dimensional parameter \(d\) denotes the quantity \(D_u/D_v\), where \(D_u\) is the diffusion rate of the variable \(u\) and \(D_v\) is the diffusion rate of the variable \(v\). The non-dimensional parameter \(\gamma\) denotes the reaction rate, which is also known as the scaling parameter for the reaction kinetics.

1.2.1. Remark

Despite the fact that all the results obtained in this paper hold for general rectangular geometries of \(\Omega\) i.e. with possibilities \(L_x \neq L_y\), however for simplicity in the analysis of the \(\gamma\) \(\Omega\) is considered as a square, which means \(L_x = L_y\). The results can be readily extended to a rectangular case by taking the area of \(\Omega\) as \(L^2\), where \(L = \max\{L_x, L_y\}\).

2. Stability analysis in the absence of diffusion

Despite the fact that the dynamical behaviour of system (2) is a well studied area of research [23,37,38], however the purpose to reproduce these known results is the demonstration of a numerical method in Section 2.3 exclusive to the current work, which can be readily generalised as a robust framework to fully classify parameter spaces for other dynamical systems. In the absence of diffusion the system (1) takes the form of a set of ordinary differential equations of the form

\[
\begin{align*}
\frac{du}{dt} &= \gamma (\alpha - u + u^2 v) = \gamma f(u, v), \\
\frac{dv}{dt} &= \gamma (\beta - u^2 v) = \gamma g(u, v).
\end{align*}
\]

To analyse the stability of system (2), it is necessary to compute its uniform steady state solution, which is given by \((u, v) = (\alpha + \beta - \frac{\beta}{\alpha + \beta})\), satisfying \(f(u, v) = g(u, v) = 0\). This enforces a restriction on parameters \(\alpha\) and \(\beta\), that they simultaneously cannot become zero.

The stability of system (2) is analysed by computing the Jacobian matrix of (2) and conducting the stability analysis using the uniform steady state solution \((u, v)\), hence

\[
J|_{(u, v)} = \gamma \begin{bmatrix}
\frac{\partial f}{\partial u} & \frac{\partial f}{\partial v} \\
\frac{\partial g}{\partial u} & \frac{\partial g}{\partial v}
\end{bmatrix}
\]

which is called the stability matrix [23,37,38] for system (2). Let

\[
T(\alpha, \beta) = \gamma \left\{ \begin{array}{c}
\frac{\beta - \alpha}{\alpha + \beta} \\
\frac{-2\beta}{\beta + \alpha}
\end{array} \right\}^2 + (\beta + \alpha)^2
\]

and \(D(\alpha, \beta) = \gamma^2 (\alpha + \beta)^2\) denote the trace and determinant of \(J\) respectively, then the characteristic polynomial for the eigenvalues \(\lambda_{1,2}\) of \(J\) in terms of \(T(\alpha, \beta)\) and \(D(\alpha, \beta)\) takes the form \(\lambda^2 - T(\alpha, \beta)\lambda - D(\alpha, \beta) = 0\). Hence, the two roots of this characteristic polynomial in terms of \(T(\alpha, \beta)\) and \(D(\alpha, \beta)\) are given by

\[
\lambda_{1,2} = \frac{1}{2} T(\alpha, \beta) \pm \frac{1}{2} \sqrt{T^2(\alpha, \beta) - 4D(\alpha, \beta)}.
\]

Expression (3) for the eigenvalues is studied through investigating the domain of \(T\) and \(D\), which is the positive real cartesian plane \((\alpha, \beta) \in \mathbb{R}^2\). The classification that would cause the uniform steady state \((u, v)\) to change stability and type due to the selection of the choice of the parameter values \((\alpha, \beta)\) is explored by examining the sign of the real part of eigenvalues [6,23,24,27]. For example the parameter space that makes the uniform steady state \((u, v)\) stable, is the simultaneous combined choice of \(\alpha, \beta \in \mathbb{R}^+\) that ensures the real part of the eigenvalues to be negative, which in turn is related to the discriminant of the roots expressed by (3). The full parameter space is investigated, so that all the possible types of influence due to the choice of parameters \(\alpha\) and \(\beta\) on the stability and types of the uniform steady state \((u, v)\) are encapsulated. The classification is conducted based on \(\lambda_{1,2}\) to be a complex conjugate in the first case, then in the second case the parameter space is analysed when \(\lambda_{1,2}\) are real roots. In each case, the space is further classified into stable and unstable regions.

2.1. Analysis for the case of complex eigenvalues

It is clear that the eigenvalues are a complex conjugate pair if and only if the discriminant is negative, which means the parameters \((\alpha, \beta)\) must satisfy the inequality

\[
T^2(\alpha, \beta) - 4D(\alpha, \beta) = \gamma^2 \left( \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} \right)^2 - 4\gamma^2 (\beta + \alpha)^2 < 0.
\]

In order to find which region is satisfied by (4), we must find the critical curves on which the expression on the left of (4) is equal to zero, which means that the discriminant changes sign by moving across these curves in the plane \((\alpha, \beta) \in \mathbb{R}^2\). These curves can be found by solving the equation \(T^2(\alpha, \beta) - 4D(\alpha, \beta) = 0\), which is true for the choice of \((\alpha, \beta) \in \mathbb{R}^2\), satisfying

\[
\gamma^2 \left( \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} \right)^2 - 4\gamma^2 (\beta + \alpha)^2 = 0.
\]

The solution to (5) provides the boundaries, for the region of the plane that results in \(\lambda_{1,2}\) to be a complex conjugate pair. The choice of \((\alpha, \beta)\) on the curves satisfying (5) enforces the eigenvalues of the system to be repeated real values, therefore, on these curves the steady state \((u, v)\) becomes a star node, whose stability will be analysed in Section 2.2 for real eigenvalues. The left hand-side of (5) can be factorised in the form \(\phi(\alpha, \beta)\psi(\alpha, \beta)\), which provides the equations of the two implicit curves \(\phi(\alpha, \beta) = 0\) and \(\psi(\alpha, \beta) = 0\), where \(\phi\) and \(\psi\) are respectively given by

\[
\begin{align*}
\phi(\alpha, \beta) &= \beta - \alpha - (\beta + \alpha)^3 - 2(\beta + \alpha)^2, \\
\psi(\alpha, \beta) &= \beta - \alpha - (\beta + \alpha)^3 + 2(\beta + \alpha)^2.
\end{align*}
\]

Numerical solutions of (6) are simulated in Section 2.3. The solution of (6) alone serves to determine the boundaries of the complex region, without revealing which side of these implicit curves correspond to real eigenvalues and which side corresponds to complex eigenvalues. This can be decided, by finding another curve on which the eigenvalues are purely imaginary with zero real parts. Since the real part of the eigenvalues is given by \(\frac{1}{2} T(\alpha, \beta)\) and the determinant \(D(\alpha, \beta) = (\alpha + \beta)^2\) is strictly positive, therefore, the choice of \((\alpha, \beta)\) that solves the equation

\[
T(\alpha, \beta) = 0 \iff \beta - \alpha - (\beta + \alpha)^3 = \frac{\beta + \alpha}{\beta - \alpha} \beta + \alpha = 0,
\]

will ensure that the eigenvalues of the system are purely imaginary. The curve satisfying Eq. (7) also forms the boundary for the positive and negative real parts of the eigenvalues \(\lambda_{1,2}\) when they are complex conjugate pair, because on the curve satisfying (7) the real part of the eigenvalues are zero and hence changes the sign by moving across it. The numerical solutions of Eq. (7) are simulated in Section 2.3. It is worth noting that \(T(\alpha, \beta) = 0\) is a sufficient condition for \((u, v)\) to be a centre, due to the strictly positive expression for \(D(\alpha, \beta) = (\alpha + \beta)^2\) in the discriminant. The real part
of $\lambda_{1,2}$ is studied to find the stability classification of the parameter space, when $\lambda_{1,2}$ are complex conjugate pair. Knowing that the region bounded by $c1$ and $c3$ curves in Fig. 1 (a) results in $\lambda_{1,2}$ to be complex, the next step is to find which part of this region corresponds to positive real part of the complex numbers $\lambda_{1,2}$, and which part of this region corresponds to negative real part of $\lambda_{1,2}$. In order to determine their stability we must analyse the real part of $\lambda_{1,2}$, simultaneously with the assumption that the roots are a pair of complex conjugate numbers, which is given by

$$T(\alpha, \beta) = \frac{\beta - \alpha - (\alpha + \beta)^3}{\beta + \alpha}. \quad (8)$$

If the sign of (8) is negative in the region between the curves $c1$ and $c3$ in Fig. 1 (a), then $(u, v)$ is a stable spiral, if it is positive then it is an unstable spiral. This means that the steady state $(u, v)$ is a stable spiral if $(\alpha, \beta)$ simultaneously satisfy (4) and the inequality $\beta - \alpha < (\alpha + \beta)^3$ holds, which corresponds to the green region A shown in Fig. 1 (b). Similarly, the steady state $(u, v)$ is an unstable spiral if parameters $(\alpha, \beta)$ simultaneously satisfy (4) and the inequality $\beta - \alpha > (\alpha + \beta)^3$, which is the yellow region B shown in Fig. 1 (b). It is worth noting that the trace $T(\alpha, \beta)$ for positive values of $\alpha$ and $\beta$ is bounded by the value of 1 [see Section 4, Theorem 1.], which means $\frac{\beta - \alpha - (\alpha + \beta)^3}{\beta + \alpha} \leq 1$ for all $\alpha, \beta \in \mathbb{R}_+$. 

2.2. Analysis for the case of real eigenvalues

When both eigenvalues of the system are real numbers at the steady state $(u, v)$ then the uniform steady state becomes a node. If $\lambda_{1,2}$ is a positive repeated root, then the steady state is an unstable node. If $\lambda_{1,2}$ is a negative repeated root, then the steady state is a stable node. Parameter space resulting in $(u, v)$ to be a node can be analysed through studying the sign of $\lambda_{1,2}$, when both eigenvalues are real. This consequently means that the discriminant has to satisfy the inequality

$$T^2(\alpha, \beta) - 4D(\alpha, \beta) = \left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right)^2 - 4(\beta + \alpha)^2 \geq 0. \quad (9)$$

Similarly, to the previous section, treating the equal case of (9) first will provide the boundaries between the real and complex regions for $\lambda_{1,2}$. These are $c1$ and $c3$ curves in Fig. 1 from the previous section. On $c1$ and $c3$ it was concluded that $\lambda_{1,2}$ are repeated real roots, which are precisely $\lambda_{1,2} = \frac{1}{2} \left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right)$. In order to determine the stability of $(u, v)$, when $(\alpha, \beta)$ are on $c1$ and $c3$ blue curves in Fig. 1, it is required to find the classification of this curve on which the sign of the repeated eigenvalue $\lambda_{1,2}$ is positive or negative. The steady state $(u, v)$ is a star, if $\lambda_{1,2}$ is repeated real values, which means that the discriminant must be zero

$$T^2(\alpha, \beta) - 4D(\alpha, \beta) = \left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right)^2 - 4(\beta + \alpha)^2 = 0. \quad (10)$$

The steady state $(u, v)$ is a stable star if the choice of parameters $(\alpha, \beta)$ simultaneously satisfy (10) and the inequality $\beta - \alpha < (\alpha + \beta)^3$, which is the $c1$ curve in Fig. 2 (a) in blue colour. The steady state $(u, v)$ is unstable star if the choice of parameters $(\alpha, \beta)$ simultaneously satisfy (10) and the inequality $\beta - \alpha > (\alpha + \beta)^3$, which is the $c3$ curve in Fig. 2 (a) in red colour.

The remaining region outside $c1$ and $c3$ curves in Fig. 2 (a) can be classified into two parts, one where $(\alpha, \beta)$ satisfies (9) and yet both $\lambda_{1,2}$ are distinct negative real values. This means that $(\alpha, \beta)$ must satisfy the inequality

$$\lambda_{1,2} = \frac{1}{2} \left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right) + \sqrt{\left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right)^2 - 4(\beta + \alpha)^2} < 0, \quad (11)$$

such that both eigenvalues are negative real. This is true if $(\alpha, \beta)$ satisfy the inequality

$$\frac{1}{2} \left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right) + \sqrt{\left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha}\right)^2 - 4(\beta + \alpha)^2} < 0. \quad (11)$$

The region in the $(\alpha, \beta) \in \mathbb{R}_+$ plane satisfying (11) is denoted by A in Fig. 2 (b) shaded in green colour. The remaining region to analyse is the region outside the $c3$ curve in Fig. 2 (a). Any combination of $(\alpha, \beta)$ from this region corresponds to the remaining 2 cases, in which either one of $\lambda_1$ or $\lambda_2$ is positive, causing $(u, v)$ to be a
saddle point which is unstable by definition. The other case is if \( \lambda_{1,2} \) are both positive real values, which makes \((u_s, v_s)\) to be an unstable node. The region satisfying the criteria for a saddle point or unstable node is indicated by B in Fig. 2 (b) in yellow colour. It is worth noting that the steady state \((u_s, v_s)\) with either one or both positive real eigenvalues is by definition a saddle point or an unstable node, respectively. Under the current classification these both types fall under one category namely unstable node. The fact that one of the eigenvalues is real positive, hence as time grows very large, the behaviour of the solution is similar to that of an unstable node.

2.3. Numerical simulations in the absence of diffusion

A mesh is constructed on a square domain \( D = [0, \alpha_{\text{max}}] \times [0, \beta_{\text{max}}] \), which is discretised by \( N \) points in both directions of \( \alpha \) and \( \beta \), where \( N \) is a positive integer. This provides a square mesh of \((N-1) \times (N-1)\) cells, each of size \( \Delta \alpha \times \Delta \beta \), with \( N^2 \) points in \( D \). To find the implicit numerical solution satisfying (6), at every mesh point in the direction \( \alpha \), the roots of the cubic polynomial in \( \beta \) namely \( \phi(\alpha_i, \beta) = 0 \), denoted by \( \phi_i(\beta) = 0 \) are computed using the MATLAB command ‘roots’. It is worth noting that for every fixed \( \alpha_i \), one obtains \( \phi_i(\beta) \), to be a cubic polynomial of degree three in \( \beta \) of the form

\[
\phi_i(\beta) = C_0^i + C_1^i \beta + C_2^i \beta^2 + C_3^i \beta^3.
\]

where the coefficients are given by \( C_0^i = -\alpha_i - \alpha_i^3 - 2\alpha_i^2 \), \( C_1^i = 1 - 4\alpha_i - 3\alpha_i^2 \), \( C_2^i = -3\alpha_i - 2 \), and \( C_3^i = -1 \). Similarly for each \( i \) in the direction of \( \alpha \), there are \( N \) cubic polynomials in \( \beta \) satisfying \( \psi_i(\beta) = 0 \), with \( \psi_i \) of the form

\[
\psi_i(\beta) = C_0^i + C_1^i \beta + C_2^i \beta^2 + C_3^i \beta^3.
\]

where \( C_0^i = -\alpha_i - \alpha_i^3 + 2\alpha_i^2 \), \( C_1^i = 1 + 4\alpha_i - 3\alpha_i^2 \), \( C_2^i = -3\alpha_i + 2 \), and \( C_3^i = -1 \). Using similar notation, it can be shown that solving (7) is equivalent to finding the set of \((\alpha, \beta)\) values, such that the equation \( h(\alpha, \beta) = 0 \) satisfying (7) is true, where for every \( i = 1, \ldots, N \) a polynomial of degree three in \( \beta \) denoted by \( h_i(\beta) \) is given by

\[
h_i(\beta) = C_0^i + C_1^i \beta + C_2^i \beta^2 + C_3^i \beta^3.
\]

with coefficients \( C_0^i = -\alpha_i - \alpha_i^3 - 2\alpha_i^2 \), \( C_1^i = 1 - 3\alpha_i \), and \( C_3^i = -1 \). Each of the equations \( \phi_i(\beta) = 0 \), \( \psi_i(\beta) = 0 \) and \( h_i(\beta) = 0 \) have at most three distinct roots namely \((\beta_1, \beta_2, \beta_3)\) for every fixed \( \alpha_i \), which means for every fixed \( \alpha_i \), the three points namely \((\alpha_i, \beta_1, \beta_2, \beta_3)\) are the three points that lie on the implicit curves given by (6) and (7). Since \((\alpha, \beta)\) are positive real parameters in the system, therefore, at every fixed \( \alpha_i \), only the positive real roots \( \beta_i \) are considered and any root that is either negative or complex is ignored. Fig. 1, was simulated for \( \alpha_{\text{max}} = \beta_{\text{max}} = 5 \) and \( N = 5000 \), which means the curves c1, c2 and c3 are respectively formed from the positive real roots of 5000 cubic polynomials, namely \( \psi_i(\beta) = 0 \), \( h_i(\beta) = 0 \) and \( \phi_i(\beta) = 0 \) for \( i = 1, \ldots, 5000 \). The curves c1 and c3 in Fig. 1 (a) are the critical boundaries, at which the type of the steady state \((u_s, v_s)\) changes from node to a spiral or vice versa, depending on whether one enters or exists the region between c1 and c3. The positive real combination of \((\alpha, \beta)\) that satisfies (7) corresponding to \( h_i(\beta) = 0 \) is given by the red c2 curve in Fig. 1 (a). The location of c2 curve also indicates that the region between the curves c1 and c3 results in that \( \lambda_{1,2} \) are complex numbers. If \((\alpha, \beta)\) are chosen from values on curves c1 and c3, then the eigenvalues will be repeated real roots, since on these curves the discriminant is zero. However if \((\alpha, \beta)\) are chosen from the values on the curve c2 then the eigenvalues are purely imaginary, and the form \( \lambda_{1,2} = \pm i\sqrt{4D(\alpha, \beta)} = \pm 2(\alpha + \beta) \). This implies that the steady state \((u_s, v_s)\) is a centre with the system exhibiting periodic oscillations around the uniform steady state.

The numerical package for ordinary differential equations ode45 in MATLAB was employed to simulate and visualise the local behaviour of the system (2) near the uniform steady state \((u_s, v_s)\). Each simulation was run up to a final time \( T = 5 \), starting at the initial time \( T = 0 \), with time step \( \tau = 5 \times 10^{-2} \). Parameter values were chosen from the regions A, B and on the curve c2 from Fig. 1 (b) and (a) respectively, which are then plotted with 8 trajectories around the uniform steady state \((u_s, v_s)\). Fig. 3 shows that the behaviour of the trajectories around the uniform steady state in each case is in agreement with the theoretically predicted type of \((u_s, v_s)\). The summary of the chosen numerical values for these simulations are all summarised in Table 1 and these are also indicated in the relevant captions for each figure. The eigenvalues of the stability matrix for each choice of the parameters and at
the corresponding uniform steady state are presented in the corresponding captions. In each simulation the vertical axes correspond to the variable \( v \) and the horizontal axes correspond to the variable \( u \). The red trajectories show the interactive behaviour of \( u \) and \( v \) in relation to the corresponding steady state.

The physical interpretation of this classification is that, whenever the choice of \( \alpha \) and \( \beta \) is taken from region \( B \) in Fig. 1 then the dynamics of the perturbed system near the constant steady state \((u_s, v_s)\) will spirally move away as time grows, which resembles the shape of an outward spreading spiral. This behaviour is shown in Fig. 3 (b). However if the parameter values are chosen from region \( A \), then the dynamics of the perturbed system will spirally move in towards the constant stable steady state \((u_s, v_s)\), therefore, any trajectory near the steady state forms the shape of spiral that is uniformly moving towards its centre, which is the constant steady state namely the point \((u_s, v_s)\). This behaviour is shown in Fig. 3 (a). If the values of the parameters are chosen from those on the curve \( C_3 \), then the dynamics of the system behaves in such a way that it neither goes away from the steady state, and nor does it reach the steady state, instead the trajectories of the system move on fixed orbits around the uniform steady state \((u_s, v_s)\), forming either circles or ellipse. This behaviour of \( u \) and \( v \) is shown in Fig. 3 (c).

System (2) is also numerically simulated using ode45 package in MATLAB to visualise the behaviour of trajectories in the neighbourhood of \((u_s, v_s)\), when \( \lambda_{1,2} \) are real values. Each simulation is tested on the phase plane diagram to observe the trajectories of solution. In each case the steady state \((u_s, v_s)\) is computed and eight trajectories around the steady state whose behaviour is governed by the relevant vector-field plotted as blue arrows.

If parameters are selected from the curve \( C_1 \) in Fig. 2 (b), then the eigenvalues are positive real repeated roots. The dynamics of the perturbed system near the constant steady steady state will radially move outward (see Fig. 4 (d)). If the values of \( \alpha \) and \( \beta \) are chosen from those lying on the \( C_3 \) curve in Fig. 2 (b), then the local dynamics of the system near the constant steady state radially move inward towards the point \((u_s, v_s)\) (see Fig. 4 (c)). Similarly, if \( \alpha \) and \( \beta \) are chosen from region \( A \) in Fig. 2 (b), it will result in \( \lambda_{1,2} \) to be a pair of distinct negative real roots. This means for the dynamics of the system to move towards the stable constant steady state. If parameters are however chosen from region \( B \) in Fig. 2 (b), this results in the constant steady state to be an unstable node, it means the behaviour of trajectories near the steady state are expected to behave similarly to those corresponding to the curve \( C_3 \) (see Fig. 4 (a)).

In general, the parameter space that influences the nature of the uniform steady state \((u_s, v_s)\) can be categorised into four different regions, which are separated by three curves. This classification is in principle equivalent to that presented in [23], however the distinction with the current work is that for the specific system given by (2) the full parameter plane is classified subject to the proposed theory given in [23]. Each region is characterised and the behavior of the uniform steady state is established by choosing parameters \( \alpha \) and \( \beta \) from the region. Fig. 5 (a) summarises the full classification of the parameter space in the absence of diffusion for the uniform steady state \((u_s, v_s)\). It can be noted that in terms of stability only and irrespective of the type of the steady state, the full parameter space namely the \((\alpha, \beta) \in \mathbb{R}^2\) plane can be classified into two regions namely stable or unstable, this is the partition established by the location of the yellow curve in Fig. 5 (a). Stability classification irrespective of the type of steady state is ex-

---

**Table 1**

<table>
<thead>
<tr>
<th>Name (SS)</th>
<th>((\alpha, \beta))</th>
<th>((u_s, v_s))</th>
<th>(\lambda_{1,2})</th>
<th>Fig 5(a)</th>
<th>Phase-plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable node</td>
<td>(4.00, 2.000)</td>
<td>(3.400, 0.173)</td>
<td>((-10.26, -1.13))</td>
<td>Region A</td>
<td>Fig 4 (a)</td>
</tr>
<tr>
<td>Unstable node</td>
<td>(0.020, 0.130)</td>
<td>(0.150, 5.780)</td>
<td>((0.03, 0.68))</td>
<td>Region B</td>
<td>Fig 4 (b)</td>
</tr>
<tr>
<td>Stable spiral</td>
<td>(4.000, 0.400)</td>
<td>(0.800, 0.625)</td>
<td>((-0.32 \pm 0.73i))</td>
<td>Region C</td>
<td>Fig 4 (c)</td>
</tr>
<tr>
<td>Unstable spiral</td>
<td>(0.100, 0.500)</td>
<td>(0.600, 1.390)</td>
<td>((0.15 \pm 0.58i))</td>
<td>Region D</td>
<td>Fig 4 (d)</td>
</tr>
<tr>
<td>Stable star</td>
<td>(4.000, 0.066)</td>
<td>(0.470, 0.310)</td>
<td>((-0.47, -0.47))</td>
<td>Curve c1</td>
<td>Fig 4 (e)</td>
</tr>
<tr>
<td>Unstable star</td>
<td>(0.060, 0.180)</td>
<td>(0.230, 3.250)</td>
<td>((0.20, 0.20))</td>
<td>Curve c3</td>
<td>Fig 4 (f)</td>
</tr>
<tr>
<td>Centre</td>
<td>(0.096, 0.102)</td>
<td>(0.198, 2.600)</td>
<td>(\pm 0.20i)</td>
<td>Curve c2</td>
<td>Fig 4 (g)</td>
</tr>
</tbody>
</table>

![Fig. 3](image-url) Phase-plane diagrams of the model system in the absence of diffusion for types of steady states with complex \( \lambda_{1,2} \), computed correct up to 2 decimal places and \( l = \sqrt{-1} \).
(a) Parameters \((\alpha, \beta) = (1.4, 2.0)\), resulting in the uniform steady state \((u_s, v_s) = (3.4, 0.173)\) and eigenvalues \(\lambda_{1,2} = (-10.26, -1.13)\).

(b) Parameters \((\alpha, \beta) = (0.02, 0.13)\), resulting in the uniform steady state \((u_s, v_s) = (0.15, 5.78)\) and eigenvalues \(\lambda_{1,2} = (0.03, 0.68)\).

(c) Parameters \((\alpha, \beta) = (0.40, 0.066)\), resulting in the uniform steady state \((u_s, v_s) = (0.8, 0.625)\) and eigenvalues \(\lambda_{1,2} = (-0.47, -0.47)\).

(d) Parameters \((\alpha, \beta) = (0.06, 0.18)\), resulting in the uniform steady state \((u_s, v_s) = (0.23, 3.25)\) and eigenvalues \(\lambda_{1,2} = (0.20, 0.20)\).

3. Stability analysis in the presence of diffusion

It is intuitive to understand that normally diffusion serves to enhance spatial homogeneity of concentration gradients [23,36], however, in the case of reaction-diffusion systems, it has the opposite effect in that the uniform steady state which was stable in the absence of diffusion becomes unstable in its presence [23,35,36,39]. In this work, the mathematical rigor of how reaction and diffusion together can give rise to instability is investigated, which is responsible for diffusion-driven pattern formation. One of the explicit aims of the current work is to investigate the consequences of the conditions of diffusion-driven instability on the classification of the parameter space in the presence of diffusion. Furthermore, we want to explore quantitative relationship between the domain size and the types of diffusion-driven instability.

The uniform steady state \((u_s, v_s)\) as previously mentioned satisfies the system with diffusion (1) and the zero-flux boundary conditions, therefore, without loss of generality, \((u_s, v_s)\) is considered a steady state of the system in presence of diffusion as well. System (1) is first linearised by introducing new variables namely \(\bar{u}\) and \(\bar{v}\) in such a way that they are perturbed slightly from the
steady state \((u_0, v_0)\), so that their relationships to \(u\) and \(v\) are 
\[(\bar{u}, \bar{v}) = (u - u_0, v - v_0).\]
For \(u\) and \(v\), the perturbed variables \(\bar{u} + u_0\) and \(\bar{v} + v_0\) are substituted in (1) and expanded using Taylor expansion for functions of two variables to obtain a linearised system which can be written in matrix form as
\[
\frac{\partial \bar{u}}{\partial t} = \begin{bmatrix} 1 & 0 \\ 0 & d \end{bmatrix} \begin{bmatrix} \Delta \bar{u} \\ \Delta \bar{v} \end{bmatrix} + \begin{bmatrix} \frac{\partial f}{\partial u} (u_0, v_0) & \frac{\partial f}{\partial v} (u_0, v_0) \\ \frac{\partial g}{\partial u} (u_0, v_0) & \frac{\partial g}{\partial v} (u_0, v_0) \end{bmatrix} \begin{bmatrix} \bar{u} \\ \bar{v} \end{bmatrix}.
\]

In order to complete the linearisation in the presence of diffusion, it is necessary to find the eigenfunctions of the Laplace operator, that satisfies the homogeneous Neumann boundary conditions. Eigenfunctions of the Laplace operator on planar domains are well-studied in the literature [68,24,39]. It is presumed that \(\bar{u}\) and \(\bar{v}\) both are of a similar form. The eigenfunctions for the Laplace operator are found by solving the relevant eigenvalue problems, that satisfy the given boundary conditions of problem (1). Such an eigenvalue problem is of the form
\[
\frac{\partial^2 \bar{u}}{\partial x^2} + \frac{\partial^2 \bar{u}}{\partial y^2} = \eta \bar{u}, \quad \eta \in \mathbb{R},
\]
\[
\frac{\partial \bar{u}}{\partial x} (0, y) = \frac{\partial \bar{u}}{\partial x} (L, y) = 0, \quad 0 \leq y \leq L,
\]
\[
\frac{\partial \bar{u}}{\partial y} (x, 0) = \frac{\partial \bar{u}}{\partial y} (x, L) = 0, \quad 0 \leq x \leq L.
\]

The method of separation of variables is used to find the solution to problem (13) by presuming that the solution is in the form of a product of two functions namely \(X(x)\) and \(Y(y)\), so \(\bar{u}\) has the form \(\bar{u}(x, y) = X(x)Y(y)\). This form of solution is substituted in equation (13) to obtain two one-dimensional eigenvalue problems, which are individually solved and the resulting set of eigenfunctions solving (13) are given by \(\bar{u}_{n,m}(x,y) = C_{n,m} \cos \left( \frac{n\pi x}{L} \right) \cos \left( \frac{m\pi y}{L} \right)\), where \(C_{n,m}\) are the coefficients depending on the mode of the eigenfunctions. The solution to problem (12) can be, therefore, written as the sum of infinite expansion in the form of the product of \(T(t)\), and the eigenfunctions for the two dimensional Laplace operator, so we have
\[
\bar{u}(x, y, t) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} U_{n,m} \exp(\lambda_{n,m} t) \cos \left( \frac{n\pi x}{L} \right) \cos \left( \frac{m\pi y}{L} \right),
\]
\[
\bar{v}(x, y, t) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} V_{n,m} \exp(\lambda_{n,m} t) \cos \left( \frac{n\pi x}{L} \right) \cos \left( \frac{m\pi y}{L} \right),
\]
where \(U_{n,m}\) and \(V_{n,m}\) are the coefficients of the infinite expansion. Substituting this form of solution in (12), the problem can be written as a two-dimensional discrete set of algebraic equations in the form, with \(\lambda = \lambda_{n,m}\)
\[
\lambda \begin{bmatrix} \bar{u} \\ \bar{v} \end{bmatrix} = -\frac{(n^2 + m^2)\pi^2}{L^2} \begin{bmatrix} 1 & 0 \\ 0 & d \end{bmatrix} \begin{bmatrix} \bar{u} \\ \bar{v} \end{bmatrix} + \gamma \begin{bmatrix} \beta - \alpha & (\beta + \alpha)^2 \\ \frac{2\beta}{\beta + \alpha} & -\beta + \alpha \end{bmatrix} \begin{bmatrix} \bar{u} \\ \bar{v} \end{bmatrix}.
\]

which can also be written as a two-dimensional discrete eigenvalue problem
\[
\begin{bmatrix} \gamma \frac{\beta - \alpha}{\beta + \alpha} - \frac{(n^2 + m^2)\pi^2}{L^2} & \gamma (\beta + \alpha)^2 \\ -\gamma \frac{2\beta}{\beta + \alpha} & -\gamma (\beta + \alpha)^2 - d \frac{(n^2 + m^2)\pi^2}{L^2} \end{bmatrix} \begin{bmatrix} \bar{u} \\ \bar{v} \end{bmatrix} = \lambda \begin{bmatrix} \bar{u} \\ \bar{v} \end{bmatrix}.
\]

For the stability of the steady state \((u_0, v_0)\) in the presence of diffusion, the eigenvalues of problem (15) are analysed. The characteristic polynomial for (15) is given by
\[
\begin{vmatrix} \gamma \frac{\beta - \alpha}{\beta + \alpha} - \frac{(n^2 + m^2)\pi^2}{L^2} - \lambda & \gamma (\beta + \alpha)^2 \\ -\gamma \frac{2\beta}{\beta + \alpha} & -\gamma (\beta + \alpha)^2 - d \frac{(n^2 + m^2)\pi^2}{L^2} - \lambda \end{vmatrix} = 0.
\]

which is a quadratic polynomial in \(\lambda\). Let \(T\) and \(D\) denote the trace and determinant of the stability matrix (15) then the pair of eigenvalues \(\lambda_{1,2}\) of system (15) satisfy the quadratic polynomial in terms of the trace and determinant in the form
\[
\lambda^2 - T(\alpha, \beta) \lambda + D(\alpha, \beta) = 0,
\]

where \(T(\alpha, \beta) = \gamma (\beta + \alpha)^2 + d \frac{(n^2 + m^2)\pi^2}{L^2}\) and \(D(\alpha, \beta) = \gamma \frac{2\beta}{\beta + \alpha}\).
where $T(\alpha, \beta)$ and $\mathcal{D}(\alpha, \beta)$ are given by

$$T(\alpha, \beta) = \sqrt{\frac{\beta - \alpha - (\beta + \alpha)^2}{\beta + \alpha}} - (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}},$$

$$\mathcal{D}(\alpha, \beta) = \left(\frac{\beta - \alpha - (\beta + \alpha)^2}{\beta + \alpha}\right) \left(-\gamma (\beta + \alpha)^2 - (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}\right) + 2 \gamma^2 (\beta + \alpha).$$

The roots of (17) are $\lambda_{1,2} = \frac{1}{2} T(\alpha, \beta) \pm \frac{1}{2} \sqrt{T^2(\alpha, \beta) - 4 \mathcal{D}(\alpha, \beta)}$. We note that, in comparison to the case when no diffusion is present, the trace $T(\alpha, \beta)$ of the Jacobian matrix becomes more negative when diffusion is introduced since a positive quantity is being subtracted, thereby enhancing the stability of the system. This is equivalent to the default intuition that diffusion may only promote stability, due to its natural property of homogenising concentration gradient. However, the modification to the determinant part $\mathcal{D}(\alpha, \beta)$ in the form of an additional positive term $(d + 1) \pi d \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}$ is intuitively expected to dominate the strictly positive term which is subtracted from $T(\alpha, \beta)$, namely $(d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}$. These modifications to the trace and the determinant of the stability matrix due to the presence of diffusion to the system are investigated thoroughly to derive possible quantitative relationships between domain size, reaction and diffusion rates in the context of the parameter classification. We also attempt to quantitatively understand how this modification of both $T(\alpha, \beta)$ and $\mathcal{D}(\alpha, \beta)$ contributes to creating instability. The regions of the parameter space for all types of steady states and their stability is analysed. Once the regions for different types of steady states are classified, then subject to this classification the influence of the domain size $\Omega$ is explored on the types and existence of diffusion-driven instabilities. To determine the types of steady state $(u_0, v_0)$, with corresponding parameter space, it is important to realise that despite the dependence on $\alpha$ and $\beta$, the type of steady state also depends on the additional parameters namely $\gamma$, $d$ and $L$. The variation of the additional parameters are investigated for fixed $n$ and $m$ to explore how the parameter space varies for different values of $d$, for example. Another important relationship to investigate is between the area of the domain $L^2$ and the reaction rate $\gamma$ and how these influence the process of diffusion-driven instability.

3.1. Analysis for the case of complex eigenvalues

The eigenvalues $\lambda_{1,2}$ are complex values if $(\alpha, \beta)$ are chosen such that the discriminant of (17) is negative. It means that $(\alpha, \beta)$ must satisfy

$$\frac{1}{4} T^2(\alpha, \beta) < \mathcal{D}(\alpha, \beta).$$  (18)

One immediate consequence of this inequality is that $\mathcal{D}(\alpha, \beta)$ must be positive, because if $\mathcal{D}(\alpha, \beta)$ is negative, then for no choice of $(\alpha, \beta)$ do the eigenvalues $\lambda_{1,2}$ become complex. This immediate observation is automatically in agreement with the conditions for diffusion-driven instability presented in [6,20,24]. Furthermore, this condition on one hand will determine the region of the $(\alpha, \beta) \in \mathbb{R}$ plane on which $\lambda_{1,2}$ are a complex conjugate pair. On the other hand it serves to indicate the equations for the partitioning implicit curves on which the eigenvalues change type from real to complex. Bearing in mind, that inequality (18) is a sufficient condition for $\lambda_{1,2}$ to have imaginary parts, therefore, it suffices to study (18) for $(u_0, v_0)$ to be a spiral. Before numerical treatment of the critical curve for the complex region, the stability of $(u_0, v_0)$ is studied analytically given that $\lambda_{1,2}$ have imaginary parts. Stability of $(u_0, v_0)$ is determined by the sign of the real part of $\lambda_{1,2}$ when it is a pair of complex conjugate values. Given that this is the case then the real part of $\lambda_{1,2}$ is given by

$$\text{Re}(\lambda_{1,2}) = \frac{1}{2} \left(\frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} - (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}\right).$$

If we wish to find the parameter space for which $(u_0, v_0)$ is temporally unstable then we require the real part of both eigenvalues to be positive, which means in addition to the condition (18) we want $T(\alpha, \beta)$ to be positive or equivalently $(\alpha, \beta)$ must satisfy

$$\gamma (\beta - \alpha - (\beta + \alpha)^3) > (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}.$$  (19)

This relationship indicates that the stability of $(u_0, v_0)$ when $\lambda_{1,2}$ are complex, depends on the extra parameters $L$, $d$ and $\gamma$. The maximum of the left-hand side of (19) is the non-zero positive constant $\gamma$ [see Section 4, Theorem 1], which suggests the real part of $\lambda_{1,2}$ becomes positive if the parameter $L$ satisfies

$$L^2 > \frac{\pi^2 (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}}{\gamma}.$$  (20)

This claim is formally proven in Theorem 1. In the absence of diffusion, in the region where $(u_0, v_0)$ is a spiral, there are sub-regions that correspond to a stable spiral as well as sub-regions that correspond to an unstable spiral. One immediate consequence of including diffusion, into the model, is that it puts the condition (23) on the domain size $L^2$ for the real part of $\lambda_{1,2}$ to be positive. If the real part of the complex eigenvalues becomes zero, then the roots become purely imaginary, indicating that the system undergoes a time-periodic oscillations whilst experiencing spatial stability. This type of instability is referred to as Transcritical bifurcation and this entails that the real part of $\lambda_{1,2}$ must become zero, which means

$$\gamma (\beta - \alpha - (\beta + \alpha)^3) - (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}} = 0.$$  (21)

Rearranging (21) and solving for $L^2$, the necessary condition for transcritical bifurcation is obtained in the form

$$L^2 = \frac{(\beta + \alpha) (d + 1) \left(\frac{n^2 + m^2}{2}\right)^{\frac{1}{2}}}{\gamma (\beta - \alpha - (\beta + \alpha)^3)}.$$  (22)

If the parameter $L$ satisfies condition (23) simultaneously with condition (22) and $\mathcal{D}(\alpha, \beta) > 0$, then the system exhibits a transcritical bifurcation. However, if condition (22) is relaxed and yet parameters $L$, $d$ and $\gamma$ are given to satisfy condition (23) then the dynamics of the system exhibit temporally periodic behaviour. Upon increasing the value of $d$, yet maintaining condition (23) the system is expected to become temporally unstable. This type of instability is referred to as Hopf Bifurcation, where adding diffusion to a temporally stable system, causes temporal instability. The results of the analysis of the case with complex eigenvalues are formally stated and proven in the following theorem.

**Theorem 1** (Hopf or transcritical bifurcation). Let $u$ and $v$ satisfy the non-dimensional reaction-diffusion system with activator-depleted reaction kinetics (1) on a square domain $\Omega \subset \mathbb{R}^2$ with length $L$ and positive parameters $\gamma$, $d > 0$, $\alpha > 0$ and $\beta > 0$. For the system to exhibit Hopf or transcritical bifurcation in the neighborhood of the unique steady state $(u_0, v_0) = (\alpha + \beta, \frac{m}{n + m})$, the necessary condition on the area $L^2$ of the square domain $\Omega \subset \mathbb{R}^2$ is

$$L^2 \geq \frac{\pi^2 (d + 1) \left(\frac{m^2 + n^2}{2}\right)}{\gamma},$$  (23)

where $m$ and $n$ are any integers.

**Proof.** The important step in this proof is to derive under what condition on $L$ is the expression for $T(\alpha, \beta)$ guaranteed to be positive, because when $\lambda_{1,2}$ are complex eigenvalues then the sign of
\( T(\alpha, \beta) \) is precisely what determines the stability of \((u_t, v_t)\). The system undergoes Hopf or transcritical bifurcation in the neighbourhood of \((u_t, v_t)\), if the sign \( T(\alpha, \beta) \) is positive. Therefore for diffusion-driven instability to influence \((u_t, v_t)\) when \(\lambda_{1,2}\) are complex conjugate pair it is necessary that

\[
T(\alpha, \beta) = \gamma \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} - (d + 1) \frac{(n^2 + m^2)\pi^2}{L^2} \ges 0, \tag{24}
\]

which can equivalently be written as

\[
\gamma \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} \ges (d + 1) \frac{(n^2 + m^2)\pi^2}{L^2}. \tag{25}
\]

The expression on the left hand-side of (25) is explored in particular to find its upper bound, it can be written in the form of difference between two rational functions as

\[
\gamma \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} = \gamma \left( f_1(\alpha, \beta) - f_2(\alpha, \beta) \right), \tag{26}
\]

where \( f_1(\alpha, \beta) = \frac{\beta}{\alpha^2} \) and \( f_2(\alpha, \beta) = \frac{\alpha(\beta + \alpha)^3}{\beta^3} \). The range for \( f_1(\alpha, \beta) \) and \( f_2(\alpha, \beta) \) are independently analysed to find the supremum of the expression on the left of (26). Starting with \( f_1(\alpha, \beta) \), which is bounded below and above in the domain \((\alpha, \beta) \in [0, \infty) \times [0, \infty)\), we have \( \sup_{\alpha, \beta \in \mathbb{R}_+} f_1(\alpha, \beta) = 1 \), and the \( \inf_{\alpha, \beta \in \mathbb{R}_+} f_1(\alpha, \beta) = 0 \) for all \( \alpha, \beta \in \mathbb{R}_+ \). Similarly considering the expression for \( f_2(\alpha, \beta) \), we have \( \sup_{\alpha, \beta \in \mathbb{R}_+} f_2(\alpha, \beta) = \infty \), and the \( \inf_{\alpha, \beta \in \mathbb{R}_+} f_2(\alpha, \beta) = 0 \) for all \( \alpha, \beta \in \mathbb{R}_+ \). Since the ranges of both \( f_1(\alpha, \beta) \) and \( f_2(\alpha, \beta) \) are non-negative within their respective domains, therefore the supremum of their difference is determined by the supremum of the function with positive sign, which is \( \sup_{\alpha, \beta \in \mathbb{R}_+} f_1(\alpha, \beta) = 1 \). Therefore, inequality (24) can be written as

\[
(d + 1) \frac{(n^2 + m^2)\pi^2}{L^2} \ges \gamma \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} \]

\[
\qua \les \gamma \left( \sup_{\alpha, \beta \in \mathbb{R}_+} f_1(\alpha, \beta) - f_2(\alpha, \beta) \right) = \gamma f_1(\alpha, \beta) = \gamma. \]

which by rearranging leads to the desired condition (23). \(\square\)

3.2. Analysis for the case of real eigenvalues

The eigenvalues \(\lambda_{1,2}\) are both real if the discriminant of the roots is either zero or positive, which in turn means that both eigenvalues are real values if the relationship between \( T(\alpha, \beta) \) and \( \mathcal{D}(\alpha, \beta) \) is such that

\[
T^2(\alpha, \beta) \ges 4\mathcal{D}(\alpha, \beta). \tag{27}
\]

The equal case of (27) is looked at first, where we have

\[
T^2(\alpha, \beta) = 4\mathcal{D}(\alpha, \beta), \tag{28}
\]

which means that the discriminant is zero, hence the roots are repeated real values of the form \(\lambda_1 = \lambda_2 \in \mathbb{R}\) given by

\[
\lambda_1 = \lambda_2 = \frac{1}{2} \left( \gamma \frac{\beta - \alpha - (\beta + \alpha)^3}{\beta + \alpha} - (d + 1) \frac{(n^2 + m^2)\pi^2}{L^2} \right). \tag{29}
\]

When \(\alpha\) and \(\beta\) satisfy condition (28), the stability of the steady state is determined by the sign of the root itself. The expression given by (29) can be easily shown to be negative if the area \(L^2\) of the domain satisfies the inequality

\[
L^2 \les \frac{\pi^2}{\gamma} (\beta + \alpha)(d + 1)(n^2 + m^2). \tag{30}
\]

Otherwise, the repeated root is positive provided that \(L\) satisfies

\[
L^2 > \frac{\pi^2}{\gamma} (\beta + \alpha)(d + 1)(n^2 + m^2) \tag{31}
\]

Analysing (30) and (31) carefully, it can be observed that the only terms that can possibly invalidate the inequalities are in the denominator of the right hand-side, namely the expression \(\beta - \alpha - (\beta + \alpha)^3\). Therefore, a restriction is required to be stated on this term to ensure that the area of \(\Omega\) is not compared against a negative quantity, such a restriction is

\[
\beta - \alpha > (\beta + \alpha)^3. \tag{32}
\]

It must be noted that (32) is the same restriction on the parameter choice obtained for the case of repeated real eigenvalues in the absence of diffusion. The region where the eigenvalues are real repeated roots are implicit curves in the parameter space satisfying (28), these curves are computed numerically in Section 3.3. These curves form the boundary between the regions of complex and real eigenvalues. Varying the diffusion rate \(d\) causes a shift to the location of the curves indicating clearly regions that are subject to diffusion-driven instability. The remaining case to look at is when both eigenvalues are real distinct. This happens if \(\alpha\) and \(\beta\) are chosen such that the strict inequality case of (27) is satisfied. This case corresponds to the diffusion-driven instability Turing type only, because both eigenvalues are real and distinct.

The role of the domain-size is studied to analyse its importance in temporal stability, which requires the real part of \(\lambda_{1,2}\) to be negative in all cases when \(\lambda_{1,2} \in \mathbb{C} \setminus \mathbb{R}\) and suggests that the term on the right-hand side of (19) satisfies

\[
(d + 1) \frac{(n^2 + m^2)\pi^2}{L^2} \ges \gamma \iff L^2 \les \frac{\pi^2 (d + 1)(m^2 + n^2)}{\gamma}. \tag{33}
\]

If the diffusion rate \(d\) is increased, yet satisfying (34), instability is still expected to invade stable regions in the parameter plane, however the only type of instability one may expect is spatial and not temporal. This type of instability is referred to as Turing Instability [2,23,36], where a certain region in the parameter space is stable in the absence of diffusion and yet becomes spatially unstable upon adding diffusion to the system. For the first eigenvalue of the laplace operator, which corresponds to \(m = n = 0\), inequality (18) takes exactly the same form as the inequality that was necessary for \((u_t, v_t)\) to be a spiral in the absence of diffusion, namely inequality (4). Therefore, to avoid repetition the stability analysis of the steady state \((u_t, v_t)\) with \(m = n = 0\) is skipped and the non-trivial case is studied, i.e. \(m, n \geq 1\).

Conditions (34) has consequences in terms of the stability of the original system. The first consequence is that if \(\lambda_{1,2}\) have imaginary parts, then condition (34) guarantees that the real part of \(\lambda_{1,2}\) is negative for all choices of \(\alpha\) and \(\beta\), allowing the eigenvalues to be positive if and only if they are both real repeated or real distinct (with at least one of them positive). Hence, restricting the system from undergoing Hopf bifurcation. Similarly, if \(\lambda_{1,2}\) have imaginary parts, then condition (34) must be violated (condition (23) must be satisfied) in order for the real part of \(\lambda_{1,2}\) to become positive whilst the eigenvalues are still complex conjugate pair. It means that for the original system to undergo Hopf bifurcation, the necessary condition on the domain size is (23). If both eigenvalues are negative distinct real values, then the system is spatially as well as temporally stable, the dynamics will achieve no patterns, hence the system returns to the uniform constant steady state \((u_t, v_t)\) as time grows, [see Section 5 Fig. 11] with no effect from diffusion. If the eigenvalues are both real with different signs, then the type of instability caused by diffusion is spatially periodic or oscillatory in space, because this case corresponds to the steady state becoming
Theorem 2 (Turing type diffusion-driven instability). Let \( u \) and \( v \) satisfy the non-dimensional reaction-diffusion system with activator-depleted reaction kinetics (1) on a square domain \( \Omega \subset \mathbb{R}^2 \) with area \( \Omega^2 \) and positive parameters \( \gamma > 0 \), \( d > 0 \), \( \alpha > 0 \) and \( \beta > 0 \). Given that the area of the square domain \( \Omega \subset \mathbb{R}^2 \) satisfies the inequality
\[
L^2 < \pi^2 (d + 1)(n^2 + n^2),
\]
where \( m, n \in \mathbb{N} \) then for all \( \alpha, \beta \in \mathbb{R} \), in the neighbourhood of the unique steady state \( (u_s, v_s) = (\alpha + \beta, \frac{\beta}{\alpha + \beta}) \) the diffusion driven instability is restricted to Turing type only, forbidding the existence of Hopf and transcritical bifurcation.

Proof. The strategy of this proof is through detailed analysis of the real part of the eigenvalues of the linearised system, when \( \lambda_{1,2} \in \mathbb{C} \setminus \mathbb{R} \). This can be done through studying the surface \( T(\alpha, \beta) \), and finding that it has a unique extremum point at \((0, 0)\). The method of second derivative test and Hessian matrix is used to determine the type of this extremum. Upon finding its type, then the monotonicity of \( T(\alpha, \beta) \) is analysed in the neighbourhood of the extremum point in both directions \( \alpha \) and \( \beta \). The monotonicity analysis and the type of the extremum leads to proving the claim of the theorem.

The eigenvalues \( \lambda_{1,2} \) in the presence of diffusion, in terms of trace \( T(\alpha, \beta) \) and determinant \( D(\alpha, \beta) \) are given by \( \lambda_{1,2} = \frac{1}{2} T(\alpha, \beta) \pm \frac{1}{2} \sqrt{T^2(\alpha, \beta) - 4D(\alpha, \beta)} \), where
\[
T(\alpha, \beta) = \gamma \beta - \alpha - (\beta + \alpha)^3 - (d + 1)(n^2 + m^2)\pi^2,
\]
\[
D(\alpha, \beta) = \left( \gamma \beta - \alpha - \frac{(n^2 + m^2)\pi^2}{L^2} \right) \times \left( -\gamma (\beta + \alpha)^2 - d \frac{(n^2 + m^2)\pi^2}{L^2} \right) + 2\gamma^2 \beta (\beta + \alpha).
\]
It can be immediately observed that in the neighbourhood of \( (u_s, v_s) \) for the system to exhibit Hopf or transcritical bifurcation the discriminant of the characteristic polynomial must satisfy the inequality \( T^2(\alpha, \beta) - 4D(\alpha, \beta) < 0 \). Therefore, the stability and type of the steady state \( (u_s, v_s) \) in this case is determined by the sign of the real part of \( \lambda_{1,2} \). The aim is to investigate \( T(\alpha, \beta) \) and derive from it condition (34) on \( L^2 \) as a requirement for \( T(\alpha, \beta) \) to be negative for all strictly positive choices of \( \gamma, \alpha, \beta \) and \( d > 0 \). First derivative test is used on \( T(\alpha, \beta) \) to find all stationary points of \( T(\alpha, \beta) \) on the domain \([0, \infty) \times [0, \infty)\). All stationary points of \( T(\alpha, \beta) \) must satisfy \( \frac{\partial T}{\partial \alpha} = -\gamma \frac{2\alpha (\alpha + \beta)^3 - 2\alpha}{(\alpha + \beta)^2} = 0 \), which is true if and only if \( (\alpha + \beta)^3 + \beta = 0 \). Similarly all stationary points of \( T(\alpha, \beta) \) must also satisfy \( \frac{\partial T}{\partial \beta} = -\gamma \frac{2\alpha (\alpha + \beta)^3 - 2\alpha}{(\alpha + \beta)^2} = 0 \), which implies \( (\alpha + \beta)^3 - \alpha = 0 \).
on the plane $\mathcal{T}(\alpha, \beta)$, then

\[ T_0(\alpha) = \lim_{\beta \to 0} \mathcal{T}(\alpha, \beta) = -\gamma (1 + \alpha^2) - (d + 1) \frac{(m^2 + n^2) \pi^2}{L^2} \]

\[ T_0(\beta) = \lim_{\alpha \to 0} \mathcal{T}(\alpha, \beta) = \gamma (1 - \beta^2) - (d + 1) \frac{(m^2 + n^2) \pi^2}{L^2}. \]

The expression for $T_0(\alpha)$ clearly satisfy that it is negative at $\alpha = 0$ and its first derivative in the direction of $\alpha$ is $\frac{d T_0(\alpha)}{d \alpha} = -2 \gamma \alpha < 0$ for all $\gamma, \alpha \in [0, \infty)$. The expression for $T_0(\beta)$ however is not trivially negative for all values, since the sign of the constant $\gamma$ in the expression is positive, which if computed at $\beta = 0$, leads to the desired condition

\[ T_0(\beta) \big|_{\beta = 0} = \gamma - (d + 1) \frac{(m^2 + n^2) \pi^2}{L^2} < 0 \]

\[ \iff L^2 < \frac{\pi^2 (d + 1) (m^2 + n^2)}{\gamma}. \]

It has been shown that the condition (34) is necessary for $\mathcal{T}(\alpha, \beta)$ to be negative at the unique stationary point namely $(0, 0)$, it remains to show that the first derivative of $\frac{d T_0(\alpha)}{d \beta} < 0$, $\frac{d T_0(\beta)}{d \beta} = -2 \gamma \beta < 0$ for all $\gamma \beta \in [0, \infty)$ which completes the proof. $\square$

3.2.1. Remark

The parameters $(\alpha, \beta) = (0, 0)$ are not the admissible choices for the original system, because this choice of parameters leads to the trivial steady state $(u, v, t) = (0, 0)$, which is globally and unconditionally stable and has no physical relevance. However, the surface defined by $\mathcal{T}(\alpha, \beta)$, which determines the sign of the real part of $\lambda_{1.2} \in \mathbb{C} \cap \mathbb{R}$ attains a unique extremum at $(0, 0)$, which makes the analysis of the neighbourhood of this point important for studying the sign of $\mathcal{T}(\alpha, \beta)$. It is reasonable to argue that the point $(\alpha, \beta) = (0, 0)$ is not permissible to use as the platform of the proof of Theorem 2, in that case, proving the results becomes a step closer by only showing that $\mathcal{T}(\alpha, \beta)$ is a strictly monotonically decreasing function (with no extrema in $(\alpha, \beta) \in \mathbb{R}^2$) and it can only attain bounded positive values in the neighbourhood of $(0, 0)$ if and only if the condition (34) on the domain size $L^2$ is violated. Therefore, given that $L^2$ maintains to satisfy (34), the sign of the real part $i.e.$ $\mathcal{T}(\alpha, \beta)$ of $\lambda_{1.2} \in \mathbb{C} \cap \mathbb{R}$ is guaranteed to be negative, which is a step shorter to reach the claim of Theorem 2. Therefore, it is brought to the attention of the reader that the use of the point $(\alpha, \beta) = (0, 0)$ as an extremum of $\mathcal{T}(\alpha, \beta)$ is more of a complementary factor to the proof rather than an essential one.

3.3. Numerical solutions of the partitioning curves and parameter spaces

A similar numerical method to that used in the case of the absence of diffusion is applied to solve for the partitioning curves in the parameter plane. The partitioning curve separating real and complex regions, on the plane $(\alpha, \beta) \in \mathbb{R}_+$ must satisfy

\[ T^2(\alpha, \beta) - 4D(\alpha, \beta) = 0. \]  

(39)

since this is the curve on which the discriminant of the expression for eigenvalues change sign. Eq. (39) is solved by the same algorithm that was used to solve (6) on a square domain and for each fixed mesh point in the direction of $\alpha$ it is found that the solution of (39) is equivalent to finding the positive roots of a six degree polynomial in $\beta$ for fixed values of $\alpha_i$ in the form

\[ \psi(\alpha_i, \beta) = C_0(\alpha_i) + C_1(\alpha_i) \beta + C_2(\alpha_i) \beta^2 + C_3(\alpha_i) \beta^3 + C_4(\alpha_i) \beta^4 + C_5(\alpha_i) \beta^5 + C_6(\alpha_i) \beta^6, \]

where for each $\alpha_i$ the coefficients are given by

\[ C_0(\alpha_i) = L^2 \gamma \pi^2 \alpha_i^6 + (4 L^2 \pi^2 m^2 + 4 L^3 \pi^2 n^2 + 2 L^2 \gamma \pi^2 d m^2 + 2 L^2 \gamma \pi^2 n^2 + 2 L^3 \gamma \pi^2 d n^2 + 2 L^2 \gamma \pi^2 d m + 2 L^2 \gamma \pi^2 d n) \alpha_i^3, \]

\[ C_1(\alpha_i) = 6 L^4 \gamma^2 \alpha_i^5 - 8 L^4 \alpha_i^4 + (8 L^4 \pi^2 m^2 + 8 L^4 \pi^2 n^2 + 8 L^2 \gamma \pi^2 d m + 8 L^2 \gamma \pi^2 d n + 4 L^4 \gamma \pi^2 m^2 + 4 L^4 \gamma \pi^2 n^2 + 4 L^4 \gamma \pi^2 d m + 4 L^4 \gamma \pi^2 d n + 4 L^2 \gamma \pi^2 m + 4 L^2 \gamma \pi^2 n + 2 L^2 \gamma \pi^2 d m^2 + 2 L^2 \gamma \pi^2 d n^2 + 2 L^2 \gamma \pi^2 d m + 2 L^2 \gamma \pi^2 d n) \alpha_i^2, \]

\[ C_2(\alpha_i) = 15 L^4 \gamma^2 \alpha_i^4 - 32 L^4 \alpha_i^3 + (12 L^2 \gamma \pi^2 d m^2 + 12 L^2 \gamma \pi^2 d n + 8 L^6 + 12 L^2 \gamma \pi^2 m^2 + 12 L^2 \gamma \pi^2 n^2) \alpha_i^2 + (12 L^2 \gamma \pi^2 d m - 24 L^2 \gamma \pi^2 d n^2 - 12 L^2 \gamma \pi^2 n^2 - 12 L^2 \pi^4 m^4 - 12 L^2 \pi^4 n^4 + 4 L^4 \pi^2 d m^2 + 4 L^4 \pi^2 d n^2 + 4 L^4 \pi^2 m^2 - 4 L^4 \pi^2 n^2 + 4 L^4 \pi^2 d m^2 + 4 L^4 \pi^2 d n^2 + 4 L^4 \pi^2 m^2 - 4 L^4 \pi^2 n^2 - 2 L^2 \gamma \pi^2 m^2 + 2 L^2 \gamma \pi^2 n^2) \alpha_i \]

\[ C_3(\alpha_i) = 20 L^4 \gamma^2 \alpha_i^3 - 48 L^4 \alpha_i^2 + (-8 L^4 \pi^2 m^2 - 8 L^4 \pi^2 n^2 + 8 L^2 \gamma \pi^2 m^2 + 8 L^2 \gamma \pi^2 n^2 + 4 L^4 \gamma \pi^2 m^2 + 4 L^4 \gamma \pi^2 n^2 + 4 L^4 \gamma \pi^2 d m^2 + 4 L^4 \gamma \pi^2 d n^2 + 4 L^4 \gamma \pi^2 d m + 4 L^4 \gamma \pi^2 d n + 4 L^2 \gamma \pi^2 m + 4 L^2 \gamma \pi^2 n + 2 L^2 \gamma \pi^2 d m^2 + 2 L^2 \gamma \pi^2 d n^2 + 2 L^2 \gamma \pi^2 d m + 2 L^2 \gamma \pi^2 d n) \alpha_i \]

\[ C_4(\alpha_i) = 15 L^4 \gamma^2 \alpha_i^2 - 32 L^4 \alpha_i - 4 L^4 \pi^2 m^2 - 4 L^4 \pi^2 n^2 + 8 L^2 \gamma \pi^2 m^2 + 8 L^2 \gamma \pi^2 n^2 + 4 L^4 \gamma \pi^2 m^2 + 4 L^4 \gamma \pi^2 n^2 + 4 L^4 \gamma \pi^2 d m^2 + 4 L^4 \gamma \pi^2 d n^2 + 4 L^4 \gamma \pi^2 d m + 4 L^4 \gamma \pi^2 d n + 4 L^2 \gamma \pi^2 m + 4 L^2 \gamma \pi^2 n + 2 L^2 \gamma \pi^2 d m^2 + 2 L^2 \gamma \pi^2 d n^2 + 2 L^2 \gamma \pi^2 d m + 2 L^2 \gamma \pi^2 d n) \alpha_i \]

\[ C_5(\alpha_i) = 6 L^4 \gamma^2 \alpha_i - 8 L^4 \alpha_i \]

and $C_6(\alpha_i) = \gamma^2 L^4$. The implicit curve satisfying (40) indicates the choices of $(\alpha, \beta)$ for which the eigenvalues are repeated real roots. The polynomial $\psi(\beta)$ of degree six, given by (40) is solved for 5000 fixed $\alpha_i$ on a
domain with $\alpha_{\text{max}} = \beta_{\text{max}} = 3$. For each $\alpha_i$ the positive real roots of $\psi(\beta)$ are extracted and plotted on the $(\alpha, \beta) \in \mathbb{R}_+$ plane. The algorithm is run for five different values of the non-dimensional parameter $d$, associated to both cases, where the area $L^2$ of $\Omega$ satisfies condition (34) of Theorem 2 as well as condition (23) of Theorem 1.

The equation for the second curve that partitions the region corresponding to complex eigenvalues of the parameter plane is the curve on which the real parts of the complex roots are zero, hence satisfying the equation

$$T(\alpha, \beta) = \gamma \frac{\beta - \alpha - (\alpha + \beta)^3}{\beta + \alpha} - \frac{(d + 1)(m^2 + n^2)\pi^2}{L^2} = 0. \quad (41)$$

The solution of (41) by algebraic manipulation can be found to be equivalent to finding the positive real roots of the cubic polynomial $\phi(\alpha, \beta) = 0$ for fixed $\alpha_i$, where $\phi$ is given by

$$\phi(\alpha_i, \beta) = C_0(\alpha_i) + C_1(\alpha_i)\beta + C_2(\alpha_i)\beta^2 + C_3(\alpha_i)\beta^3. \quad (42)$$

with

$$C_0(\alpha_i) = -(L^2\gamma + (d + 1)(n^2 + m^2)\pi^2) - L^2\gamma\alpha_i^3, C_1(\alpha_i) = L^2\gamma - (d + 1)(n^2 + m^2)\pi^2 - 3L^2\gamma\alpha_i^2, C_2(\alpha_i) = -3L^2\gamma\alpha_i, \quad C_3(\alpha_i) = -L^2\gamma.$$  

Variations of the parameter $d$ are investigated, whilst the area $L^2$ remains to satisfy condition (34) and as expected it is found that in the region of the parameter plane corresponding to complex eigenvalues, there is no sub-region that corresponds to $\lambda_{1,2}$ to have positive real parts. For each value of $d$ the region corresponding to complex eigenvalues is tested by looking for a critical curve on which $\lambda_{12}$ is purely imaginary, i.e. satisfying (42). If such a curve exists, it would correspond to the region undergoing periodic oscillations around $(u_i, v_i)$, thus the system exhibiting transcritical bifurcation, which also implies the existence of a region in the parameter space that corresponds to real parts of $\lambda_{1,2}$ to be positive. Upon investigating this region, it is found that such a curve under condition (34) does not exist, and all roots corresponding to the cubic polynomial given by (42) are either complex eigenvalues or they are negative real values, therefore cannot be the choice of admissible parameters of the system. Another observation is that
as \( d \) increases the area of the region corresponding to complex eigenvalues in the \((\alpha, \beta)\) plane gradually decreases. The domain size of length \( L = 5 \) satisfying the condition of Theorem 2 is tested for stability analysis of \((u, v)\) when \( \lambda_{1,2} \) are complex eigenvalues. The results are shown for different values of \( d \) by a distinct colour in Fig. 4 (a). Finding the solutions of these curves does not however indicate, which side of them correspond to complex \( \lambda_{1,2} \) and which side to real \( \lambda_{1,2} \). This is decided by some numerical trial and error by evaluating \( \lambda_{1,2} \) using few values from both sides of each curve. Trial and error indicates that the regions under these curves correspond to \( \lambda_{1,2} \) to be a complex conjugate pair and hence any combination of \((\alpha, \beta)\) from this region ensures that the eigenvalues \( \lambda_{1,2} \) contain a non-zero imaginary part. When the area \( L^2 \) of \( \Omega \) satisfies condition (34), the absence of a region satisfying (42) verifies the statement of Theorem 2, therefore the region corresponding to complex eigenvalues for the choice of \( L^2 \) satisfying (34) has no sub-partitions, because everywhere in this region the real part of the eigenvalues is negative, hence no choice of parameters could result in the system to exhibit Hopf or transcritical bifurcation. The eigenvalues only become positive when they are both real values, therefore condition (34) restricts the diffusion-driven instability to Turing type only. Fig. 6 (a) shows how the partitioning curve changes location, as the value of \( d \) is varied. The region under those curves corresponds to the complex eigenvalues. Similarly Fig. 6 (b) indicates the regions corresponding to complex eigenvalues for the corresponding values of \( d \). Each stripe in Fig. 6 (b) is denoted by a letter that represents the set of all points corresponding to a distinct colour stripe. Similarly, the regions where the eigenvalues \( \lambda_{1,2} \) are negative real roots are presented by Fig. 7 (a), corresponding to the same values of the parameter \( d \). Fig. 7 (b) shows regions where at least one or both eigenvalues are positive real roots. The summary of Figs. 6 and 7 is presented in Table 2.

The algorithm is also run for the case when \( L^2 \) is chosen such that it satisfies (23) and we find that the region corresponding to
Theorem 2

The bifurcation classification of the system on complex $\gamma$, satisfying the condition $L^2 = 225 > \frac{\pi^2}{m^2+n^2}$.

**Table 2**

<table>
<thead>
<tr>
<th>Plot index</th>
<th>Fig. 7 (a)</th>
<th>Fig. 7 (b)</th>
<th>Fig. 6 (b)</th>
<th>Fig. 6 (b)</th>
<th>Fig. 6 (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalues Value of $d$ Type of (SS)</td>
<td></td>
<td>Stable node</td>
<td>Turing type instability</td>
<td>Stable spiral</td>
<td>Hopf bifurcation</td>
</tr>
<tr>
<td>1.5</td>
<td>$A$</td>
<td>$E$</td>
<td>$AUBUCUDE$</td>
<td>$AUBUCUDE$</td>
<td>$#$</td>
</tr>
<tr>
<td>2</td>
<td>$AUB$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$#$</td>
</tr>
<tr>
<td>2.3</td>
<td>$AUBUC$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$#$</td>
</tr>
<tr>
<td>2.8</td>
<td>$AUBUCU$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$#$</td>
</tr>
<tr>
<td>3.5</td>
<td>$AUBUCUDE$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$#$</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>Plot index</th>
<th>Fig. 9(a)</th>
<th>Fig. 9(b)</th>
<th>Fig. 10(b)</th>
<th>Fig. 10(a)</th>
<th>Fig. 10(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalues Value of $d$ Type of (SS)</td>
<td></td>
<td>Stable node</td>
<td>Turing type instability</td>
<td>Stable spiral</td>
<td>Hopf bifurcation</td>
</tr>
<tr>
<td>2</td>
<td>$A$</td>
<td>$E$</td>
<td>$AUBUCUDE$</td>
<td>$AUBUCUDE$</td>
<td>$c_1$</td>
</tr>
<tr>
<td>4</td>
<td>$AUB$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$c_4$</td>
</tr>
<tr>
<td>6</td>
<td>$AUBUC$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$c_4$</td>
</tr>
<tr>
<td>8</td>
<td>$AUBUCU$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$c_4$</td>
</tr>
<tr>
<td>10</td>
<td>$AUBUCUDE$</td>
<td>$E$</td>
<td>$UBUCUDE$</td>
<td>$UBUCUDE$</td>
<td>$c_4$</td>
</tr>
</tbody>
</table>

The parameter regions corresponding to complex eigenvalues and their boundary curves for various values of $d$ and domain size $L$ restricted to the condition (23) of Theorem 1.

Fig. 10. Parameter regions corresponding to complex eigenvalues and their boundary curves for various values of $d$ and domain size $L$ restricted to the condition (23) of Theorem 1.

complex eigenvalues is further partitioned by the curve satisfying (41). This is the curve on which the eigenvalues are purely imaginary. This curve also indicates that within the region corresponding to complex eigenvalues there is a sub-region in which the eigenvalues are complex with positive real part, which corresponds to the system exhibiting Hopf bifurcation. For choices of parameter values on the curve the system is expected to undergo transcritical bifurcation. The area of the domain $\Omega$ is taken as $L^2 = 225$ in order to satisfy the condition given by Theorem 1 with respect to $d$ and $\gamma$, so that there is enough space for varying $d$ and yet maintaining condition (23). It can be easily observed from the parameter space classification that there is a relatively small region in each case corresponding to diffusion-driven instability. This indicates the importance of making sure to choose parameter choices wisely, in order to expect the dynamics of the system to evolve to certain types of patterns or maybe no patterns at all. Table 3 presents the summary for how the regions of the parameter space change with varying the parameter $d$. It would be reasonable to use the same variation of the parameter $d$ in both cases of the domain sizes, however, in the first case where the domain size satisfies (34) the span of varying parameter $d$ is relatively small, yet causing significant observable change in the parameter space. However, when the domain size is chosen according to condition (23), small variations in the diffusion coefficient makes insignificant changes to the parameter spaces, therefore, in order to pictorially observe the consequential change in the parameter plane ($\alpha$, $\beta$) the span of variations for $d$ have to be significantly large as seen in Table 2.

In the case when $L^2$ satisfies Theorem 2, it can be observed that the type of diffusion-driven instability that can occur is restricted to Turing type only, which is increased as the non-dimensional diffusion coefficient $d$ was increased. Turing diffusion-driven instability also occurs for the case when $L^2$ satisfies condition (23) and it also increases with increased value of $d$ as shown in Fig. 9(b). The interpretation is that regions in the parameter space exist, which
Table 4

Showing the choice of parameters ($\alpha, \beta$) for each simulation and the choice of ($d, \gamma$) subject to the relevant condition referred to in third row. Each simulation was run with time-step of $1 \times 10^{-5}$.

<table>
<thead>
<tr>
<th>Parameters/Instability</th>
<th>Fig. 11</th>
<th>Fig. 12</th>
<th>Fig. 13</th>
<th>Fig. 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>($\alpha, \beta$)</td>
<td>(2, 2)</td>
<td>(0.025, 0.4)</td>
<td>(0.1, 0.6)</td>
<td>(0.05, 0.8)</td>
</tr>
<tr>
<td>($d, \gamma$)</td>
<td>(10, 210)</td>
<td>(10, 210)</td>
<td>(10, 300)</td>
<td>(10, 350)</td>
</tr>
<tr>
<td>Condition on $\Omega$</td>
<td>(34)</td>
<td>(34)</td>
<td>(23)</td>
<td>(23)</td>
</tr>
<tr>
<td>Simulation time</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>CPU time (sec)</td>
<td>7714</td>
<td>149.60</td>
<td>149.55</td>
<td>215.02</td>
</tr>
</tbody>
</table>

Fig. 11. Finite element numerical simulations corresponding to the $u$ of the model system (1) with parameter values $\alpha$ and $\beta$ selected from outside the Turing space (see Table 4 for values) and domain size satisfying (34). No patterns are obtained in agreement with the theoretical predictions.

(a) The evolved discrete solution $U$ at the final time step $T = 2$.

(b) Convergence in the $L_2$ norm of the discrete time derivative of the solutions $U$ and $V$.

Fig. 12. Finite element numerical simulations corresponding to the $u$ of the model system (1) with parameter values $\alpha$ and $\beta$ selected from the Turing space (see Table 4 for values) and domain size satisfying (34). We observe the formation of spot patterns, again in agreement with the theoretical predictions.

(a) The evolved discrete solution $U$ at the final time step $T = 4$.

(b) Convergence in the $L_2$ norm of the discrete time derivative of the solutions $U$ and $V$.

(c) Logarithmic convergence in the $L_2$ norm of the discrete time derivative of the solutions $U$ and $V$.

result in the system to be stable in the absence of diffusion, but when diffusion is added to the system, the choice of the parameters from these particular regions result in the system exhibiting instability. This type of instability is restricted to space and hence leads to spatial patterning only, because the eigenvalues are both real. However, if $L^2$ satisfies (23), then in addition to the existence of regions of the parameter space corresponding to Hopf and transcritical bifurcations, it can also be observed that with increased values of parameter $d$, unlike Turing instability, the regions for Hopf and transcritical bifurcations reduce as shown in Fig. 10(a) and (b). The mathematical intuition for this inverse relation is the direct proportionality of $d$ on the lower bound for the domain size i.e. the right-hand side of (23). Therefore, as $d$ grows, one gets closer to the violation of the necessary condition (23) for Hopf and transcritical bifurcations as proposed by Theorem 1. However, the region for Hopf and transcritical bifurcations remains to exist as long as $L^2$ satisfies (23), which ultimately means that for the system to exhibit temporal periodicity (patterning in time) the domain size has to be sufficiently large satisfying (23).
3.3.1. Remark

The eigenfunction modes used for the current simulations corresponds to the first non-trivial (non-zero) eigenvalues, namely the case where $m = n = 1$. The results can be readily obtained for any positive integer values of $m$ and $n$. Despite the fact that using larger integer values for $m$ and $n$ will shift or scale the classification for the parameter space, the conditions given by Theorems 2 and 1 will remain intact irrespective of the values of $m$ and $n$, so long as they are positive integers.

4. Finite element numerical solutions

To validate the proposed classification of parameter space, the reaction-diffusion system (1) is numerically solved using the finite element method [1,5,9,40] on a unit square domain with a uniform triangular mesh. Numerical simulations are performed for various choices of parameter values $\alpha$ and $\beta$, chosen from the appropriate parameter spaces to demonstrate and validate our theoretical findings. In all our simulations, we vary the parameters $d$ and $\gamma$ and keep fixed the domain length size $L$ and this allows us to keep constant the well refined number of degrees of freedom for the mesh. The initial conditions for each simulation are taken as small random perturbations around the neighbourhood of the steady state of the form [19,41]

$$
\begin{align*}
    u_0(x,y) &= \alpha + \beta + 0.0016 \cos(2\pi(x+y)) + 0.01 \sum_{i=1}^{8} \cos(i\pi x), \\
    v_0(x,y) &= \frac{\beta}{(\alpha + \beta)\pi^2} + 0.0016 \cos(2\pi(x+y)) + 0.01 \sum_{i=1}^{8} \cos(i\pi x).
\end{align*}
$$

The final time $T$ is chosen to ensure that beyond $T$ the convergence of solutions in successive time-step differences decay to a threshold of $10^{-5}$ for all the simulations. Therefore, in the case where the area $L^2$ of the domain size satisfies condition (34) proven in Theorem 2, when temporal instability is forbidden by the condition on the domain size, the final time of numerical simulations is relatively shorter compared to that used for other cases. For numerical
simulations on the domain size $L^2$ satisfying condition (23) proven in Theorem 1, the final time is experimented for longer periods to capture possible existence of temporal periodicity in the dynamics. Simulations with domain size satisfying (23) are captured at different times, which varies with cases, for which details are included in Table 4. In all our numerical results, we only exhibit numerical solutions corresponding to the $u(x, y, t)$ component, those of $v(x, y, t)$ are known to be $180^\circ$ out of phase to those of $u$ [20].

Fig. 11 presents the case where the parameters $\alpha = 2$ and $\beta = 2$ are chosen from stable node region of Table 2, with final time $T = 2$. It can be observed that the evolved profile of the concentration $u$ uniformly converges to the steady state value forming neither spatial nor temporal patterns (Fig. 11(a)). As predicted in Theorem 2, no choice of parameters $\alpha$ and $\beta$ can influence the dynamics to exhibit temporal periodicity, therefore any choice of the parameters outside Turing space, given that the domain size satisfies (34) will uniformly converge to the stable steady state $(u_0, v_0) = (\alpha + \beta, \frac{\beta}{\alpha + \beta}) \approx (4, 0.125)$ as seen in Fig. 11(a).

Fig. 11(b) shows the uniform convergence of the discrete $L_2$-norm difference between solutions at successive time-steps to the constant steady state $(u_0, v_0)$, where there is no sign of instability occurring, when parameters are outside the Turing space.

Fig. 12(a) presents the evolved profile of the solution captured at the final time step, for the choice of parameters from Turing space presented in Table 4. The convergence in the discrete $L_2$-norm of difference in the solutions for the successive time-steps from start to the end of the simulations are also plotted against time and presented in Fig. 12(b).

Fig. 13 shows the simulation for the choice of parameters from the Turing space presented in Table 3 for the domain size satisfying (23). In this case as predicted in Theorem 1, regions of parameter space exist for which the dynamic can exhibit Hopf type bifurcation, therefore, the possibility of temporal periodicity in the dynamics. Fig. 14 presents such periodicity in time for spatial patterns. The relative discrete $L_2$-norm of the difference in the solutions for successive time-steps is therefore showing time periodicity as illustrated in Fig. 14(d), which indicates the transition of the solution from the initially achieved spatial pattern to a different spatial pattern.

5. Conclusion

In this work the full parameter space for a reaction-diffusion system with activator-depleted reaction kinetics was classified through the use of linear stability theory and in each region of the parameter space the dynamics of the reaction-diffusion system was verified to exhibit the predicted type of behaviour. In the absence of diffusion, theoretical results on the dynamics of the system were supported by use of the phase-plane analysis, where in each case the numerical solution of the system was observed to be in agreement with the theoretically predicted behaviour. In the presence of diffusion, for a two-component reaction-diffusion system, two conditions relating the domain size to the diffusion and reaction rates were derived. The proofs of these conditions were presented in Theorems 1 and 2, respectively. For full classification of the parameter space, a numerical method was used to compute the solutions of the implicit curves in the parameter space forming the partitions of classification. In particular, using condition (34) the numerical method for solving the partitioning curves showed the non-existence of a region in parameter space that (if existed) would lead to Hopf bifurcation or transcritical instability. Similarly, applying the numerical method to compute the partitioning curves under condition (23), it was shown that regions in parameter space exist for both Hopf and transcritical bifurcation. Parameters from Hopf bifurcation region as well as from Turing regions under both conditions on the domain size were shown to be in agreement with the theoretical prediction, when the system was numerically solved by using the finite element method. For each simulation the discrete $L_2$-norm of the successive time-step difference of the solutions is also given to visualise the temporal dynamics of the behaviour of the solutions during the convergence process. This work sets the premises to study more complex systems of non-autonomous reaction-diffusion equations during growth development whereby the parameter spaces are continuously evolving due to domain growth. It will be revealing to study how the Turing diffusion-driven parameter space, the Hopf and Transcritical regions evolve with time and how the dynamics of the model system evolve. The motivation for such extension is to find whether the conditions (23) and (34) for the domain size with reaction and diffusion rates continue to hold or whether a threshold for the domain size exists, beyond which, these conditions can be invalidated. Another direction of further investigation of the current work is to try and find similar relationships for different geometries such as spherical, elliptical and cylindrical domains. It may be noted that the eigenvalues and eigenfunctions of the Laplace operator change significantly depending on the boundary conditions and the geometry of the domain, therefore, application of the present method suggests, that finding similar condi-
tions for other geometries require a careful step-by-step procedure to find analogous conditions to those given by (23) and (34). It is also possible to apply the idea of the present work to the problems of pattern formation on bulk-surface geometries, where the relationship of surface area with reaction and diffusion rates can be explored to find the relevant influence of this relationship on the formation of spatial and/or temporal patterns. In [20] it is shown that the known condition of $d > 1$ is no longer necessary for pattern formation in the presence of linear cross-diffusion, which also provides a possible platform for the extension of the current work, to see, whether the invalidation of the condition $d > 1$ in the presence of linear cross-diffusion has any dependence with the relationship of reaction and diffusion rates with the domain size.
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