Simulating the impact of X-ray heating during the cosmic dawn
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ABSTRACT

Upcoming observations of the 21-cm signal from the epoch of reionization will soon provide the first direct detection of this era. This signal is influenced by many astrophysical effects, including long-range X-ray heating of the intergalactic gas. During the preceding cosmic dawn era, the impact of this heating on the 21-cm signal is particularly prominent, especially before spin temperature saturation. We present the largest volume (349 Mpc comoving = 244 h−1Mpc) full numerical radiative transfer simulations to date of this epoch which include the effects of helium and multifrequency heating, both with and without X-ray sources. We show that X-ray sources contribute significantly to early heating of the neutral intergalactic medium and, hence, to the corresponding 21-cm signal. The inclusion of hard, energetic radiation yields an earlier, extended transition from absorption to emission compared to the stellar-only case. The presence of X-ray sources decreases the absolute value of the mean 21-cm differential brightness temperature. These hard sources also significantly increase the 21-cm fluctuations compared to the common assumption of temperature saturation. The 21-cm differential brightness temperature power spectrum is initially boosted on large scales, before decreasing on all scales. Compared to the case of the cold, unheated intergalactic medium, the signal has lower rms fluctuations and increased non-Gaussianity, as measured by the skewness and kurtosis of the 21-cm probability distribution functions. Images of the 21-cm signal with resolution around 11 arcmin still show fluctuations well above the expected noise for deep integrations with the SKA1-Low, indicating that direct imaging of the X-ray heating epoch could be feasible.
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1 INTRODUCTION

The epoch of reionization (EoR), a major global phase transition in which the neutral hydrogen in the Universe transitioned from almost neutral to largely ionized, remains one of the cosmological eras least constrained by observations. Although no direct measurements of this transition currently exist, multiple observations indicate reionization is completed by z ≈ 5.7 and possibly earlier. These observations include high-redshift quasar spectra (e.g. Fan et al. 2006; McGreer, Mesinger & D’Odorico 2015), the decrease in the fraction of Lyman α (Ly α) emitting galaxies (e.g. Stark, Ellis & Ouchi 2011; Schenker et al. 2012; Pentericci et al. 2014; Tilvi et al. 2014) and measurements of the temperature of the intergalactic medium (IGM; e.g. Theuns et al. 2002; Bolton et al. 2012; Raskutti et al. 2012). The start of substantial reionization is constrained by the Thomson optical depth measured from the anisotropies and polarization of the cosmic microwave background (CMB; e.g. Komatsu et al. 2011; Planck Collaboration XIII 2016; Planck Collaboration XLVII 2016). Planck Collaboration XLVII (2016) find that the Universe was less than 10 per cent ionized at z ≈ 10, the average redshift at which reionization would have taken place if it had been an instantaneous process to be in the range 7.8 ≤ z ≤ 8.8, and an upper limit for the duration of the process is Δz < 2.8.

At high redshifts, 21-cm radiation from hydrogen atoms in the IGM contains a treasure trove of information about the physical conditions both during the EoR and the preceding epochs. In particular, the 21-cm signal probes the dark ages, the epoch after recombination during which the formation of the baryonic large-scale structure began, and the cosmic dawn, the period of pre-heating from the first ionizing sources before reionization was significantly underway. Several experiments are carried out to measure the 21-cm signal from the EoR using low-frequency radio interferometry. These...
include the ongoing Giant Metre-wave Radio Telescope (GMRT),¹ the Low Frequency Array (LOFAR),² the Murchison Widefield Array (MWA)³ and the Precision Array for Probing the Epoch of Reionization (PAPER)⁴ and the future the Epoch of Reionization Array (HERA)⁵ and the Square Kilometre Array (SKA).⁶

The main sources powering reionization are likely early galaxies, with Population III (Pop. III; metal-free) and Population II (Pop. II; metal-enriched) stars providing the bulk of ionizing photons. However, sources of higher energy X-ray photons may also be present, contributing non-trivially to the photon budget. Although their abundance is uncertain, high-mass X-ray binaries (HMXBs) likely exist throughout reionization (Glover & Brand 2003). Other hard radiation sources, such as QSOs and supernovae, may have also contributed. Very little is known about these objects in terms of their abundances, clustering, evolution and spectra, especially at these high redshifts.

The high-energy photons from these hard radiation sources have a much smaller cross-section for interaction with atoms and, hence, far longer mean free paths than lower energy ionizing photons. Therefore, these photons are able to penetrate significantly further into the neutral IGM. While not sufficiently numerous to contribute significantly to the ionization of the IGM (although recently there has been some debate about the level of contribution of quasars; e.g. Khair et al. 2016), their high energies result in a non-trivial amount of heating. Along with variations in the early Ly α background, variations in the temperature of the neutral IGM caused by this non-uniform heating constitute an important source of 21-cm fluctuations before large-scale reionization patchiness develops (see e.g. Pritchard & Loeb 2012, for a detailed discussion).

Once a sufficient Ly α background due to stellar radiation has been established in the IGM, the spin temperature of neutral hydrogen will be coupled to the kinetic temperature, $T_K$, due to the Wouthuysen–Field (WF) effect. The 21-cm signal is then expected to appear initially in absorption against the CMB, as the CMB temperature ($T_{CMB}$) is greater than the spin temperature of the gas. Once the first sources have heated the IGM and brought the spin temperature, $T_s$, above $T_{CMB}$, the signal transitions into emission (see Section 3.1 for more details). The timing and duration of this transition are highly sensitive to the type of sources present, as they determine the quantity and morphology of the heating of the IGM (e.g. Pritchard & Furlanetto 2007; Baek et al. 2010; Mesinger, Ferrara & Spiegel 2013; Fialkov, Barkana & Visbal 2014; Pacucci et al. 2014; Ahn et al. 2015b).

Considerable theoretical work regarding the impact of X-ray radiation on the thermal history of reionization and the future observational signatures exists. Attempts have been made to understand the process analytically (e.g. Glover & Brand 2003; Furlanetto, Hernquist & Zaldarriaga 2004), seminumerically (see e.g. Santos et al. 2010; Mesinger et al. 2013; Fialkov et al. 2014; Kneivit et al. 2014) and numerically (e.g. Baek et al. 2010; Xu et al. 2014; Ahn et al. 2015b). However, due to the computationally challenging, multiscale nature of the problem, numerical simulations have not yet been run over a sufficiently large volume – a few hundred comoving Mpc per side – to properly account for the patchiness of reionization (Iliev et al. 2014), while at the same time resolving the ionizing sources.

In this paper, we present the first full numerical simulation of reionization including X-ray sources and multifrequency heating over hundreds of Mpc. Using multifrequency radiative transfer (RT) modelling, we track the morphology of the heating and evolution of ionized regions using density perturbations and haloes obtained from a high-resolution, N-body simulation. The size of our simulations (349 Mpc comoving on a side) is sufficient to capture the large-scale patchiness of reionization and to make statistically meaningful predictions for future 21-cm observations. We compare two source models, one with and one without X-ray sources, that otherwise use the same underlying cosmic structures. We also test the limits of validity of the common assumption that for late times the IGM temperature is much greater than the spin temperature.

The outline of the paper is as follows. In Section 2, we present our simulations and methodology. In Section 3, we describe in detail the theory behind our generation of the 21-cm signatures. Section 4 contains our results, which include the reionization and temperature history and morphology. We also present our 21-cm maps and various statistics of the 21-cm signal. We then conclude in Section 5.

The cosmological parameters we use throughout this work are ($\Omega_\Lambda$, $\Omega_M$, $\Omega_b$, $n$, $\sigma_8$, $h$) = (0.73, 0.27, 0.044, 0.96, 0.8, 0.7), where the notation has the usual meaning and $h = H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1})$. These values are consistent with the latest results from WMAP (Komatsu et al. 2011) and Planck combined with all other available constraints (Planck Collaboration XIII 2016; Planck Collaboration XLVII 2016).

## 2 THE SIMULATIONS

In this section, we present an overview of the methods used in our simulations. We start with a high-resolution, N-body simulation, which provides the underlying density fields and dark matter halo catalogs. We then apply ray-tracing RT to a density field that is smoothed to a lower resolution to speed up the calculations. The sources of ionizing and X-ray radiation are associated with the dark matter halos. Below, we describe these steps in more detail.

### 2.1 N-Body simulations

The cosmic structures underlying our simulations are based on a high-resolution N-body simulation using the CUBEP code (Harnois-Déraps et al. 2013). A two-level particle-mesh is used to calculate the long-range gravitational forces, kernel-matched to local, direct and exact particle–particle interactions. The maximum distance between particles over which the direct force is calculated is set to four times the mean interparticle spacing, which was found to give the optimum tradeoff between accuracy and computational expense. Our N-body simulation follows 4000³ particles in a 349 Mpc per side volume, and the force smoothing length is set to 1/20th of the mean interparticle spacing (this N-body simulation was previously presented in Dixon et al. 2016 and completed under the Partnership for Advanced Computing in Europe, PRACE, Tier-0 project called PRACE4LOFAR). This particle number is chosen to ensure reliable halo identification down to 10⁹ M☉ (with a minimum of 40 particles).

The linear power spectrum of the initial density fluctuations was calculated with the code CAMB (Lewis, Challinor & Lasenby 2000).
Initial conditions were generated using the Zel’dovich approximation at sufficiently high redshifts (initial redshift $z_i = 150$) to ensure against numerical artefacts (Crocce, Pueblas & Scoccimarro 2006).

### 2.2 Sources

Sources are assumed to live within dark matter haloes, which were found using the spherical overdensity algorithm with an overdensity parameter of 178 with respect to the mean density. We use a sub-grid model (Ahn et al. 2015a) calibrated to very high resolution simulations to add the haloes between $10^8$ and $10^9 M_\odot$, the rough limit for the atomic-line cooling of primordial gas to be efficient.

For a source with halo mass, $M$, and lifetime, $t$, we assign a stellar ionizing photon emissivity according to

$$
\dot{N}_i = g_f \frac{M \Omega}{\mu m_p (10 \text{Myr}) \Omega_0},
$$

where the proportionality coefficient $g_f$ reflects the ionizing photon production efficiency of the stars per stellar mass, $N_i$, the star formation efficiency, $f_s$, and the escape fraction, $f_{esc}$:

$$
g_f = f_s f_{esc} N_i \left( \frac{10 \text{ Myr}}{t} \right).
$$

(Haiman & Holder 2003; Iliev et al. 2012).

Sources hosted by high-mass haloes (above $10^9 M_\odot$) have efficiency $g_f = 1.7$ and are assumed to be unaffected by radiative feedback, as their halo mass is above the Jeans mass for ionized ($\sim 10^4$ K) gas. Low-mass haloes (between $10^8 M_\odot$ and $10^9 M_\odot$) have a higher efficiency factor $g_f = 7.1$, reflecting the likely presence of more efficient Pop. III stars or higher escape fractions (Iliev et al. 2007). The low-mass sources are susceptible to suppression from photoionization heating. In this work, we assume that all low-mass sources residing in ionized cells (with an ionized fraction greater than 10 per cent) are fully suppressed, i.e. they produce no ionizing photons (Iliev et al. 2007; Dixon et al. 2016). The source model for the stellar radiation is identical to the one in Simulation LB2 in Dixon et al. (2016) and uses the aggressive suppression model ‘$S$’ defined there. However, the details of this suppression are not very significant here, since we focus on the very early stages of reionization before a significant ionization develops. The stellar sources are assigned a blackbody spectrum with an effective temperature of $T_{eff} = 5 \times 10^4 K$.

The X-ray sources are also assumed to reside in dark matter haloes. They are assigned a power-law spectrum with an index of $\alpha = -1.5$ in luminosity. Hickox & Markovich (2007) showed, using the Chandra Deep Fields (CDFs), that X-ray sources with a single power-law spectrum would overcontribute to the observed X-ray background (XRB) if $\alpha \lesssim 1$, thus requiring softer spectra for the reionization sources.

The frequency range emitted by these sources extends from 272.08 eV to 100 times the ionization threshold for doubly ionized helium (5441.60 eV) (Mineo, Gilfanov & Sunyaev 2012; Mesinger et al. 2013). Photons with frequencies below the minimum frequency are assumed to be obscured, as suggested by observational works (e.g. Lutovinov et al. 2005). This value for the minimum frequency is consistent with the optical depth from high-redshift gamma-ray bursts (Totani et al. 2006; Greiner et al. 2009) and is consistent with Mesinger et al. (2013).

The X-ray luminosity is also set to be proportional to the halo mass, since HMXBs are formed from binary systems of stars and stellar remnants. Unlike their stellar counterparts, these sources have the same efficiency factor for all active sources. Low-mass haloes that are suppressed are assumed not to produce X-ray radiation. The efficiency is parametrized as follows:

$$
g_s = N_t f_s \left( \frac{10 \text{ Myr}}{t} \right)
$$

where $N_t$ is the number of X-ray photons per stellar baryon. A value of $N_t = 0.2$ is roughly consistent with measurements between 0.5 and 8 keV for X-ray binaries in local, star-bursting galaxies (Mineo et al. 2012) although the uncertainty is a factor of 2–3 (see the discussion in Mesinger et al. 2013). We take $g_s = 8.6 \times 10^{-2}$, which implies $f_s \approx 0.4$ if $N_t = 0.2$. Our X-ray luminosities are, therefore, somewhat higher than in the local Universe. The total number of X-ray photons contributed from these sources over the simulation time is an order of magnitude lower than the value obtained from the CDFs for the XRB between 1 and 2 keV (Hickox & Markevitch 2007) making these sources consistent with observations. Note that the long-range X-ray heating we examine here is dependent on the abundance, clustering and spectra of the X-ray sources. We leave comparisons between different X-ray source models for future work.

### 2.3 RT simulations

The RT is based on short-characteristics ray tracing for ionizing radiation (e.g. Raga et al. 1999) and non-equilibrium photoionization chemistry of hydrogen and helium, using the code c2-Ray, Conservative, Causal Ray tracing (Mellema et al. 2006). $c^2$-RAY is explicitly photon-conserving in both space and time due to the finite-volume approach taken when calculating the photoionization rates and the time-averaged optical depths used. This quality enables time-steps much longer than the ionization time-scale, which results in the method being orders-of-magnitude faster than other approaches. However, we note that including the gas heating could impose some additional constraints on the time-stepping, resulting in smaller time-steps as discussed in Lee, Mellema & Lundqvist (2016).

The basic RT method was further developed in order to accommodate multifrequency RT (Friedrich et al. 2012), including the effects of helium, secondary ionizations from electrons, multifrequency photoionization and detailed heating through full on-the-spot approximation, in order to correctly model the effects of hard radiation. Frequency bin-integrated rates are used for the photoionization and photoionization heating rates with three bands: one for the frequency range in which only hydrogen may be ionized (i.e. from the first ionization level of hydrogen to the first of helium), a second for photons that can ionize both hydrogen and helium once and a third for photons that can ionize all species. These are sub-divided into 1, 26 and 20 sub-bins, respectively. The rate values are pre-calculated and stored in look-up tables as functions of the optical depths at the ionization thresholds. The convergence of the numbers of sub-bins in bands 2 and 3 have been tested in Friedrich et al. (2012). They concluded that 10 and 11 sub-bins for bands 2 and 3, respectively, produced sufficiently converged results. $c^2$-RAY has been tested extensively against existing exact solutions (Mellema et al. 2006), numerous other numerical codes within code comparisons (Iliev et al. 2006, 2010) and against CLOUDY (Friedrich et al. 2012).

In this work, we present two simulations: one in which the haloes contain both HMXB and stellar sources, and one which only considers stellar sources. The stellar component and underlying cosmic structures are identical in both simulations. The density is smoothed...
on to an RT grid of size 250\(^3\). These simulations were performed under the PRACE Tier-0 projects PRACE4LOFAR and Multi-scale Reionization.

3 THE 21-CM SIGNAL

In this section, we discuss the method of extracting the 21-cm signal from our simulation outputs.

3.1 The differential brightness temperature

Observations aim to detect the redshifted 21-cm signal caused by the hyperfine transition from the triplet to the singlet ground state of the neutral hydrogen present during reionization. This signal is dictated by the density of neutral hydrogen atoms and the ratio of hydrogen atoms in the triplet and singlet states, quantified by \(T_S\):

\[
\frac{N_t}{N_0} \approx \frac{g_1}{g_0} \exp \left(-\frac{T_c}{T_S}\right).
\]

(4)

Here, \(T_c\) is the temperature corresponding to the 21-cm transition energy and \(g_1\) and \(g_0\) are the statistical weights of the triplet and singlet states, respectively.

For the 21-cm signal to be visible against the CMB, the spin temperature needs to decouple from it, since the two start in equilibrium at high redshift. There are two mechanisms that can do this (Field 1958). First, collisions with other atoms and free electrons do so by exciting electrons from the singlet to the triplet state. This mechanism is only effective for sufficiently dense gas, i.e. in very dense filaments and haloes or at very high redshifts. Secondly, the electrons can be excited to the triplet state through the WF effect when absorbing a Ly \(\alpha\) photon. The spin temperature can then be expressed as follows (Field 1958):

\[
T_S = \frac{T_{\text{CMB}} + x_c T_c + x_s T_s}{1 + x_c + x_s},
\]

(5)

where \(T_c\) is the Ly \(\alpha\) colour temperature, \(x_c\) is the Ly \(\alpha\) coupling constant, \(T_s\) is the gas kinetic temperature and \(x_s\) is the collisional coupling constant. Throughout this paper, we assume that Ly \(\alpha\) radiation is in the WF-effect-saturated-regime (in which case \(x_c \gg x_s\)), and the colour temperature is equal to the kinetic temperature (\(T_c = T_s\)); hence, \(T_S = T_s\). Since early sources produce copious amounts of soft-UV photons, this approximation tends to hold throughout most of the evolution, except for the earliest times (e.g. Ciardi & Madau 2003).

The 21-cm signal itself is usually defined in terms of the differential brightness temperature with respect to the CMB:

\[
\delta T_b = \left(1 - \frac{T_{\text{CMB}}}{T_S}\right) \frac{3\lambda_0^3 A_{10} T_c n_{\text{HI}}(z)}{32\pi T_S h(z)(1+z)},
\]

(6)

where \(\lambda_0 = 21.1\) cm is the line rest-frame wavelength, \(A_{10} = 2.85 \times 10^{-15}\) s\(^{-1}\) is the Einstein-\(\alpha\)-coefficient for spontaneous emission from the triplet to singlet state, and \(n_{\text{HI}}\) is the density of neutral hydrogen. Thus, \(\delta T_b\) could be seen either in absorption or emission, depending on the \(T_c\) relative to the CMB. We are particularly interested in the timing and character of the transition between absorption and emission. Predicted 21-cm maps (smoothed to the resolution of observations) and their statistical measures will be the only way to connect theories of galaxy formation to future observations of 21-cm radiation.

When calculating the 21-cm signal, many studies assume the IGM gas to have reached temperature saturation, i.e. to be heated to temperatures well above the CMB, \(T_K \gg T_{\text{CMB}}\). We refer to this as the high-temperature limit, high-\(T_K\) limit. While this approximation may hold during the later stages of reionization, it certainly breaks down at early times. Where appropriate, we show the high-\(T_K\) limit results for reference.

3.2 Temperature of the neutral IGM in partially ionized regions

\(H\) regions can have sizes smaller than our cell resolution, particularly for individual weak sources, and therefore be unresolved in our simulations. The cells containing such ionized regions will appear partially ionized in the simulation, with a temperature that is averaged between the hot, ionized gas phase and the colder, neutral one. At 21-cm, using the average cell \(T\) would yield a signal in emission where it should appear in absorption. In order to correct for such unphysical behaviour, we have adopted an algorithm to locate such cells and calculate \(\delta T_{\alpha}\), appropriately, as follows. Since this does not affect any of the physical quantities produced by the code, it can be performed as a post-processing step.

Finding and marking the cells requiring special treatment. Since the softer stellar spectra do not produce photons that can penetrate into the IGM (the typical mean free paths are of order kpc), the cells potentially requiring correction in the stellar-only simulation are identified as those with \(T > T_{\text{ad}}\) and \(x > x_{\text{HI}}\), where \(T_{\text{ad}}\) is the mean adiabatic gas temperature of the universe and \(x_{\text{HI}}\) is the initial ionized fraction. In the HMXB simulation, the cells that might need correction are in the same locations as in the stellar-only simulation since the ionizing sources are identical between the two simulations and the colocated HMXBs do not contribute enough ionizing photons to significantly grow the primarily stellar radiation-driven ionized regions (which we have tested using high-resolution simulations and analytic estimates).

Calculating the temperature of \(H\) regions in the stellar-only simulation. The softer stellar spectra yield sharp \(H\) region boundaries, separating them from the cold, adiabatically cooling IGM (due to the lack of shock heating in our simulations, the treatment of which we leave for future work). We thus assume that the temperature of the neutral gas is that adiabatic temperature, \(T_{\text{HI,I}} = T_{\text{ad}}\). The temperature of the \(H\) regions in each marked cell is thus calculated using:

\[
T_{\text{HI,I}} = \frac{T_{\text{c,I}} - T_{\text{ad}}(1-x)}{x},
\]

(7)

where \(T_{\text{HI,I}}\) is the temperature of the \(H\) region, \(T_{\text{c,I}}\) is the cell-average temperature given by \(c^2\)-\(\text{RAY}\), \(T_{\text{ad}}\) is the adiabatic temperature of the universe and \(x\) is the volume weighted ionized fraction of \(H\).

Calculating \(T_{\text{HI,II}}\) from HMXB simulation: The temperature of the neutral IGM in each marked cell in the HMXBs simulation is calculated using:

\[
T_{\text{HI,II}} = \frac{T_{\text{c,II}} - T_{\text{HI,II}}x}{1-x},
\]

(8)

where \(T_{\text{c,II}}\) is the temperature from \(c^2\)-\(\text{RAY}\) from the HMXB simulation and \(T_{\text{HI,II}}\) is from equation (7). Here, we assume that the temperature of the \(H\) regions is the same between the two simulations, since the local heating in the \(H\) region is strongly dominated by the stellar emission. This similarity was verified by high-resolution tests and analytical estimates, which showed that the additional X-ray heating is negligible.

In some cases, the LMACHs are suppressed in the HMXB case, but not the stellar-only case due to a marginally higher ionized
fraction. These very rare cells are considered to be the average temperature of their neighbours. In summary, we use the temperatures of the neutral gas in each cell ($T_{\text{HI}}$, $T_{\text{He II}}$, and $T_{\text{He III}}$) to estimate the weighted ionized fraction evolution for the species present in our simulations, as calculated above to derive the 21-cm $\delta T_b$.

4 RESULTS

4.1 Reionization and thermal histories

The 21-cm signal is affected by the thermal and ionization histories of the IGM. In the upper panel of Fig. 1, we show the mean volume-weighted ionized fraction evolution for the species present in our simulations: $\text{H II}$ (solid lines), $\text{He II}$ (dashed lines) and $\text{He III}$ (dotted lines) for the HMXB case (red lines) and the stellar-only case (blue lines). The ionization of $\text{H I}$ and $\text{He I}$ is largely driven by the hard-UV photons of stars, which are more abundant than X-ray photons. The effect of the latter is largely limited to increasing the $\text{He III}$ abundance by about an order of magnitude (while remaining low) due to their high energy per photon.

In the lower panel, volume-weighted mean (dashed lines) and the median (solid lines) temperatures are shown for the HMXB case (red lines) and the stellar-only case (blue lines). For the HMXB case, the mean temperatures are increased modestly, surpassing $T_{\text{CMB}}$ earlier than in the stellar-only case, with both occurring around $z \sim 16$. The differences between the mean $T_k$ of the two cases (with and without X-rays) grow at later times, rising above 50 per cent for $z < 13$. As the 21-cm signal probes neutral hydrogen, the median temperature of the IGM is more relevant, since the mean is skewed towards higher values by the very short mean free path of the ionizing photons in this case, which yields sharp ionization fronts. In contrast, when X-rays are present, their long mean free paths lead to gas heating spreading quickly and widely, with all cells being affected. The distribution is strongly peaked, relatively wide and gradually moves towards higher temperatures, with typical values above 100 K by $z = 13.2$.

Our thermal history is similar to that of Case A (Pop. II stars) in Pritchard & Furlanetto (2007) and case $\log\xi_X = 55'$ in Watkinson & Pritchard (2015). These studies do not provide temperature PDFs or median values.

The only previous full numerical simulations to take into account X-ray sources are from Baek et al. (2010). However, the mass resolution of these simulations is approximately 600 times lower than ours, and the volume is 15 times smaller. As a consequence, their first sources of any type of radiation appear around $z \sim 14$, approximately when the neutral IGM in our simulation has already been globally heated to well above the $T_{\text{CMB}}$. In other words, their simulations describe a scenario in which X-ray sources appear very late, are relatively rare and bright, and are coincident with substantial stellar emission. This situation is very different from our case in which the first X-ray sources appear at $z \approx 23$ and large numbers of relatively faint sources heat the neutral IGM well before any substantial reionization. We will, therefore, not further compare the details of our results to those of Baek et al. (2010).

More detailed information about the temperature distributions is obtained from the corresponding probability distribution functions (PDFs), shown in Fig. 2. Again, the HMXB case is shown in red and the stellar-only case in blue. These PDFs were generated from the coeval simulation cubes using 100 bins and normalized to have a total area of one. The stellar-only distributions are clearly bimodal, with a few hot, partially ionized regions and the majority of cells remaining very cold. This behaviour is expected, given the very short mean free path of the ionizing photons in this case, which yields sharp ionization fronts. In contrast, when X-rays are present, their long mean free paths lead to gas heating spreading quickly and widely, with all cells being affected. The distribution is strongly peaked, relatively wide and gradually moves towards higher temperatures, with typical values above 100 K by $z = 13.2$.

Our thermal history is similar to that of Case A (Pop. II stars) in Pritchard & Furlanetto (2007) and case $\log\xi_X = 55'$ in Watkinson & Pritchard (2015). These studies do not provide temperature PDFs or median values.

The simulations in Xu et al. (2014) and Ahn et al. (2015b) are focused on a single X-ray source in a zoomed region of a cosmological volume, so are not directly comparable to our results here.
Figure 3. The position–redshift lightcone images of the ionized volume fraction of hydrogen (top two panels) and He\textsc{iii} (bottom two panels). Shown are the HMXB case (top panel in each pair), and the stellar-only case (lower panel in each pair).

The lightcones (spatial-redshift/frequency slices) provide a visual representation of the quantities discussed above, including spatial variations and evolution over time (Fig. 3). These lightcones are constructed by taking a cross-section of the simulation volume along the line of sight and continually interpolating in time the relevant quantity using the spatial periodicity of our cosmological volume.

In Fig. 3 (top panels), we show the hydrogen ionization lightcone. As expected, based on the very similar mean ionization fractions in the two simulations, the morphology of hydrogen ionization is broadly similar. However, the hard photons, which penetrate deep into the neutral regions produce a low level, but widespread ionization of the IGM and ‘fuzzier’, less clearly defined H\textsc{ii} regions when X-ray sources are present. Given their similar ionization potentials, the first ionization of helium (not shown here) closely follows that of hydrogen. Alternatively, the second helium ionization potential is sufficiently higher to result in significant differences between models (Fig. 3, bottom panels). The 50 000 K blackbody stellar spectra produce very few photons able to fully ionize a helium atom; thus, any He\textsc{iii} produced is concentrated in the immediate surroundings of the ionizing sources. However, the X-rays are very efficient in fully ionizing helium, producing widespread ionization (albeit still at a relatively low level). This ionization is also quite patchy on large scales, especially at early times. The exact morphology depends on the spectra, abundance and clustering of the X-ray sources.

The lightcones in Fig. 4 (top panels) show the spatial geometry and evolution of the IGM heating. The soft, stellar radiation in both models ionize and heat the immediate environments of the sources to $T \sim 10^4$ K, seen as dark regions, with the majority of the IGM remaining completely cold. The X-ray radiation propagates much further, starting to heat the gas throughout. Large, considerably hotter regions (black in the image) develop, quickly reaching tens of Mpc across before $z \sim 15$. These regions gradually expand and merge, resulting in thorough heating to hundreds of degrees by $z \sim 14$; though, large cold regions still remain present down to $z \sim 13.5$. At early times, the heating from X-rays increases the inhomogeneity when X-rays are present, but the temperature distribution eventually becomes more homogeneous at later times.
4.2 21-cm differential brightness temperature

We are primarily interested in the directly observable quantity of this epoch, the 21-cm $\delta T_b$. As discussed in Section 3, $\delta T_b$ depends on the density, ionization and temperature fields. In Fig. 4 (bottom panels), we show the $\delta T_b$ lightcones corresponding to the same cross-section through the position–redshift image cube as in Figs 3 and 4 (top panels). The morphology of the $\delta T_b$ fluctuations is closely related to that of the heating, demonstrating the importance of temperature variations, especially during the early stages of the EoR. Long-range X-ray heating produces a gradual, extended transition from absorption into emission. Large-scale fluctuations are significant throughout, and the first emission regions appear part way through the simulation at $z = 18$, after enough X-rays have penetrated into the IGM near the ionizing sources in order to heat it. After this these bubbles grow quickly, with some reaching tens of Mpc in size by $z \sim 15.5$. Only after $z \sim 13.8$ have all large regions of 21-cm absorption disappeared.

Compared to Mesinger et al. (2013), the results of our simulation appear to be closest to their case with X-ray efficiency $f_x = 1$. They also find an extended transition from absorption to emission starting at $z \sim 20$, which completes around $z \sim 14$. However, by that time, the hydrogen ionization fraction is around 10 per cent, which is substantially higher than our case. The majority of the difference is likely due to the fact that their sources are more efficient, as indicated by a completion of reionization by $z_{\text{reion}} \sim 8$ in their case versus $z_{\text{reion}} < 6.5$ for our source model (Dixon et al. 2016).

In the stellar-only case, the signal remains in absorption throughout the simulation as there are no photons with long enough mean free paths to penetrate and heat the neutral IGM. As a result, the IGM simply cools adiabatically as the universe expands.

In reality, the temperature of the IGM would also be impacted by shock heating, however, this has not been included in our simulations and is left for future work.

8 There is also some Compton heating due to CMB scattering, which we do include in our simulation. This heating is inefficient at this point due to the low density of the IGM.
In Fig. 5, we show the power spectra of $\delta T_b$ at several key redshifts. During the early evolution (shown is $z = 20.134$), only a modest amount of heating of the IGM has yet occurred in the X-ray model. Thus, the large-scale 21-cm fluctuations are dominated by the density variations, which are the same in the two cases. Therefore, the 21-cm power spectra are almost identical at this stage, with power suppressed slightly on all scales in the HMXB case. The high-$T_k$ limit results in significantly lower fluctuations, reflecting the lower average $\delta T_b$ in the emission regime compared to the absorption or mixed regimes.

As the evolution progresses and with X-ray sources contributing to the long-range heating, the 21-cm power is significantly boosted on large scales and a well-defined, broad peak develops around scale of $\sim 43$ Mpc ($z \sim 15-16$). The small-scale power decreases due to the stronger heating in the vicinity of sources, which brings the temperature contrast with the CMB down and closer to the high-$T_k$ limit. The overall fluctuations peak at $\sim 14$ mK around $z \sim 15$ in the HMXB model. Pritchard & Furlanetto (2007) find a heating peak that is in agreement with our result, at similar scales ($k \sim 0.14 \text{ Mpc}^{-1}$) with an amplitude of $\Delta_{21\text{cm}} \sim 11.5$ mK or $\Delta_{21\text{cm}} \sim 20$ mK depending on the source model used. Results from Pacucci et al. (2014) are also in rough agreement with our own, with a power spectra peak at a similar scale (44 Mpc) and at a similar redshift ($z \sim 15-16$). Their peak value is also in agreement at $\Delta_{21\text{cm}} \sim 14$ mK.

Over time, as emission patches develop and the overall IGM is gradually heated ($z = 12-14$), the power spectra slowly approach the high-$T_k$ limit, but does not reach it even by the end of our simulation. At that point ($z = 12.7$), the IGM has been heated well above $T_{\text{CMB}}$ throughout and therefore is in 21-cm emission everywhere. However, the neutral IGM temperature that remains at only a few hundred degrees is still considerably spatially inhomogeneous, and so is not yet fully in the high-$T_k$ limit, where the $\delta T_b$ becomes independent of the actual gas temperature value.

The evolution is markedly different in the stellar-only case. The 21-cm fluctuations here are dominated by density fluctuations as the stars do not produce many photons able to penetrate into and heat the neutral cold IGM. Consequently, the shape of the power spectrum remains almost a power law. Throughout the simulation cosmic structures continue to form so the amplitude of these fluctuations gradually increases over time. In the stellar-only case, 21-cm power on all scales is far higher at late times compared to that in the HMXB case since the mean temperature in the latter case approaches $T_{\text{CMB}}$ and the IGM remains very cold in the former.

The evolution of several particular $k$-modes ($k = 0.1, 0.5$ and $1 \text{ Mpc}^{-1}$) is shown in Fig. 6. With increasing $k$, the 21-cm fluctuations deviate from the density fluctuations later due to more advanced structure formation at small scales. With X-rays present, there is a peak from heating at all scales considered here, occurring between $z \sim 15$ and 17. The peak becomes wider and more pronounced at larger scales, which matches the typical 21-cm fluctuations scale due to inhomogeneous heating (on the order of tens of Mpc). At larger scales, X-ray heating from the first sources removes the colder regions close to these sources, resulting in an initial dip in the power. Subsequently, the power rises as the X-ray heating extends inhomogeneously into the IGM. Both of these features are present, but less pronounced, at the intermediate scale ($k = 0.1 \text{ Mpc}^{-1}$). In the absence of X-rays, the evolution is markedly different. At later times when the IGM X-ray heating has become homogeneous, the corresponding result for the stellar-only case has higher power on all scales due to the IGM remaining cold. In the high-$T_k$ limit, the fluctuations are much lower and mostly flat at all scales due to the lack of cold IGM, which results in a lower amplitude signal driven initially by the density fluctuations only.

The evolution of the $k = 0.1 \text{ Mpc}^{-1}$ mode is roughly in agreement with Mesinger et al. (2013), however, their peak occurs earlier than our results, again likely due to the higher assumed efficiency of their sources. Probably for the same reason, Pritchard & Furlanetto
Figure 6. The evolution of the 21-cm power spectra modes at $k = 0.1$, 0.5 and 1 Mpc$^{-1}$ for the two simulations and high-$T_K$ limit for reference, as labelled.

Figure 7. Mean-subtracted $\delta T_b$ maps smoothed with a Gaussian beam with the FWHM corresponding to a 1.2 km maximum baseline at the relevant frequency, as labelled. The images are bandwidth-smoothed with a top hat function (width equal to the distance corresponding to the beam width). The X-ray simulation runs along the top row and the stellar-only case is below, with snapshots of the same redshifts being vertically aligned.

peak value of 20 mK, while Fialkov et al. (2014) find a lower one of 7 mK.

In Fig. 7, we show maps of the mean-subtracted $\delta T_b (\delta T_b - \delta T_b)$ at several key epochs of the redshifted 21-cm evolution, smoothed with a Gaussian beam that is roughly twice as broad as the what can be achieved by the core of SKA1-Low, which will have maximum baselines of around 2 km. We averaged over a frequency bandwidth that corresponds to the same spatial scale as the Gaussian beam. To mimic the lack of sensitivity at large scales, which interferometers have due to the existence of a minimum distance between their elements, we also subtracted the mean value from the images. We do not include instrument noise and calibration effects in these maps. However, at this resolution, SKA1-Low is expected to have a noise level of $\sim 10$ mK per resolution element for 1000 h of integration (Koopmans et al. 2015).

The images show a clear difference between the cases with and without X-ray heating even at these low resolutions, suggesting that SKA should be able to distinguish between these two scenarios. As the variations over the field of view (FoV) reach values of 50 mK, we can also conclude that SKA1-Low will be able to image these structures for deep integrations of around 1000 h. Previous expectations were that SKA1-Low would only be able to make statistical detections of the 21-cm signal from the cosmic dawn. Our results indicate that, at least from the perspective of signal to noise, imaging should be possible.

Once again, the signal from partially heated IGM peaks around $z \sim 15$, when there are large regions – tens of Mpc across – in either emission or absorption. This peak is followed by gradual thorough heating of the IGM above $T_{CMB}$, bringing the signal into emission and, thus, decreasing the overall fluctuations. In the stellar-only case, the maps remain fully in absorption at these resolutions, since the ionized regions are much smaller than the beam extent and are smoothed away. None the less, considerable fluctuations remain, with high overall amplitude due to the very cold IGM in...
4.3 21-cm one-point statistics

The 21-cm fluctuations are typically non-Gaussian in nature and are not fully described by the power spectra alone, and imaging might not be possible in all regimes for sensitivity reasons. Therefore, the one-point statistical properties of the 21-cm signal are also of great interest, since they quantify other aspects of the 21-cm signal and enable comparisons with past works and future observations. The rms is defined as

\[ \text{rms}(y) \equiv \sigma = \sqrt{\frac{\sum_{i=0}^{N} (y_i - \bar{y})^2}{N}}, \]

and we use the dimensionless definitions for the skewness and kurtosis, as follows:

\[ \text{Skewness}(y) = \frac{1}{N} \frac{\sum_{i=0}^{N} (y_i - \bar{y})^3}{\sigma^3}, \]

and

\[ \text{Kurtosis}(y) = \frac{1}{N} \frac{\sum_{i=0}^{N} (y_i - \bar{y})^4}{\sigma^4}. \]

Here, \( y \) is the quantity of interest (in this case \( \delta T_b \)), \( N \) is the number of data points, \( \bar{y} \) is the mean value of \( y \) and \( \sigma^2 \) is the variance of \( y \). These quantities are calculated from coeval simulation cubes, smoothed with a Gaussian beam corresponding to a 1.2 km maximum baseline at the relevant frequency and a bandwidth corresponding to the same spatial extent as the full-width half maximum (FWHM) of the beam. This smoothing is the same as was used for the images in Fig. 7.

In the top-left panel of Fig. 8, we show the global value of the \( \delta T_b \) calculated as the mean signal from our simulations, \( \delta T_{b,0} \). The high-\( T_K \) limit corresponds to the dashed (cyan) lines. In both simulation models, the global value starts negative, due to the initially cold IGM, and drops further as the universe expands and cools adiabatically. In the stellar-only case (thin, blue line), \( \delta T_b \) rises slowly thereafter, starting at \( z \sim 16.5 \) as the highest density peaks become ionized. The highest value remains negative, since the neutral IGM never gets heated in this scenario. \( \delta T_b \) is significantly higher in the HMXB case (thick, red line), starting to rise from around \( z = 20 \) due to the heating of the IGM. The global value becomes positive just before \( z = 14 \), and by the end of the simulation it approaches the high-\( T_K \) limit. The evolution of the global 21-cm signal is similar to that of the analytical and seminumerical models in the literature (e.g. Pritchard & Furlanetto 2007; Mesinger et al. 2013), apart from the timing of this transition, which depends on the specific assumptions made about the ionizing and X-ray sources. One difference from these models is that we do not model the early Ly \( \alpha \) background, but assume efficient WF coupling at all times. When this assumption is not made, weaker WF coupling early on produces a shallower absorption signal (typically \( \delta T_{b,\min} > 180 \text{ mK} \) instead of \( \delta T_{b,\min} \sim 200 \text{ mK} \) as in our case). While the incomplete Ly \( \alpha \) coupling could be an important effect at the earliest times (\( z > 20 \)), we focus on the subsequent X-ray heating epoch, where this effect should have minimal impact. The lower left-hand panel of Fig. 8 shows the rms or standard deviation of the \( \delta T_b \) as a function of redshift, calculated according to equation (9) and for the resolution specified below equation (11). Before the X-ray heating is able to significantly impact the cold IGM, our two scenarios have a similar rms evolution, which is dominated by the density fluctuations and the adiabatic cooling of the IGM. Later on, the rms drops slightly in the HMXB case due to the local X-ray heating from the first sources, which brings the local IGM temperature closer to that of the CMB. As the
characteristic scale of the X-ray heating fluctuations increases (cf. the power spectra evolution), the rms of the X-ray case starts rising again and peaks at $\sim 11.5$ mK around $z \sim 16.5$. Thereafter, the rms fluctuations gradually decrease due to the $\delta T_K$ rising towards positive values and the 21-cm absorption turning into emission. The rms in the stellar-only case continuously rises, as the density fluctuations increase. Although local ionization introduces small-scale $\delta T_K$ fluctuations, they are smoothed out by the beam- and bandwidth-averaging.

At later times in the HMXB case, the rms asymptotically approaches the high-$T_K$ limit, but does not quite reach it by the end of the simulation at $z = 12.7$. In the stellar-only case, the rms of $\delta T_K$ is driven purely by the density (and later on to a small extent ionization) fluctuations. The rms, therefore, continues to rise as structure formation continues, ionization begins and the IGM further cools. Note that in reality the temperature of the neutral IGM is likely to be impacted by shock heating, and we leave this to future work. The features of the rms evolution and their timing are dependent on the resolution available and, hence, on the details of the radio interferometer.

The higher order statistics of $\delta T_K$ are also affected by the inclusion of X-rays. The skewness of $\delta T_K$ is shown in the top-right panel of Fig. 8. In both cases, the skewness starts close to zero, tracking the initial, Gaussian density fields. The skewness then gradually increases in the HMXB case as hot regions surrounding sources positively skew the data. The skewness from the HMXB case then increases rapidly, as large regions of the IGM are heated. The skewness then peaks around $z \sim 18$ with a value of 0.85. After this peak, the skewness decreases as the heating becomes more homogeneous and reaches zero before increasing again and approaching the high-$T_K$ limit (shown as dashed, cyan line). The skewness from the stellar-only case remains negative throughout the simulation and only begins to rise towards the end of the simulation when the ionized fraction becomes non-negligible. Once again, the high-$T_K$ limit is not valid for the skewness at the early times considered in this work, except for the very last stages of the HMXB case. The skewness from the high-$T_K$ limit and the stellar-only case are mirror images of each other due to the fact that they are both dominated by density fluctuations, as $T \gg T_{CMB}$ in the high-$T_K$ limit and the stellar-only case is dominated by the adiabatic temperature of the universe. The high-$T_K$ limit is forced to be in emission; whereas the stellar-only case is in absorption. Our skewness results are in reasonable agreement with the ones for low X-ray efficiency case $\log \zeta_X = 55$ in Watkinson & Pritchard (2015) (cf. their fig. 13, but note that they show the dimensional skewness, which is the same as the dimensionless skewness multiplied by the corresponding rms).

The kurtosis of $\delta T_K$ from our two simulations is displayed in the bottom-right panel of Fig. 8. Initially, the kurtosis of both models is close to zero as the Gaussian density fluctuations dominate at these early stages. As long-range heating develops, the kurtosis of the HMXB case increases and peaks at $z \sim 18$ with a value of 1.1. Later, the kurtosis decreases again to negative values, before increasing once more and approaching temperature saturation (shown as dashed, cyan line). This statistic follows roughly the same pattern as the skewness, but with somewhat different functional shape and timing. The stellar-only case kurtosis closely tracks that of the high-$T_K$ limit throughout the simulation, deviating only slightly at the end due to the small amount of ionization present. As there is no heating in this case, the signal is mostly Gaussian with small non-Gaussianity only arising from the density fluctuations.

5 CONCLUSIONS

We present the first large-volume, fully numerical structure formation and radiative transfer simulations of the IGM heating during the cosmic dawn by the first stellar and X-ray sources. We simulate the multifrequency transfer of both ionizing and X-ray photons and solve self-consistently for the temperature state of the IGM. While the exact nature and properties of the first X-ray sources are still quite uncertain, our results demonstrate that, under a reasonable set of assumptions, these sources produce significant early and inhomogeneous heating of the neutral IGM and, thus, impact considerably the redshifted 21-cm signals. We focus on these expected 21-cm signals from this epoch and its statistics throughout this paper.

In this work, we consider relatively soft-spectrum X-ray sources, which trace the star formation at high redshift. At these high redshifts, these sources are still fairly rare and for reasonable assumed efficiencies, the addition of X-rays does not affect significantly the evolution of the mean fractions of H II and He II. The fraction of He II, however, is boosted by almost an order of magnitude compared to the stellar-only case, although remaining quite low overall.

The high energies and long mean free paths of the hard X-ray radiation make it the dominant driver of the heating of the neutral IGM. Pop. II stars, even massive ones, do not produce a significant amount of such hard radiation. Therefore, both the morphology and the overall amount of heating change dramatically when X-ray sources are present. The mean and the median temperature both increase considerably compared to the stellar-only case, with the mean eventually reaching $\sim 10^3$ K by $z \sim 13$ (the median, which only reaches $\sim 200$ K, better reflects the neutral IGM state as it is less sensitive to the very high temperatures in the ionized regions). The X-ray heating is long range and, therefore, widely distributed throughout the IGM. This heating is also highly inhomogeneous, as evidenced by the temperature PDFs, maps and evolution seen in the lightcone visualizations. The neutral regions are heated by the X-ray sources and go fully into 21-cm emission with respect to the CMB before $z = 13$, while with stellar-only sources the IGM remains in absorption throughout the cosmic dawn. The presence of X-rays, therefore, results in an early, but extended ($\Delta z \sim 7$) transition into emission.

The 21-cm fluctuations initially ($z > 20$) track the density fluctuations due to the still insignificant heating and ionization fluctuations. However, the temperature fluctuations due to X-ray heating quickly boost the large-scale 21-cm fluctuations to much higher values. At a resolution of $\sim 10$–12 arcmin for redshifts 15–17, the fluctuations are large enough to be a factor of several above the expected noise level of SKA1-Low, which implies the possibility of observing not only power spectra, but also coarse images of the 21-cm signal from the cosmic dawn. For the same resolution, the $\delta T_K$ rms in the presence of X-rays peaks at $\sim 11.5$ mK around $z \sim 16.5$. As the X-rays heat the neutral IGM, a broad peak develops at $k \sim 0.1$ Mpc$^{-1}$, corresponding to spatial scale of about 43 Mpc, at $z \sim 14$–15. As the IGM heats up and the absorption gradually turns into emission, the 21-cm fluctuations for the HMXB case decrease and asymptote to the high-$T_K$ limit, which is not fully reached by the end of our simulation ($z \sim 12.7$), even though by that time the mean IGM is heated well above the CMB temperature. In contrast, the stellar-only case fluctuations are still increasing steeply by $z \sim 12$, as they are driven by cold IGM.

In the HMXB case, the distribution of the $\delta T_K$ fluctuations shows a clear non-Gaussian signature, with both the skewness and kurtosis peaking when the fluctuations start rising. By the end of the simulation, the skewness and kurtosis approach, but do not reach,
the high-\(T_b\) limit. For soft radiation sources, the non-Gaussianity is driven by density fluctuations only, producing a smooth evolution.

The often-used high spin temperature limit, \(T_S \gg T_{\text{CMB}}\), is not valid throughout the X-ray heating epoch as long as any IGM patches remain cold. When X-rays are present, even after the IGM temperature rises above the CMB everywhere (and thus the 21-cm signal transits into emission), significant temperature fluctuations remain and contribute to the 21-cm signal. The neutral regions do not asymptote to the high-temperature limit until quite late in our model, at \(z \sim 12\). This asymptotic behaviour can readily been seen in the power spectra and statistics of the 21-cm signal. Soft, stellar-only radiation has short mean free paths and, therefore, never penetrates into the neutral regions, leaving a cold IGM.

Previous work in this area has largely been limited to approximate semi-analytical and seminumerical modelling (e.g. Pritchard & Furlanetto 2007; Mesinger et al. 2013; Fialkov & Barkana 2014; Shimabukuro et al. 2015; Watkinson & Pritchard 2015; Kubota et al. 2016). By their nature, such approaches do not apply detailed, multifrequency RT, but rely on counting the photons produced in a certain region of space and comparing this to the number of atoms (with some correction for the recombinations occurring). The difference between the two determines the ionization state of that region. The X-ray heating is done by solving the energy equation using integrated, average optical depths and photon fluxes, and often additional approximations are employed as well (e.g. Watkinson & Pritchard 2015). These methods typically do not take into account non-linear physics, spatially varying gas clumping or absorbers or Jeans mass filtering of low-mass sources. These differences make comparisons with the previous results in detail difficult due to the very different modelling employed and would require further study. None the less, we find some commonalities and some disparities with our results, summarized below.

Our thermal history is similar to that of the relevant cases in Pritchard & Furlanetto (2007) (their Case A) and Watkinson & Pritchard (2015) (their case ‘\(\log \xi_X = 55\)’). We find a quite extended transition between 21-cm absorption and emission, from the formation of the first ionizing X-ray sources at \(z \sim 21\) all the way to \(z \sim 13\). This transition is somewhat more protracted than the one in the most similar scenarios (\(f_x = 1\) and 5) considered in Mesinger et al. (2013), likely due to the higher star formation efficiencies assumed in that work.

We find a clear X-ray heating-driven peak in the 21-cm power spectra at \(k = 0.1-0.2\,\text{Mpc}^{-1}\), similar to the soft X-ray spectra peak found in Pacucci et al. (2014) and at similar redshift (\(z \sim 15-16\); though this depends on the uncertain source efficiencies). Results from their peak power, at \(\Delta_{21\text{cm}} \sim 14\,\text{mK}\), are in rough agreement with our results. The general evolution of the power spectra found in Pritchard & Furlanetto (2007) appears similar, with the fluctuations at \(k = 0.1\,\text{Mpc}^{-1}\) also peaking at \(z \sim 15-16\) (although that only occurs at \(z \sim 12-13\) for the scenario with less X-rays, again suggesting a strong dependence on the source model). The power spectra found are in reasonable agreement our results, with peak values of \(\Delta_{21\text{cm}} \sim 19\,\text{mK}\) or \(\Delta_{21\text{cm}} \sim 11.5\,\text{mK}\) depending on the source model used by them, compared to \(\Delta_{21\text{cm}} \sim 14\,\text{mK}\) for our HMXB case.

The 21-cm skewness from the X-ray heating epoch is rarely calculated, but Watkinson & Pritchard (2015) recently found a very similar evolution to ours (though shifted to somewhat higher redshifts), with a positive peak roughly coinciding with the initial rise of the 21-cm fluctuations due to the temperature patchiness. Their corresponding 21-cm \(\delta T_S\) PDF distributions during the X-ray heating epoch significantly differ from ours, however. At the epoch when \(T_S\) reaches a minimum, the semianalytical model predicts a long tail of positive \(\delta T_S\), which does not exist in the full simulations. Around the \(T_S \sim T_{\text{CMB}}\) epoch, our distribution is quite Gaussian; while Watkinson & Pritchard (2015) find an asymmetric one (though, curiously, with one with close to zero skewness, indicating that skewness alone provides a very incomplete description). Finally, in the \(T_S \gg T_{\text{CMB}}\) epoch, the two results both yield Gaussian PDFs, but the simulated one is much narrower.

Our models confirm that, for reasonable assumptions about the presence of X-ray sources, there is a period of substantial fluctuations in the 21-cm signal caused by the patchiness of this heating and that this period precedes the one in which fluctuations are mostly caused by patchiness in the ionization. However, since the nature and properties of X-ray sources remain unconstrained by observations, other scenarios in which the heating occurs later, are also allowed. The currently ongoing observational campaigns of both LOFAR and MWA should be able to put constraints on the presence of spin temperature fluctuations for the range \(z < 11\), which would then have clear implications for the required efficiency of X-ray heating at those and earlier redshifts. In the future, we will use simulations of the kind presented here to explore other possible scenarios, for example heating caused by rare, bright sources, as well as the impact of spin temperature fluctuations on all aspects of the 21-cm signal, such as redshift space distortions.
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