Uncertainty Quantification for Fat-Tailed
Probability Distributions in Aircraft Engine
Simulations

R. Ahlfeld and F. Montomoli

Uncertainty Quantification Lab, Imperial College, London, SW7 2AZ, U.K.

E. Scalas

Department of Mathematics, School of Mathematical
and Physical Sciences, University of Sussex, U.K.

S. Shahpar

CFD Methods Group, Rolls-Royce, Derby, DE24 8BJ, U.K.

Rare event simulation is vital for industrial design, as some events, so-called Black Swans, can have fatal consequences despite their low probability of occurrence. Finding low probability events far off the mean design is a challenging task for realistic engineering models, because they are characterised by high computational demands, many input variables and often insufficient statistical information to build parametric probability distributions. Therefore, an adaptive and arbitrary Polynomial Chaos method, called SAMBA, is suggested in this work. SAMBA creates custom polynomial basis functions and grids based on statistical moments to avoid incorrect statistical assumptions. The contribution of this work is that it is derived how rare event simulation can conveniently be integrated into adaptive sparse grid methods by calculating Polynomial Chaos Expansions based on the statistical moments of truncated fat-tailed distributions. Moreover, the use of Tempered Alpha Stable Distributions is suggested to avoid discontinuous tail cut-offs. SAMBA is compared to other statistical methods in two industrial aircraft engine simulations: a simulation of transient cycle temperature in a turbine cavity and hot gas ingestion in the inter-wheel region. In both cases,
SAMBA agrees with previous results, but obtains them with lower computational effort.

$\mu_k$ The $k^{th}$ moment of a sample
$M$ Hankel matrix of moments
$N$ Number of available random samples
$\xi$ Input random variable
$w(\xi)$ Probability Density Function
$\Omega$ Stochastic integration space
$\psi_j$ Univariate optimal orthogonal polynomial
$\Psi_j$ Multivariate linear combination of univariate optimal orthogonal polynomials
$R$ Cholesky decomposition matrix
$r_{ij}$ Entries of the Cholesky decomposition matrix
$s_{ij}$ Entries of the inverse of $R$
$a_i,b_i$ Three term recurrence coefficients
$\omega$ Optimal Gaussian integration weights
$J$ Jacobi matrix
$v_1$ First eigenvector
$U^i$ Univariate Gaussian quadrature rule
$N_U$ Number of input distributions
$m_{ij}$ Maximum adaptive order for a univariate quadrature rule
$I_j^{(k)}$ Smolyak index matrix
$i_j$ Entry of the Smolyak index matrix
$|i|$ Sum of a row of the index matrix
$l$ Level of Smolyak integration
$A_S$ Multivariate Smolyak quadrature
$\bar{\theta}$ Vector of sparse quadrature weights
$\eta_i$ Row $i$ of the array of sparse collocation points
I. Introduction

Empirical data in many areas have fat-tailed or heavy-tailed probability distributions due to manufacturing or in service variations. Heavy-tailed distributions have been experimentally observed in fluid dynamics [1] and polymers [2]. They have been successfully utilised to model a variety of non-equilibrium dissipative systems, such as turbulent fluids [3, 4], anomalous diffusion [5], very stiff polymers [6], sub-recoil laser cooling [7], and the spectral random walk of a molecule embedded in a solid [8]. The most important area of application of heavy-tailed probability distributions is, however, with respect to Uncertainty Quantification (UQ) methods for the simulation of rare events.

For uncertainty propagation in engineering applications the normal distribution is most commonly used as input PDF to describe the uncertainty [9]. The reason is that major trends of many experimental and natural random errors can be described well with bell-shaped curves. Moreover, the approach is mathematically supported by the Central Limit Theorem, which states that the average of independent random variables from independent distributions has an approximately normal distribution. The possibility to propagate Gaussian distributions using efficient cubature formulae as described in [10] also adds to their popularity. However, it was first noted by Mandelbrot [11], and more recently by Taleb [12], that the assumption of normality can give a false sense of security, because it removes the possibility to account for rare events from the model. Events that are further away than five or more standard deviations from the mean are extremely unlikely for the normal distributions - more unlikely than they often are in reality. If such rare events have catastrophic consequences, they are called a Black Swan, as suggested by Taleb [13]. To obtain an accurate representation of the occurrence of rare events and Black Swans, heavy-tailed probability distributions instead of Gaussians need to be used [14].
Up to now, heavy-tailed distributions for rare events quantification have been mostly studied in mathematical finance to explain why market crashes occur more frequently than predicted by Gaussian models. They have been transferred to engineering applications by Montomoli [15, 16] only a few years ago. However, the authors used Monte Carlo simulations in combination with a meta-model to predict the impact of heavy-tailed distributions. The propagation of uncertainty caused by heavy-tailed probability distributions using a Non-Intrusive Polynomial Chaos (PC) method is still a neglected area of research in comparison to other aspects of UQ.

Non-intrusive polynomial chaos methods can be applied to propagate any probability distribution or random data set, as long as they have finite moments and their moment matrix is determinate in the Hamburger sense [17]. To circumvent the fact that heavy-tailed distributions have infinite moments, the distributions need to be truncated [18]. Smooth truncation was originally suggested by Koponen [19] to truncate Lévy flights. The truncated distributions have finite moments of all orders, while presenting fat tails up to a certain scale followed by a cut-off. This was done, for example, by Safta to develop basis functions for the fat tail of a lognormal distribution [20].

Here, the optimal Polynomial Chaos Expansion (PCE) for the truncated heavy-tailed distributions will be calculated using statistical moments of the input distributions. Moments are a quantitative measure in statistics with which any set of random samples (histogram), probability density function (PDF), or Cumulative Density Function (CDF) can be described uniformly [21, 22]. Most commonly, only the first four moments are used in engineering: mean, variance, skewness and kurtosis. Polynomial Chaos methods using the moments are the most general way to determine PCEs. This idea was first voiced and applied for stall flutter by Witteveen [23] and then adapted for geoscience applications by Oladyshkin [24–26]. Once the optimal PC basis has been determined using moments, various approaches like Galerkin projection, collocation or numerical integration [27] can be used to find the coefficients of the polynomial series describing the model output quantities.

In this work, a Sparse Approximation of Moment-Based Arbitrary Polynomial Chaos, SAMBA (PC), is used [17]. SAMBA combines a simple mathematical framework to determine the PCE using the statistical moments of the input distributions with an adaptive and anisotropic version of Smolyak’s algorithm to alleviate the curse of dimensionality for multiple input variables. The
novelty of this work is that it is explained how PCEs can be developed in a suitable way for multiple smoothly truncated fat-tailed probability distributions so that reliable rare event simulations can be incorporated more easily into aircraft engine simulations.

In Section II, the basics of heavy-tailed probability distributions and their truncation for aircraft engines is explained. In Section III, it is described how SAMBA can be used to obtain a polynomial basis under an arbitrary probability measure and in particular for a truncated heavy-tailed distribution. In Section IV, the suggested methodology is demonstrated for a discontinuous cut-off in part IV A and for a smooth exponential cut-off in part IV B. In Section V, the method is first applied to propagate a heavy-tailed probability distribution through a CFD model for the transient cycle temperature of an aircraft engine in part V A. A validation of the used simulations for the engine transient was already presented by Montomoli [16] using a Monte Carlo Method with a meta-model. Second, the failure probability of a gas turbine due to hot gas ingestion is estimated based on a CFD simulation of the inter-wheel region of a gas turbine using a Meta-Model Monte Carlo, Importance Sampling, a full tensor Polynomial Chaos and SAMBA in part V B. The results demonstrate that the use of a moment-based method like SAMBA is particularly useful to perform rare event simulation for very large engineering models, because rare events can be characterised on top of standard UQ without having to change the model or UQ method.

II. Truncated Heavy-Tailed Probability Distributions

While there is no universal agreement about the terminology, the term heavy-tailed is prevalently considered as more general than fat-tailed and is used to refer to probability distributions which do not have exponentially bounded tails and therefore infinite moments [28]. Visually, heavy-tailed probability distributions can be recognised because they have higher peaks and kurtosis than for example the Gaussian distribution, see Figure 1. A large family of heavy-tailed distributions is given by Alpha stable Lévy distributions with shape factor $0 \leq \nu \leq 2$. Other important distributions are the Student-t distribution and the Cauchy distribution. The most distinguishing feature of all heavy or fat-tailed distributions is that their tails decay as $f(x) = x^k$ and not as $f(x) = k^x$, for any variable $x$ and constant $k$. While this difference may seem negligible at a first glance of their
probability distribution in Figure 1, it has a strong effect on their moments. The raw moments of

\[ \mu_k = \int_{\xi \in \Omega} \xi^k f(\xi) d\xi \]  

(1)

If \( f(\xi) \) decays as \( \frac{1}{x^k} \) and not exponentially, the moments \( \mu_k \) can become infinite. The application of polynomial chaos methods to propagate uncertainty caused by heavy-tailed distributions has so far been kept back in engineering by the fact that heavy-tailed distributions have infinite moments.

This can however be circumvented by acknowledging that a cut-off can be imposed at the boundaries of physical systems or at the boundaries of their feasible operating domain. If this cut-off \( l_{\text{cut}} \) is also imposed on the distribution of the heavy-tailed random variable, it ensures the finiteness of the moments. However, a cut-off extremely far away from the mean can create a huge magnitude difference between the moments. This may cause the numerical method described in Section I to become ill-conditioned. The imposed cut-off can either be abrupt and discontinuous, as suggested by Mantegna and Stanley for alpha stable distributions [18] or smooth and continuous as described by Koponen [19] or Dubrulle [29]. While a continuous cut-off is more satisfactory from a mathematical point of view, because the integral of the PDF remains exactly one, it does not make more sense from a physical perspective [29]. For example, in Lattice Boltzmann simulations the jumps of the particles are inevitably limited by the size of the box [4]. For this reason, a continuous but abrupt cut-off was suggested by Dubrulle [29]. However, Dubrulle remarks that this does not qualitatively affect the results. Since Dubrulle’s results are merely valid for truncated Lévy distributions and

Fig. 1 a.) Alpha-stable distributions b.) Truncated tail of heavy-tailed distribution
not heavy-tailed distributions in general, an abrupt truncation related to the physically realisable values of a random parameter is more advisable.

For the special case that the physical cut-off is so far off the mean that the moments become too high, it is possible to fit a tempered Lévy stable distribution to the original distribution and thereby impose a smooth exponential cut-off. The truncated distribution imitates the statistical properties of the non-truncated alpha stable Lévy distribution for smaller (finite) sample numbers and the sums of tempered stable random variables converge to normal random variables for a very huge (infinite) number of samples. Therefore, the usual Central Limit Theorem is not violated. For random variables $z_i$ with identical distribution $f_L(z)$ the truncated Lévy distribution $L_T(x)$ is defined as the limit of the sum of the random variables $z_i$ in the Poissonian stochastic process (as explained in Feller [30]), whose characteristic function $\varphi(k)$ obeys:

$$\ln (\varphi(k)) = \int_{-\infty}^{\infty} (e^{-ikz} - 1) f_L(z) \, dz \quad (2)$$

where $f_L$ is defined as

$$f_L(z) = \begin{cases} C|z|^{-1-\nu} & z < 0 \\ Cz^{-1-\nu} & z > 0 \end{cases} \quad (3)$$

Using Lévy’s Inversion Formula the probability distribution $L_T(x)$ corresponding to the characteristic function can be calculated with

$$L_T(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \varphi(k)e^{-ikx} \, dx \quad (4)$$

III. Theoretical Basics of SAMBA PC

SAMBA consists of two components: the calculation of an individual Gaussian quadrature rule for each input distribution using statistical moments, and the sparsification to a anisotropic Smolyak quadrature rule to reduce the computational effort.

A. Optimal Gaussian Quadrature Rules for Arbitrary Random Variables

Statistical moments, like for example mean and variance, are a quantitative measure to describe the shape of any random variable. However, they are not widely used in applied uncertainty quantification. If PCE are based directly on moments, they can consider arbitrary random inputs in every
mathematical form without change in methodology: continuous, discrete PDFs, CDFs or random
data sets/histograms [31]. The $k^{th}$ raw moment $\mu_k$ of a continuous PDF $w(\xi)$ with $\xi \in \Omega$, or a set
of $N$ random samples $\zeta_1, \ldots, \zeta_N$, can be calculated with

$$\mu_k = \int_{\xi \in \Omega} \xi^k w(\xi) d\xi, \quad \mu_k = \frac{1}{N} \sum_{i=1}^{N} \zeta_i^k. \quad (5)$$

The method suggested in this work to obtain the optimal Gaussian quadrature rules is fully
described in Golub and Welsch and was derived by Mysovskih [32, 33]. Its advantage is that the
optimal Gaussian quadrature points and weights can be computed directly from the Hankel matrix
of moments. Here, only the the main relations are summarised. Full details are described in Ahlfeld
[17]. The Hankel matrix of the moments is formed by

$$M = \begin{bmatrix}
\mu_0 & \mu_1 & \cdots & \mu_p \\
\mu_1 & \mu_2 & \cdots & \mu_{p+1} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_p & \mu_{p+1} & \cdots & \mu_{2p}
\end{bmatrix}. \quad (6)$$

Since the Hankel matrix is positive definite, its Cholesky decomposition of $M = R^T R$ can be
calculated. Using Mysovskih Theorem the optimal orthogonal polynomials $\psi_j$ can be found as the
entries of the inverse matrix $R^{-1}$. To avoid the costly inversion of the matrix $M$ for larger systems,
Rutishauser’s formulas [34] can be used to obtain the polynomial coefficients of the orthogonal
polynomials $s_{ij}$ from the Cholesky matrix entries $r_{ij}$. With these relationships the three-term
recurrence coefficients $a_j$ and $b_j$ in terms of $r_{ij}$ can be calculated as

$$a_j = \frac{r_{j,j+1}}{r_{j,j}} - \frac{r_{j-1,j}}{r_{j-1,j-1}} \quad b_j = \frac{r_{j+1,j+1}}{r_{j,j}}. \quad (7)$$

The recurrence coefficients $a_j$ and $b_j$ can be rearranged into a symmetric positive definite tri-
diagonal Jacobi matrix $J$, whose eigenvalues are the optimal Gaussian collocation points. The
optimal Gaussian weights can be found as the first component of the normalized eigenvector $v_1$
corresponding to the first eigenvalue of $J$ [33].

B. Sparsifying Moment-Based Gaussian Quadrature Rules

For multiple input distributions, the found Gaussian quadrature rules have to be combined using a
tensor product of the individual optimal points and weights. Thus, the computational cost grows
exponentially with the number of inputs [35]. For more than 5 input distributions, the use of PC without sparsification becomes infeasible for industrial simulations with long run times. SAMBA, therefore, uses a sparsified quadrature rule based on Smolyak’s Algorithm [36] to reduce the computational cost. Most commonly Smolyak’s formulas are used based on polynomial interpolation at the extrema of the Chebyshev polynomials (Clenshaw-Curtis nodes) [35]. To obtain an anisotropic and adaptive quadrature rule, a sparse rule for an arbitrary combination of different uni-variate Gaussian quadrature rules optimal for the respective individual input distributions has to be formulated.

For $N_u$ sequences of one-dimensional quadrature rules $\{U_{ij}\}_{j=1,...,N_u}$

$$U_{ij} = \sum_{k=1}^{m_{ij}} f(\xi_{ij}^k) \omega_k^{ij},$$  \hspace{1cm} (8)

where $m_{ij} j \in \{1, ..., N_u\}$ is the maximum adaptive order for each univariate quadrature rule, the multivariate sparse Smolyak quadrature rule $A_S(N_u + l, N_u)$ is

$$A_s = \sum_{l+1 \leq |i| \leq l+N_u} (l-1)^{|i|} \left( \frac{N_u - 1}{l + N_u - |i|} \right) \otimes_{k=1}^{N_u} U_{jk}$$  \hspace{1cm} (9)

where $l$ is the level, which controls the accuracy of the result. For the same number of uncertain inputs $N_u$ an increased level $l$ improves the accuracy, but increases the computational effort [37]. In general, only low levels (first and second) result in a significant reduction of the computational effort. The term $|i|$ is the norm of the vector $i = \{i_1, ..., i_N_u\}$ which stands for the sum of a row $j$ of the index matrix $i_j^{(k)}$. To differentiate the sparse grid points from the uni-variate optimal points, the $i^{th}$ row of the sparse collocation points array is referred to as $\eta_i$. The Fourier coefficients of the resulting PCE $\alpha_k$ can be numerically approximated with

$$\alpha_k = \frac{N_{Sp}}{N_{Sp}} \sum_{i=1}^{N_{Sp}} f(\eta_i) \Psi_k(\eta_i) \theta_i$$  \hspace{1cm} (10)

where $N_{Sp}$ is the number of sparse points. The normalisation of the polynomials at this stage is not required, if orthonormal polynomials were determined before. The PC Fourier coefficients are required to sample the PCE for the occurrence and probability of rare events. If only the moments of the posterior distribution $E[f^k]$ are required, they can be obtained faster by using the sparse
quadrature formulas directly on the formula for the $k^{th}$ moment:

$$E[f_k] = \sum_{i=1}^{N_{sp}} \left( f(\eta_i) - E[f_k^{i-1}] \right)^k \theta_i. \quad (11)$$

where $f$ is a non-linear model and the sparse collocation points and weights are $\eta_i$ and $\theta_i$.

IV. Two Validation Examples for PCEs of Fat-Tailed PDFs

In order to demonstrate the proposed polynomial method it is applied to a simple one dimensional case, for which the model is given by the analytical formula

$$g(\tilde{t}) = 0.05(\tilde{t} - 10)^3 + 3(\tilde{t} - 10) + 120 \quad (12)$$

where $\tilde{t}$ consists of a deterministic and stochastic part: $\tilde{t} = t + \xi$, $t \in \mathbb{R}$ and $\xi$ is a random variable with three degrees of freedom Student-t probability distribution ($\nu = 3$). Eq. (12) is chosen as a simplification of the transient gas turbine temperature profile used in the real engineering example in Section V. Figure 2 shows the optimal Gaussian and fat-tailed collocation points for the halved distribution that occur because the time is assumed to be non-negative.

**Fig. 2 Optimal collocation points for a.) Gaussian Distribution and b.) Student-t Distribution**

A. Numerical Validation with Discontinuously Truncated T-Distribution

For a heavy-tailed t-distribution with only 3 degrees of freedom, only the mean and variance are finite. Skewness, kurtosis and all higher moments are undefined. Since the finiteness of the moments is a necessary condition to apply arbitrary polynomial chaos, the distributions has to be truncated.
In this case, it will be assumed that the stochastic space of $\xi$ is limited between 0 and 20. The truncated heavy-tailed distributions have finite moments, so that SAMBA can be applied. Particularly noteworthy is that SAMBA can even propagate the half probability distribution created at $t = 0$ and that the optimal collocation points for this case are entirely positive, as shown in Figure 3. The red arrows in both graphs have the same lengths at the same position in time. The results are validated with a Monte Carlo Method with $10^6$ samples. The samples for the MCM are drawn from a heavy-tailed t-distribution with three degrees of freedom, $\nu = 3$, which has also been truncated to the interval $[0, 20]$.

**B. Obtaining the PCE for a Tempered Alpha Stable Distributions**

In case a smooth exponential cut-off is needed, the characteristic function $\varphi_X (t) = e^{\phi_X (t)}$ can be developed analytically by integrating an exponential cut-off into the probability distribution $f_L$ from Eq. (3):

$$L_T (z) = L (z) e^{-\lambda z} = \begin{cases} C^{|z|^{-1-\nu}}, pe^{-\lambda |z|} & z < 0 \\ Cz^{-1-\nu}, qe^{-\lambda z} & z > 0 \end{cases} \quad (13)$$

where $\lambda$ is the variable used to control the cut-off. The characteristic function $\varphi_X (t) = e^{\phi_X (t)}$ can be derived as described by Nakao [38]

$$\phi_X (t) = C \Gamma (-\nu) \left[ (\lambda^2 + t^2)^{\nu/2} \cos (\nu \theta) + i (q - p) \sin (\nu \theta) - \lambda^\nu \right] \quad (14)$$
for $0 < \nu < 1$ and with $\theta = \arctan \left( \frac{t}{\lambda} \right)$ and

$$
\phi_X(t) = C \Gamma(-\nu) \left[ q(\lambda + it)^\nu + p(\lambda - it)^\nu - \lambda^\nu - i\nu\lambda^{\nu-1} (q - p) t \right]
$$

(15)

for $1 < \nu < 2$.

By using the expansion: $q(\lambda + it)^\nu + p(\lambda - it)^\nu = (\lambda^2 + t^2)^{\nu/2} \cos(\nu\theta) + i\beta \sin(\nu\theta)$ (where $\beta = q - p$ describes the symmetry) it can be seen that in the limit $\lambda \to 0$, the tempered stable distribution converges to the stable distribution. Unfortunately, an analytical expression for the probability distribution is not attainable for more than a few exceptional cases [38]. The probability density $L_T(x)$ from Eq. (4) can, however, be obtained numerically. By applying adaptive numerical integration suitable for oscillating integrals (like, for example, Gauss-Kronrod Quadrature) to Eq. (14) or (15) accurate numerical values for $f_X(x)$ can be calculated [19]. This was done in Figure 4 for various values of the cut-off parameter $\lambda$ from purely fat-tailed (Lévy distribution) to fully Gaussian tails.

![Fig. 4 Tails of tempered alpha stable distributions for various cut-off parameters.](image)

The parameters of the characteristic function of a tempered Alpha Stable Lévy distribution as characterised by Eq. (14) or (15) can be determined by using a Maximum-Likelihood approach. It is important to pre-set the cut-off parameter $\lambda$ to a desired value before performing the distribution fitting, because its value influences the overall behaviour of the distribution. A fitted distribution is shown in Figure 5. If the physical constraints on the stochastic parameter are known beforehand $\lambda$ should be chosen such that the tails of the tempered distribution follow the tails of the not-truncated Lévy distribution in the relevant physical domain.

For example: by choosing the cut-off parameter as $\lambda = 0.05$ and fitting a tempered alpha
Fig. 5 Alpha stable distribution fitted to fat-tailed Student-t samples

stable distribution to the histogram of 10000 samples obtained from a student-t distribution with 3 degrees of freedom as shown in Figure 4, the following parameters can be obtained: $C = 0.411569$, $\nu = 1.5268$ and $\beta = 0$, thus $p = q = 1$. The optimal orthogonal polynomials for this exponentially tempered heavy-tailed distribution are approximately:

$$
\begin{align*}
1 \\
x \\
x^2 - 3.1525 \\
x^3 - 262.52x \\
x^4 - 2393.91x^2 + 6719.26 \\
x^5 - 4898.38x^3 + 664205x \\
x^6 - 771.769x^4 + 7413360x^2 - 18943630
\end{align*}
$$

(16)

V. Two Engineering Examples

In this section SAMBA will be applied to model rare events in two gas turbine simulations: Stochastic variation of metal temperature during a transient and hot gas ingestion.

A. Example I: Stochastic Variation of Metal Temperature during a Transient

The details of the subsequent engineering model are explained in full in Montomoli [16] and are briefly summarised in the following. Running gas turbines follow prescribed missions for which the occurring metal temperatures are predicted using deterministic computational models. Figure
6 shows a representative flight cycle for the time-dependent metal temperature in a region of the turbine stator well, as it occurs in the transition process from a lower shaft rotation speed \( U = 0.226U_M \) to a higher speed \( U = U_M \). The transition phase is marked by two acceleration ramps: a slower (first) and faster (second) ramp. The slower ramp takes about 270s and the faster 9s.

Fig. 6 a.) Temperatures curves at different rotor cavity locations b.) Temperature measurement points

The temperature curves in the right graph of Figure 6 were obtained from a coupled CFD/FEM simulation for the solid 3D model. It is based on a real aircraft engine and the boundary conditions were assigned matching the engine’s instantaneous operating conditions. Several locations are used for monitoring the temperature as described by Amirante [39] and as shown in the right graph of Figure 6. The temperature has been non-dimensionalised using the maximum value of annulus temperature \( T_M \) pertaining to the high speed following the cycle and the time is non-dimensionalised with the overall mission time of the transition \( t_{ref} = 4000s \). Under operating conditions, the mission cycle is exposed to stochastic variations. In the test bed, this variation was shown to be in the order of several seconds. In Montomoli [16] it was approximated with a Gaussian distribution with standard deviation \( \sigma = 1.125t_{ref} \%. \) Under real flight conditions the uncertainty is expected to be even higher. The importance of considering time variation was shown in several technical reports, see for example Section 3.7 in Agard [40] or [41]. For example, a fast shut-down can lead to an engine life reduction of 200 hours [16]. In a similar way, high transient temperature gradients can also reduce the engine life and a metal variation of 20K changes the life about 50\%. 
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To test the sensitivity of the model towards fatter tails SAMBA is used here. For this case benchmark results are available from Montomoli [16], who showed that a small variation in the tail of the probability distribution describing mission time uncertainty, namely from Gaussian to Student-t with three degrees of freedom, is most strongly reflected where the temperature gradients are highest. The effect of fat tails was simulated by performing a Monte Carlo Method (MCM) with a Student-t temperature distribution in sensor $SL_5$. Because a direct standard MCM was infeasible due to the complexity of the CFD model, Montomoli calculated a response surface and sampled this surface $10^8$ times instead of running the entire model that often. To avoid non-physical time variations, negative time or infinitely large time, the time variations are simulated by making random draws from a time array reaching from 0 to 100 $t/t_{ref}$ using a Student-t distribution with three degrees of freedom, such that the current time is always the mean, but the tails of the used PDF are cut-off if they reach either $t = 0$ or $t = 100$, as depicted in Figure 7. Exactly the same domains are used to calculate the orthogonal polynomials for SAMBA. While a meta-model approach is computationally much less expensive than a direct MCM, it comes with certain disadvantages. First, sampling the response surface requires just as many runs as a brute-force MCM: $10^8$ runs, plus the recreation of the response surface required 23 CFD simulations in this case. Second, the creation of a trustworthy response surface usually requires several checks so that the overall computational effort is higher than for SAMBA. SAMBA is therefore more efficient and needs significantly fewer model runs to evaluate the moments, especially if considering that only 6 CFD simulations and 6
Figure 8 shows that SAMBA provides exactly the same results with lower computational cost.

Fig. 8 SAMBA and MCM comparison for a.) Gaussian and b.) Student-t input distribution

Figure 8 a.) shows the results obtained for an input Gaussian distribution, and Figure 8 b.) for a Student-t distribution. The iso-contours of the mean value of the transient temperature with +/-1 and 2 standard deviations are shown against the dashed lines obtained by a Monte Carlo Simulation with a response surface.

B. Example II: Hot Gas Ingestion in Gas Turbines

One of the most important problems faced in modern gas turbine design is the ingestion of hot mainstream gas into the inter-wheel spaces between the turbine rotors and the spacer [42]. The reason is that the ingress of hot gas into the lower cavity can result in dangerous damage to the turbine rim, blade roots and discs with a reduction of component life [15]. To prevent hot gas ingestion, a stable ‘cold’ purge flow is bled from the compressor and used to cool the cavity. However, being removed from the compressor, this colder air has been compressed (using mechanical energy), but has a minimum contribution to the turbine power output because it has not been energized by the combustion energy. This limits the amount of coolant that can be used because it directly affects the engine’s efficiency, which leads to an increase in fuel consumption and CO₂ emissions. Therefore, a challenging task is to balance the purge flow across the spacer. Moreover, the presence of random gaps between the stator and the diaphragm complicates the problem with unwanted secondary air flow system leakages. In this work, state-of-the-art methods
have been used for the CFD simulations in combination with SAMBA to calculate the statistics of the temperature in the lower cavity as well as the probability of hot gas ingestion. The most important aleatory factors influencing the probability are the sizes of gap 1 and gap 2 as displayed in Figure 9. How a stochastic variation of $\pm 50\%$ of the gap sizes influences the probability of failure was investigated by Montomoli [15] using a Meta-Model Monte Carlo Simulation based on 25 full CFD runs. The CFD simulation used in the following is the same as performed by Montomoli in the previous work: a quasi-3D simulation of the cavity region with the CFD solver CFX and the $k-\omega$ SST turbulence closure [43]. The mesh used contains 0.502M elements, which was shown to be sufficient, and it is comparable to the industrial standard in similar cases. All temperature values are normalised by the maximum temperature in the free stream gas path of a representative 32MW machine. Further details regarding the boundary conditions and the setting of reference temperatures can be found in Montomoli [15] and are based on realistic gas turbine values and measured distributions in real gas turbines. The simulation and results presented here, however, are only an example of the application of SAMBA and the comments and conclusions do not reflect any specific gas turbine. Under nominal operating conditions the cavity is correctly purged and the normalised temperature is 0.86, which is well below the critical value of $T_{\text{crit}} = 0.92$. However, the gap sizes can vary from their mean value due to manufacturing variation. The standard deviation of this uncertainty will be assumed to be $\sigma = 6\%$ in the following. For the application of SAMBA two histograms based on 1000 samples are drawn from Gaussian distributions for the two gaps

Fig. 9 Illustration of a.) hot gas ingestion mechanism b.) two gaps varied in simulation
sizes as displayed in the schematic overview in Figure 10. We assume that the true underlying distributions are Gaussian, although only a limited amount of samples are available. The use of a smaller set of measurement data, is not only more realistic, but also demonstrates that SAMBA can propagate real measurement data without needing PDF fitting. The optimal collocation points for each individual input histogram are computed and combined into a nearly Gaussian looking sparse Smolyak mesh. Moreover, also two Student-t distributions are fitted to the data to perform rare event analysis with fat-tailed distributions. The grids in Figure 11 show that the Gaussian grid takes only the main bulk of the distributions into account, whereas the fat-tailed grids dedicate one point to explore the failure regions. The Gaussian mesh is not only shown in the schematic, but also in Figure 12 a.) in front of the contour lines of the response surface created through varying the

**Fig. 10** Schematic overview of SAMBA application for hot gas ingestion

**Fig. 11** SAMBA grids for a.) Gaussian and b.) KoBoL input distributions
two gap sizes. The response surface in Figure 12 b.) was set-up for the Monte Carlo Meta-Model, which is also displayed in the figure. Most importantly, it can be seen that the manually set-up grid for the meta-model overestimates the relevant region to evaluate the effect of the inputs, while it under-samples the important region. Choosing the relevant region and an appropriate sampling rate is the main difficulty in manually designing meta-models. SAMBA on the other hand provides an optimal Design of Experiment (DoE) based on the moments. Practically, the resulting Smolyak grid represents a list of various gap sizes for which the CFD code needs to be executed. From the 13 CFD code results, the moments of the stochastic behaviour of the temperature can be derived. Moreover, by sampling the PCE the shape of the posterior PDF can be obtained. Since the lowest level Smolyak model only contains 5 points close to the mean, the second level Smolyak grid was used. To calculate the probability of failure, the PCE based on a full tensor with 25 simulations, a Monte Carlo with 25 simulations, direct importance sampling, and a Smolyak sparse grid with 13 simulations were compared. To obtain estimates of the probability distributions the meta-model and the PCEs were sampled with $10^8$ samples. For importance sampling, the sampling distributions for the gap sizes were changed from $N(0,6)$ to $N(37,6)$ for gap 2 and $N(17,6)$ for gap 1. This creates samples mainly in the estimated region of failure indicated by the red stripes in Figure 12.

In this way, the probability of failure $P_f$ of the response function of the CFD model $f(x,y)$ can be
estimated orders of magnitudes more efficiently by calculating

\[ P_{f,IS} = \frac{1}{N} \sum_{i=1}^{N} f(x_i, y_i) w(x_i, y_i) \frac{g(x_i, y_i)}{g(x_i, y_i)} = \frac{1}{N} \sum_{i=1}^{N} f(x_i, y_i) b(x_i, y_i) \]

(17)

where \(w(x, y)\) and \(g(x, y)\) are distributed as

\[ w(x, y) \sim \mathcal{N}\left(\begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 6 & 0 \\ 0 & 6 \end{bmatrix}\right) \]

\[ g(x, y) \sim \mathcal{N}\left(\begin{bmatrix} 37 \\ 17 \end{bmatrix}, \begin{bmatrix} 6 & 0 \\ 0 & 6 \end{bmatrix}\right) \]

(18)

While Importance Sampling is of course less efficient for a mere two uncertain input variables, it becomes quickly more attractive as the dimension of the problem increases, because it is not affected by the curse of dimensionality. The results of all methods are summarised in Table 1. The effect that the fat tails of the input distribution have on the output PDF is shown in Figure 13, where \(T_{\text{crit}}\) indicates the failure region. The results show that sparse grids can be used to predict rare events and probability of failures. The advantage of using SAMBA is that that the lower moments

<table>
<thead>
<tr>
<th>Method</th>
<th>Order</th>
<th>Runs</th>
<th>Probability of Failure (N(\xi))</th>
<th>Probability of Failure (t(\xi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance Sampling</td>
<td>10³</td>
<td>2.2495 \cdot 10^{-4} %</td>
<td>3.57 %</td>
<td></td>
</tr>
<tr>
<td>Meta-Model MCS</td>
<td>25</td>
<td>2.04557 \cdot 10^{-4} %</td>
<td>3.22 %</td>
<td></td>
</tr>
<tr>
<td>Tensor Quadrature</td>
<td>(p = 4)</td>
<td>2.05017 \cdot 10^{-4} %</td>
<td>3.21 %</td>
<td></td>
</tr>
<tr>
<td>SAMBA PC</td>
<td>(l = 2)</td>
<td>2.02901 \cdot 10^{-4} %</td>
<td>3.04 %</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 13 Posterior PDF of engine temperate for fat-tailed inputs
of the posterior probability distribution can be obtained quite efficiently for larger problems where only small data sets and no PDFs are available.

VI. Conclusion

This work investigated the use of Polynomial Chaos sparse grids developed from the statistical moments of fat-tailed distributions for rare event simulation in aircraft engines models and compared it to efficient sampling approaches like meta-model Monte Carlo and Importance Sampling. To generate sparse Gaussian collocation points and weights, the method SAMBA was used, because it can simultaneously and without adaption integrate arbitrary small non-Gaussian data sets into the grid generation. SAMBA and the alternative methods were applied to two industrial engineering test cases: an aircraft engine temperature transient simulation and hot gas ingestion. For the chosen test cases, the rare event simulation could be performed more easily and efficiently using SAMBA. The reason being that sparse grids generated from the optimal Gaussian collocation points and weights of fat-tailed probability distributions can not only propagate the main shape of the distribution but also the fatter tails. Since it is a necessary requirement to truncate fat-tailed distributions in order to develop polynomial basis functions, a new approach based on fitting Alpha Stable Tempered Distributions was also suggested. This approach makes use of a smooth exponential cut-off to keep the moments finite, but the tails can be kept fat in an arbitrary long region. For problems with distinct physical limitations, the distributions can of course also be truncated discontinuously. Overall, it was demonstrated that Gaussian sparse grids obtained from fat-tailed distributions using SAMBA result in identical results as Meta-Model Monte Carlo and Importance Sampling for the probability of failure, but need fewer CFD simulations as the collocation points are placed more favourably to include the tail regions.
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