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A B S T R A C T

Results characterizing GaAs p−-i−-n+ mesa photodiodes with a 10 μm i layer for their spectral response under illumination of X-rays and beta particles are presented. A total of 22 devices, having diameters of 200 μm and 400 μm, were electrically characterized at room temperature. All devices showed comparable characteristics with a measured leakage current ranging from 4 nA/cm² to 87 nA/cm² at an internal electric field of 50 kV/cm. Their unintentionally doped i layers were found to be almost fully depleted at 0 V due to their low doping density. 55Fe X-ray spectra were obtained using one 200 μm diameter device and one 400 μm diameter device. The best energy resolution (FWHM at 5.9 keV) achieved was 625 eV using the 200 μm and 740 eV using the 400 μm diameter device, respectively. Noise analysis showed that the limiting factor for the energy resolution of the system was the dielectric noise; if this noise was eliminated by better design of the front end of the readout electronics, the achievable resolution would be 250 eV. 63Ni beta particle spectra obtained using the 200 μm diameter device showed the potential utility of these detectors for electron and beta particle detection. The development of semiconductor electron spectrometers is important particularly for space plasma physics; such devices may find use in future space missions to study the plasma environment of Jupiter and Europa and the predicted electron impact excitation of water vapor plumes from Europa hypothesized as a result of recent Hubble Space Telescope (HST) UV observations.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Gallium Arsenide has been the subject of much interest for its use in photon counting X-ray spectroscopic detector systems. As a wide bandgap material (1.42 eV [1]), the resulting low thermally generated leakage current density allows its use at room and high temperatures with less degradation in energy resolution compared to traditional narrower bandgap materials such as Si and Ge [2]. Another advantage of GaAs is its relatively low electron–hole pair creation energy (4.184 eV [11]) compared to other wide bandgap materials. Furthermore, GaAs has been proven to be more radiation resistant than Si for electrons [3], γ-rays [4] and low energy hadrons [5]. Moreover, high detection efficiency per unit thickness is achieved with GaAs due to its high effective atomic number.

As a result, GaAs can be used for radiation detection in harsh environments (high temperature and intense radiation environment) without the need for cooling and shielding, with good energy resolution [2]. The elimination of the cooling and shielding system can lead to the reduction of the mass, cost, volume and power of the total detection system. Space missions and terrestrial applications with such restrictions could be benefit from the use of GaAs. Some examples include X-ray fluorescence spectroscopy missions to Mercury [6] and Jupiter [7] and X-ray fluorescence spectrometry in industrial process control applications. The use of radiation hard GaAs detectors may also be particularly beneficial for future missions to the intense radiation environment of Jupiter and its moons (doses of as high as 6 MRad [8]).

Another potential application of GaAs photodiodes is the in situ low energy (~100 keV) electron spectroscopy at Europa along with contemporaneous UV imaging from either an orbiter or the Hubble Space Telescope (HST) which would allow direct observational data gathering to test predictions that electron impact excitation of water vapor plumes explains the auroral observations at Europa’s polar regions in 2012 [9]. Although electron spectroscopy can also be realized with scintillators [10,11], semiconductor detectors are of a great advantage in many electron detection applications. Poorer energy resolution is achieved using scintillators than using semiconductor detectors [10,12]. The lower energy needed to produce an electron–hole pair in a semiconductor (e.g., 4.184 eV for GaAs [1]) than the energy needed to produce a photoelectron ejection in a scintillation/photomultiplier tube (> 100 eV) results in better statistics (production of more charge
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 carriers from the primary ionization effect) and hence in energy resolution improvement of semiconductor detectors compared to scintillators [13]. Electron spectrometers have also been realized using microchannel plate (MCP) detectors, which have been proven to be useful devices in space applications (e.g. the Electron Spectrometer in the Cassini Plasma Spectrometer for the exploration of the Saturn system [14]). An alternative to MCP detectors is charge coupled devices (CCD) for the direct detection of electrons without the need of high voltages and high vacuums required in MCP detectors [15]. Langmuir probes are also used for electron detection (e.g. in measuring the electron energy distribution functions in plasmas [16]).

Results characterizing GaAs planar p+-i-n+ diodes with Schottky contacts and guard rings in a 5 × 5 array structure with low dark current densities (< 6 nA/cm² at room temperature) coupled to ultra low noise front end electronics was reported in Ref. [17]. The best energy resolution achieved with these devices was 266 eV at 5.9 keV at room temperature and has not yet been replicated. Similar structure and thicker devices in a 32 × 32 pixel array form were reported in Ref. [18] with an energy resolution of 300 eV at 5.9 keV at room temperature. GaAs p+-i-n+ mesa X-ray photodiodes have been characterized for X-ray (2 μm [19], 3 μm [20] and 7 μm [21,22] i layer thickness) and β⁻ particle spectroscopy (2 μm i layer thickness [23]). Research has also been conducted on the use of GaAs p+-i-n+ mesa X-ray photodiodes as X-ray photovoltaic batteries [24].

In this paper, results from randomly selected fully etched GaAs p+-i-n+ mesa X-ray photodiodes with 10 μm thick i layers are presented. These are the thickest GaAs p+-i-n+ mesa X-ray photodiodes reported in the literature to date. 22 devices of two different diameters (200 μm and 400 μm) are electrically characterized and reported. Following this, one representative device of each diameter is characterized as an X-ray photon counting spectroscopic detector. Accumulated 53Fe spectra are presented and the noise of the system is analyzed. Finally, results are reported using one 200 μm diameter device for 63Ni β⁻ spectroscopy and its suitability in β⁻ particle and electron detection is discussed.

### 2. Device structure

The GaAs p+-i-n+ mesa photodiodes were grown and fabricated to the Author’s specifications at the EPSRC National Centre for III-V Technologies, Sheffield, UK. GaAs epilayers were grown on a commercial GaAs n+ substrate by metalorganic vapor phase epitaxy. The unintentionally doped i layer had a thickness of 10 μm. The resulting wafer structure is summarized in Table 1. Mesa diodes with diameters of 200 μm and 400 μm were chemically etched using a 1:1:1 H₃PO₄:H₂O₂:H₂O solution followed by 10 s in a 1:8:80 H₂SO₄:H₂O₂:H₂O solution. The top Ohmic contact consisted of 20 nm of Ti and 200 nm of Au. It covered 45% of the surface of the 200 μm diameter devices and the 33% of the 400 μm diameter devices. The rear Ohmic contact consisted of 20 nm of InGa and 200 nm of Au. The GaAs devices were unpassivated.

The quantum efficiency of the devices for X-ray photons up to 30 keV was calculated and can be seen in Fig. 1. As a cautious assumption, to prevent over estimation of the quantum efficiency, the whole of the p+ layer was assumed to be a dead region and only the i layer was assumed to be the active region of the devices.

### 3. Electrical characterization

Electrical characterization of 22 GaAs mesa p+-i-n+ photodiodes was performed under dark conditions at room temperature. There were 14 diodes with 200 μm diameter and 8 diodes with 400 μm diameter.

#### 3.1. Current–voltage measurements

Dark current measurements as functions of both forward and reverse applied voltage (I-V characteristics) were performed using a Keithley 6487 Picoammeter/Voltage Source. The dark current was measured as a function of forward bias from 0 V to 1 V and as a function of reverse bias from 0 V to 50 V at room temperature. Fig. 2 shows the measured currents, I₀ as a function of applied forward bias, Vᵢ, of representative 200 μm and 400 μm diameter devices.

The saturation current, I₀, and the ideality factor, n, were extracted for each device based on the linear region of their semi-logarithm dark current as a function of forward bias [22]. The saturation current, I₀, was found to vary from 3 × 10⁻¹² A to

---

**Table 1**

<table>
<thead>
<tr>
<th>Material</th>
<th>Type</th>
<th>Thickness (nm)</th>
<th>Doping density (cm⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td></td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td></td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>GaAs p⁺</td>
<td></td>
<td>500</td>
<td>2 × 10¹⁸</td>
</tr>
<tr>
<td>GaAs i</td>
<td></td>
<td>10,000</td>
<td>Undoped</td>
</tr>
<tr>
<td>GaAs n⁺</td>
<td></td>
<td>1000</td>
<td>2 × 10¹⁸</td>
</tr>
<tr>
<td>GaAs n⁺ substrate</td>
<td></td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>n⁺</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>InGe</td>
<td></td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

---

![Fig. 1. Calculated X-ray quantum efficiency of the GaAs p⁺-i-n⁺ mesa photodiodes as a function of X-ray photon energy.](image1)

![Fig. 2. Dark current as a function of applied forward bias for a 200 μm (filled triangles) and 400 μm (open triangles) diameter GaAs p⁺-i-n⁺ photodiode at room temperature.](image2)
$7 \times 10^{-13}$ A among different devices at room temperature with a mean of $(5 \pm 1) \times 10^{-13}$ A (rms deviance). The ideality factor, $n$, was found to vary from 1.89 to 1.99 among different devices with a mean of 1.95 ± 0.02. The calculated ideality factor values ($\approx 2$) suggest that the recombination current dominates [25]. Temperature dependent dark current measurements as functions of applied forward bias would help to identify the contribution of tunneling on the conduction process as well as the conduction mechanism at high temperatures. Although the area of the 400 μm diameter devices is four times larger than the area of the 200 μm diameter devices, the 400 μm diameter devices’ dark currents at 1 V forward bias were found to be only two times greater than the dark current of the 200 μm devices. The dark current at 1 V applied forward bias was measured to be $(2.0 \pm 0.1) \times 10^{-4}$ A for the 200 μm diameter devices and $(4.0 \pm 0.2) \times 10^{-4}$ A for the 400 μm diameter devices. The dark forward current scaled with perimeter of the devices, rather than their area which suggested that the surface leakage component was not negligible and that future devices may benefit from surface passivation.

The measured dark currents, $I_D$, as a function of applied reverse bias, $V_R$, of a representative 200 μm and a 400 μm diameter device are shown in Fig. 3. All GaAs p+-i-n+ photodiodes showed low leakage current densities at a mean electric field of 50 kV/cm across the i region ($\approx 50$ V reverse bias) at room temperature: the measured leakage current density was found to vary from 13 nA/cm² to 67 nA/cm² with an average of $(40 \pm 16)$ nA/cm² among the 200 μm and from 4 nA/cm² to 21 nA/cm² with an average of $(13 \pm 6)$ nA/cm² among the 400 μm diameter devices, at 50 kV/cm. For comparison purposes, the leakage current densities at an electric field of 22 kV/cm are also reported: they were found to vary from 10 nA/cm² to 40 nA/cm² with an average of $(24 \pm 7)$ nA/cm² among the 200 μm and from 9 nA/cm² to 22 nA/cm² with an average of $(7 \pm 2)$ nA/cm² among the 400 μm diameter devices. These values are comparable with other high quality GaAs p+-i-n+ photodiodes previously reported e.g., ~10 nA/cm² [2], 17.4 nA/cm² and 10.8 nA/cm² [21], from 20 nA/cm² to 100 nA/cm² [26], at room temperature and at an electric field of 22 kV/cm.

The leakage current density at an electric field of 50 kV/cm and at room temperature, for all devices can be seen in Fig. 4. The 400 μm diameter devices showed lower leakage current densities than the 200 μm diameter devices at 50 kV/cm, suggesting that the leakage current did not scale with the junction area. This was attributed to the surface leakage current not being negligible as in Ref. [27], due to the devices being unpassivated. The separation of the bulk and surface components of the leakage current can be achieved with dark current measurements on different diameter devices and the effect of the passivation to surface leakage current can be investigated with measurements on devices with different passivation materials. Future measurements can also include temperature dependent dark current measurements as functions of applied reverse bias to find the prevailing reverse conduction mechanism (generation, diffusion and tunneling) of the devices as a function of temperature [22].

3.2. Capacitance–voltage measurements

To determine the depletion width and the doping concentrations in the intrinsic layer of the GaAs p+-i-n+ devices, the devices’ capacitances were measured as functions of applied forward and reverse bias, at room temperature. The capacitances were measured using an HP 4275 A Multi Frequency LCR meter whose test signal was sinusoidal with a 50 mV rms magnitude and 1 MHz frequency. The capacitance of the empty packages was determined by measuring the capacitance between the common pin (GND) and 17 pins with no diode connected. It was found to vary from 0.71 pF to 0.81 pF with the average value, $(0.78 \pm 0.02)$ pF, being subtracted from the total measured capacitance. The resulting capacitance, the p+-i-n+ junction capacitance, as a function of applied forward bias of representative 200 μm and 400 μm diameter devices is presented in Fig. 5.

The junction capacitance was mostly defined by the diffusion capacitance, $C_D(V_d)$, at forward applied biases [25]. The junction capacitance was found to increase by $(7.7 \pm 0.8)$ pF for the 400 μm diameter devices and by $(3.5 \pm 0.7)$ pF for the 200 μm diameter devices.
devices, as the applied bias increased from 0 V to +1 V. Assuming there was zero diffusion capacitance at 0 V, it may be said that there was (7.7 ± 0.8) pF diffusion capacitance for the 400-μm diameter devices and (3.5 ± 0.7) pF diffusion capacitance for the 200-μm diameter devices, at +1 V forward applied bias. The ratio of the diffusion capacitance of the 400-μm devices over the diffusion capacitance of the 200-μm diameter devices (≈2.1 ± 0.5), at +1 V is in accordance with the ratio of the forward dark current of the 400-μm diameter devices over the forward dark current of the 200-μm diameter devices (≈2), at +1 V which was expected since the diffusion capacitance is directly proportional to the forward dark current [25].

The measured capacitance as a function of applied reverse bias of representative 200-μm and 400-μm diameter devices can be seen in Fig. 6. The junction capacitance was mostly defined by the depletion layer capacitance, $C_{dl}(V_R)$, at reverse biases [25]. The depletion layer capacitance was found to decrease from (1.45 ± 0.03) pF at 0 V to (1.36 ± 0.03) at –50 V for the 400-μm diameter devices and from (0.35 ± 0.03) pF at 0 V to (0.32 ± 0.03) at –50 V for the 200-μm diameter devices. The variation of the capacitance (±0.03 pF) among different devices at the same applied bias is in agreement with the total uncertainty in the capacitance measurements (±0.03 pF).

The depletion layer width of the diodes as a function of applied reverse voltage, $W(V_R)$, was computed using the measured depletion layer capacitance, $C_{dl}(V_R)$, where

$$C_{dl}(V_R) = \varepsilon_0 \varepsilon A / W(V_R)$$

and $\varepsilon_0$ is the permittivity of free space, $\varepsilon$ is the dielectric constant of GaAs and $A$ is the area of the device [25]. The calculated depletion width of a representative 200-μm diameter device is presented in Fig. 7. Once the lightly doped intrinsic layer is fully depleted, the capacitance is independent of the applied reverse bias. All the diodes were almost fully depleted at 0 V. More specifically, the depletion widths of the 400-μm diameter devices were found to increase by an average of (0.68 ± 0.04) μm from (9.9 ± 0.2) μm at 0 V to (10.6 ± 0.2) μm at 50 V. The depletion widths of 13 out of 14 200-μm diameter devices were found to increase by (1.0 ± 0.2) μm from an average of (10 ± 1) μm at 0 V to (11 ± 1) μm at 50 V. The standard deviation (rms deviance) of the depletion widths of the 400-μm and 200-μm diameter devices were in agreement with the uncertainty of the depletion width for each diode calculated based on the total uncertainty in the capacitance measurements (±0.03 pF). One of the 200-μm diameter devices had an apparent depletion width of (11 ± 1) μm at 0 V increasing to an apparent width of (14 ± 2) μm at 50 V. This result is unlikely to have been due to variations in the i layer thickness; instead it is more likely to have been a consequence of this device having a packaging capacitance of 0.7 pF rather than the mean value of 0.78 pF. With the assumption of a 0.7 pF packaging capacitance, this device’s depletion width became identical to all other devices.

The carrier concentration as a function of distance below the $p^+-i$ junction of the $i$ layer was calculated based on the capacitance measurements, using the equation for general nonuniform distributions [25]. Fig. 8 shows the calculated carrier concentration of a representative 200-μm diameter device based on the data of Fig. 7.

Since the calculated carrier concentration was based on the capacitance measurements as functions of reverse bias (depletion layer capacitance), carrier concentration calculations can only be computed accurately at deep distances (close to the i-n+ junction). The doping level of the $i$ layer increased from (2.8 ± 0.9) × 10¹⁴ cm⁻³ to (13 ± 5) × 10¹⁶ cm⁻³ among the 400-μm diameter devices and from (0.8 ± 0.4) × 10¹⁴ cm⁻³ to (3 ± 2) × 10¹⁶ cm⁻³ among the 200-μm diameter devices as the $i$ layer reached the i-n+ junction, at room temperature.

4. $^{55}$Fe photon counting X-ray spectroscopy

4.1. Measurements with an $^{55}$Fe radioisotope X-ray source

X-ray spectra were accumulated using representative 200-μm and 400-μm diameter devices to characterize their X-ray detection performance. An $^{55}$Fe radioisotope X-ray source was positioned 5 mm above the top of the device under test. Each device was
connected in turn to a custom made, single channel, charge sensitive preamplifier. The preamplifier was of a feedback resistorless design, similar to Ref. [28], and had a Vishay Siliconix 2N4416 JFET as the input transistor. The output signal of the preamplifier was shaped and amplified using an Ortec 572A shaping amplifier. Digitization was achieved using an Ortec EASYMCA multi channel analyzer (MCA). The live time for each obtained spectrum was 180 s.

X-ray spectra were obtained for both devices at the optimum shaping time for the currently reported GaAs detector-preamplifier system, which was found to be 10 μs and at a range of applied reverse biases, from –5 V to –30 V with a 5 V step. The detected 55Fe photopeak was the combination of the characteristic lines of the 55Fe radioisotope X-ray source: Mn Kα at 5.9 keV and Mn Kβ at 6.49 keV [29]. Gaussians were fitted to the detected photopeak taking into account the relative emission ratio [29] and the relative efficiency of the detectors for the 5.9 keV and the 6.49 keV peaks. The position of the zero energy noise peak and the position of the fitted Mn Kα peak were used for the energy calibration of each spectrum. The best energy resolution (FWHM at 5.9 keV) of each device was achieved at –5 V reverse bias; 625 eV and 740 eV for the 200 μm and the 400 μm diameter device, respectively.

Fig. 9 shows the obtained 55Fe spectra with the 200 μm and 400 μm diameter device both at –5 V reverse bias, 10 μs shaping time and at room temperature. The counts of the zero energy noise peak were limited by setting the MCA low energy cut-off at 0.8 keV and at 1.0 keV for the 200 μm (Fig. 9a) and the 400 μm (Fig. 9b) diameter device respectively. However, a small portion of the right hand side of the zero energy noise peak of the preamplifier can be seen in Fig. 9a. The low energy tailing of the photopeak was attributed to possible partial charge collection of charge created in the non-active layers of the devices, similarly to Refs. [21,30]. The valley-to-peak (V/P) ratios were 0.030 and 0.034, for the 200 μm (Fig. 9a) and the 400 μm (Fig. 9b) diameter device respectively.

4.2. Noise analysis

The FWHM of the 5.9 keV peak was measured for all obtained spectra and can be seen in Fig. 10 as a function of applied reverse bias, for both devices at 10 μs and room temperature. The FWHM of the 5.9 keV peak was found to slightly increase from 625 eV at –5 V reverse bias to 685 eV at –30 V reverse bias for the 200 μm diameter device. Similarly, the FWHM of the 5.9 keV peak was found to increase from 740 eV at –5 V reverse bias to 780 eV at –30 V reverse bias for the 400 μm diameter device. Explanation of this increase in FWHM at greater reverse biases requires discussion of the noise sources affecting the resolution of the photo-peak.

There are three noise components which affect the energy resolution of any non-avalanche semiconductor X-ray spectrometer [31]. These are the Fano noise, FN, the electronic noise, A, and the incomplete charge collection noise, R. The Fano noise is the result of the statistical nature of the ionization process [32] and can be calculated for each X-ray photon energy given that the Fano factor, F, and the electron hole pair creation energy, ω0, of the semiconductor material are known. Given a Fano factor of 0.12 [33] and an electron hole pair creation energy of 4.184 eV [1] for GaAs, the Fano noise was calculated to be 128 eV at 5.9 keV. The electronic noise is a result of the detector itself and the preamplifier. It comprises of white parallel noise, WP, white series noise, WS, 1/f noise and dielectric noise, D [34]. Incomplete charge collection noise is a result of carrier trapping (charge trapping noise) and recombination in the low field region (partial charge collection noise). The quadratic sum of all the noise sources gives the total energy resolution of the system.

Along with the Fano noise, the white parallel noise, the white series noise and the 1/f noise can be directly calculated [34]. The white series noise, due to the capacitance of the detector and input JFET, is inversely proportional to the shaping time, the white series noise, due to the leakage current of the detector and the input JFET, is directly proportional to the shaping time and lastly, the 1/f noise is independent of shaping time [35]. The quadratic sum of the Fano noise and the readily calculated electronic noise components (WP, WS and 1/f) was calculated for both the 200 μm and the 400 μm

Fig. 9. 55Fe spectra accumulated with (a) a 200 μm and (b) a 400 μm diameter GaAs p−-n− photodiode at –5 V reverse bias, 10 μs shaping time and room temperature along with the fitted Mn Kα and Kβ peaks (dashed lines).

Fig. 10. Total measured FWHM at 5.9 keV for the 200 μm (+ symbol) and 400 μm (filled circles) diameter devices with the calculated Fano noise, white parallel noise, WP, white series noise, WS and 1/f noise (readily calculated electronic noise components) for the 200 μm (+ symbol) and 400 μm (open circles) diameter device as a function of applied reverse bias, at 10 μs and room temperature.
diameter device as functions of applied reverse bias at 10 μs shaping time and room temperature, and can be seen in Fig. 10. It was found to increase slightly from 254 eV at −5 V reverse bias to 293 eV at −30 V reverse bias for the 200 μm diameter device and from 257 eV at −5 V reverse bias to 284 eV at −30 V reverse bias for the 400 μm diameter device, all at 10 μs.

Since the white parallel noise is dominant over the white series noise contribution at long shaping times, the increase in the total measured FWHM of the 5.9 keV peak as the reverse bias increased from −5 V to −30 V, shown in Fig. 10, was expected and was in agreement with the increase of the quadratic sum of the Fano noise and the readily calculated electronic noise components as the reverse bias increased. Although the 400 μm diameter device capacitance (2.1 pF for $|V_b| \geq 5$ V) was greater than that for the 200 μm device (1.1 pF for $|V_b| \geq 5$ V), the contribution of the white series noise was less significant at 10 μs compared to the contribution of the white parallel noise (4.9 pA and 5.8 pA at −30 V reverse bias for the 400 μm and 200 μm diameter device respectively), resulting in similar quadratic sums of Fano, white parallel, white series, and 1/f noise at all reverse biases for both devices.

The difference between the measured FWHM at 5.9 keV and the calculated quadratic sum of the Fano and the readily calculated electronic noise components ($W_e$, $W_p$, and 1/f) was attributed to dielectric noise, $D$, (due to lossy dielectrics at the proximity of the input of the preamplifier [35]) and incomplete charge collection noise, $R$. The quadratic sum of the dielectric and incomplete charge collection noise was calculated for both the 200 μm and the 400 μm diameter device as functions of applied reverse bias at 10 μs shaping time and room temperature, and can be seen in Fig. 11. It was found to be independent of shaping time with an average of (590 ± 20) eV for the 200 μm and of (710 ± 20) eV for the 400 μm diameter device, respectively. The non-dependence of the quadratic sum of the dielectric and charge trapping noise with the applied reverse bias suggested that the contribution of the charge trapping noise was insignificant. The dielectric noise was expected to be independent of the applied reverse bias for $|V_b| \geq 5$ V, since the dielectric noise is proportional to the capacitance of the lossy dielectrics [35] and the capacitances of both devices are independent of the reverse bias for the same range. The charge trapping noise was expected to vary with detector reverse bias. Increased reverse bias can result in less trapping noise due to improved charge transport. Hence, it may be assumed that even at −5 V reverse bias, there was no significant charge trapping noise. Consequently, it can be said that there was (590 ± 20) eV and (710 ± 20) eV dielectric noise when the 200 μm and the 400 μm diameter device was used respectively. The higher dielectric noise of the 400 μm diameter device-preamplifier system compared to the 200 μm diameter device-preamplifier system was attributed to the higher capacitance of the 400 μm diameter device.

To conclude, both devices had similar quadratic sums of Fano, white parallel, white series, and 1/f noise at all reverse biases at 10 μs, as can be seen in Fig. 10, but the higher capacitance of the 400 μm diameter device than that of the 200 μm diameter device resulted in higher dielectric noise in the 400 μm diameter spectrometer compared to that of the 400 μm diameter spectrometer. The total outcome was a better resolution (FWHM at 5.9 keV) using the 200 μm diameter device in comparison with the 400 μm device. The energy resolution of the 200 μm p+-i-n+ mesa photodiodes reported here (625 eV) is the best reported for this type of device, but is not as good as the best experimental reports of GaAs p+-i-n+ structures grown on a semi-insulating substrates with Schottky contacts. Erd et al. reported 300 eV FWHM at 5.9 keV [18] and Owens et al. reported 266 eV FWHM at 5.9 keV [2,17], both at room temperature. These very good performance was attributed to ultra low noise read out electronics used. In both cases, the detector and the input JFET of the preamplifier were mounted on the same low-loss substrate [2,18] which is believed to reduce the dielectric noise contribution. The dielectric noise may be the main source of noise limiting the spectral resolution of the currently reported system. However, the best energy resolution of the 200 μm device reported here (625 eV) is better than previously reported results for same diameter, thinner devices (745 eV FWHM at 5.9 keV for a 7 μm i layer [21] and $\approx$ 800 eV FWHM at 5.6 keV for 3 μm i layer [20]), coupled to similar front end electronics, possible due in part to the lower capacitance of the 200 μm diameter device compared to those previously reported which resulted in less $W_e$, 1/f and dielectric noise contributions and improved GaAs material quality.

5. $^{63}$Ni β− particle spectroscopy

$^{63}$Ni (endpoint energy=66 keV) β− particle spectrum was acquired using the 200 μm diameter device, in order to investigate its use for β− particle and electron counting spectroscopy. Electron absorption in the device was first simulated using the computer program CASINO [36,37], the results of which are presented below. Subsequently, the accumulated $^{63}$Ni spectrum is shown and the results are discussed based on the simulations and the accepted $^{63}$Ni β− spectrum.

5.1. CASINO simulations

The computer program CASINO allows Monte Carlo simulations of electrons interacting with solids [36,37]. More specifically, the trajectories of electrons while they pass through a material can be calculated in three spatial dimensions. Such simulations give an indication of how the structure of the device (thickness of dead layers and active layers) affects the total energy detected (depotted in the active layer) at the device. The geometry of the detector was defined in CASINO with the structure shown in Table 1. Since the top Ohmic contact covered 45% of the face of the 200 μm diameter device (55% of the face being open to illumination), simulations were carried out for situations without and with the contact to cover both cases. The inactive Nickel overlayers (~1 μm) covering the $^{63}$Ni radioisotope β− particle source was also included in the simulations as was the N2 (air) layer (5 mm) between the $^{63}$Ni radioisotope β− particle source and the top of the detector.

A total of 4000 electrons were simulated with energies from 1 keV to 66 keV, forming a point source at the face of the device for simplicity. The simulated electrons had energies from 1 keV to 66 keV (the $^{63}$Ni endpoint energy), with a step of 1 keV. The
maximum depths to which electrons of specific energy can penetrate before being completely absorbed in the device, both when they were not interacting with the top Ti/Au contact (55% of the area of the face of the 200 μm diameter device) and when they were interacting with the top Ti/Au contact (45% of the area of the face of the 200 μm diameter device), were calculated using CASINO and can be seen in Fig. 12 as a function of electrons energy. To explore the attenuating effects of the inactive Nickel overlayer of the source in addition to the air and contacts, the final absorption depth of the simulated electrons as a function of their energy when only the p+–i–n− structure was taken into account (i.e. no inactive Nickel overlayer, air or Ti/Au contacts) and thus p+ layer being the only dead layer, is also presented in Fig. 12.

The electrons lose their energy along their path through the device. A percentage of the particle energy incident on the device was deposited in the dead layers reducing the total particle energy deposited in the active i layer, therefore reducing the energy detected. The total energy of particles up to 25 keV, when not passing through the Au/Ti top Ohmic contact and the total energy of particles up to 28 keV, when passing through the Au/Ti top Ohmic contact was absorbed within the top dead layers (i.e. inactive Ni overlayer, air, contacts and p+ layer). A percentage of the electrons with energies equal to and higher than 60 keV (for both including and not including the Au/Ti top Ohmic contact) were also absorbed in the n− layer/substrate reducing the available particle energy being deposited at the active layer. More specifically, it was found that 0.1% (for 60 keV) to 1.4% (for 66 keV) of electrons, when interacting with the top contact, deposited part of their energy in the n− layer/substrate. Similarly, it was found that 0.2% (for 60 keV) to 1.7% (for 66 keV) of electrons, when they were not interacting with the top contact, deposited part of their energy in the n− layer/substrate. The maximum depth of the 66 keV electrons (63Ni endpoint energy) was found to be 13.5 μm and 13 μm when they were not passing through and when they were passing through the top contact, respectively.

For electrons or β− particles impinging directly on top of the p+–i–n− photodiode (i.e. no Nickel overlayer, air and Ti/Au contacts were taken into account), it was found that only particles of energy less than 8 keV were not reaching the active i layer (Fig. 12). Particles of energy greater than 53 keV lost part of their energy in the n− layer/substrate, with the 66 keV β− particles reaching a maximum depth of 14.5 μm. The elimination of the inactive nickel overlayer of the 63Ni radioisotope β− particle source and the air gap between the source and the top of the device along with a reduction of the thickness of the p+ layer, from 0.5 μm to ideally 0 nm (assuming the entire p+ layer were inactive, which is pessimistic) and an increase in the thickness of the i layer, from 10 μm to 14.5 μm, would result in the deposition of the total β− particle energy in the active layer and hence to the detection of all β− particles emitted from the 63Ni radioisotope β− particle source. The fact that these criteria were not fulfilled, together with the simulation results discussed below, explain the apparent endpoint energy observed in the experimental measurements presented in Section 5.2.

The calculated trajectories of 4000 electrons each having an energy of 66 keV were also used to calculate the energy being deposited in the i layer. Similarly to the previous CASINO simulations, electrons were simulated for both occasions where the electrons were incident on the top Ohmic contact and where the electrons were incident on the optical window of the detector. For both cases, the distribution of particle energy deposited in the i layer for 4000 electrons each of energy 66 keV, is presented in Fig. 13.

CASINO simulations showed that the most probable (18.6% of electrons simulated) amount of energy deposited in the i layer by 66 keV electrons incident on the optical window of the detector was 59 keV (Fig. 13a), with the maximum energy being 60 keV (0.05%). It was also found that a total of 16.2% (650 out of 4000) of the electrons were fully absorbed before reaching the i layer and thus not detected at all. When the same electrons were simulated as incident upon the top Ohmic contact, it was found that the maximum energy deposited in i layer was reduced to 59 keV, with the most probable energy (31.2%) deposited being 0 keV, followed by 57 keV (11.1%) (Fig. 13b). Hence, a 66 keV β− particle emitted from the 63Ni β− particle source can deposit in i layer of the GaAs p+–i–n− photodiode energy totaling between 0 keV and 60 keV, depending on its three dimensional trajectory. Defining the external quantum efficiency (EQE) as the ratio of the total energy detected...
can be used for counting.  

Due to a different front end configuration of the preamplifier to accommodate the 63Ni source, the optimum shaping time for the currently reported electron photodiode spectrometer, limited by the absorption of electrons (β− particles) in the top dead layers (Nickel overlayer, air, Ti/Au contacts and p+ layer).

5.2. 63Ni β− particle spectra and discussion

The 63Ni radioisotope β− particle source was positioned 5 mm above the top of the 200 μm diameter GaAs p−-i-n+ photodiode. Due to a different front end configuration of the preamplifier to accommodate the 63Ni source, the optimum shaping time for the system shortened to 2 μs. The detector was reverse biased at 10 V throughout the accumulation (live time limit = 400 s). A low energy threshold of 2 keV was set to minimize counts from the zero energy noise peak. The accumulated 63Ni β− spectrum is presented in Fig. 14. The spectrum was energy calibrated using the energy calibration derived from 55Fe radioisotope X-ray source (Mn Kα = 5.9 keV; Mn Kβ = 6.49 keV) measurements under the same conditions (shaping time, reverse bias and temperature). It should be noted that the zero energy noise peak in the accumulated 63Ni radioisotope β− particle spectrum was not entirely eliminated by the low energy threshold; the right hand side of its tail can still be seen in Fig. 14 due to additional capacitive and dielectric effects being introduced by the presence of the source [23].

The events which comprise the spectrum shown in Fig. 14 have detected energies equal to those deposited in the active layer of the device. As was discussed in Section 5.1, the energy deposited by each β− particle in the active layer of the device is different form its initial energy and dependent upon its initial energy and track through the detector. The apparent endpoint energy measured with the device was ~50 keV, which is lower than the accepted endpoint energy of the 63Ni β− spectrum. It suggested that 75% of the 66 keV particle energy was deposited at the active i layer whilst the rest was deposited at the top dead layers and n+ layer/substrate. As was discussed in Section 5.1, this was due in part to the inactive nickel overlayer of the 63Ni radioisotope β− particle source, attenuation in the air, as well as to attenuation in the inactive p+ layer of the detector. This is in accordance with the simulations which showed that the energy deposited in i layer of the GaAs p−-i-n+ photodiode from a 66 keV β− particle emitted from the 63Ni β− particle source can range between 0 keV and 60 keV, depending on its trajectory.

Although the GaAs devices reported here were not specifically designed for β− or electron spectroscopy, Fig. 14 shows that they can be used for counting β− particles and measuring the total energy being deposited in the active region of the detectors. The limiting factor of the devices for β− particle detection was found to be the thickness of the p+ layer which reduced the total β− particle energy being absorbed in the active layer. Fig. 15 shows the accepted shape of the 63Ni β− spectrum as reported by Preiss et al. [38] along with the accumulated 63Ni β− spectrum using the 200 μm diameter GaAs photodiode. Preiss et al.’s data have been normalized to the accumulated spectrum to reflect the different count rates and accumulation times.

6. Conclusions and future work

A total of 22 randomly selected GaAs p−-i-n+ mesa X-ray photodiodes have been electrically characterized at room temperature with two representative diodes being further characterized as detectors for photon counting X-ray spectroscopy and one of the diodes for β− particle counting spectroscopy. The devices had a 10 μm thick i layer. There were 14 diodes with 200 μm diameters and 8 diodes with 400 μm diameters.

The ideality factor, which was found to vary from 1.89 to 1.99 among different devices with a mean of 1.95 ± 0.02, indicated that the recombination current defined the forward current. Low leakage current densities were measured for all devices at room temperature, at an applied electric field of 50 kV/cm: it was found to vary from 4 nA/cm² to 67 nA/cm² among all diodes (both 200 μm and 400 μm diameter devices) with an average of (30 ± 20) nA/cm². The 400 μm diameter devices showed lower leakage current densities than the 200 μm diameter devices at 50 kV/cm, suggesting that the surface leakage current was not negligible, possibly due to the devices being unpassivated.

The i layer thickness and doping concentration of the devices were deduced from capacitance measurements. All the diodes were almost fully depleted at 0 V. The depletion width of the 400 μm diameter devices was found to increase from 9.9 ± 0.2 μm at 0 V to 10.6 ± 0.2 μm at 50 V. The depletion width the 200 μm diameter devices was determined to be 10 ± 1 μm at 0 V and 11 ± 1 μm at 50 V. The unintentional doping density of the i layer was found to be (2.8 ± 0.9) × 10¹⁴ cm⁻³ for the 400 μm diameter devices and (0.8 ± 0.4) × 10¹⁴ cm⁻³ for the 200 μm diameter devices.

Results demonstrating the devices’ performance as room temperature X-ray spectrometers with an 55Fe radioisotope X-ray source were reported as functions of applied reverse bias at 10 μs shaping time. The best energy resolution (FWHM at 5.9 keV) was achieved at −5 V reverse bias for both the 200 μm and a 400 μm diameter devices. The FWHM was found to increase from 625 eV at −5 V reverse bias to 665 eV at −30 V reverse bias for the 200 μm diameter detector. Similarly, the FWHM of the 5.9 keV peak was found to increase from 740 eV at −5 V reverse bias to 780 eV at −30 V reverse bias for the 400 μm diameter detector. Noise

![Fig. 14. 63Ni β− spectrum obtained with a 200 μm diameter GaAs p−-i-n+ photodiode at 2 μs shaping time, 10 V reverse bias and at room temperature.](image1)

![Fig. 15. Accumulated 63Ni β− spectrum (solid line) and accepted shape of the 63Ni β− spectrum (dashes) as reported by Preiss et al. [38].](image2)
analysis showed that the dominant source of noise of the currently reported system was the dielectric noise. It was calculated to be $(590 \pm 20)$ eV and $(710 \pm 20)$ eV when the 200 µm and the 400 µm diameter devices, respectively, were used.

A $^{63}$Ni (endpoint energy = 66 keV) $\beta^-$ spectrum was obtained with the 200 µm diameter device to characterize the GaAs photodiodes as electron detectors. CASINO simulations showed that the layers between the active $^{63}$Ni and detector (i.e. inactive Nickel overlayer of the $^{63}$Ni radioisotope $\beta^-$ particle source and 5 mm of air) and the inactive layers at the front of the detector (annular Ti/ Au contact and p + layer) limited the total energy being deposited at the active layer of the device. Simulations showed that $\beta^-$ particles with an energy of 25 keV impinging on the optical window of the detector (28 keV when impinging on the top Ohmic contact) were all absorbed before reaching the active i layer. Also, a percentage of $\beta^-$ particles with an energy higher than 60 keV was absorbed in the n + layer/substrate. CASINO simulations at the endpoint energy of the $^{63}$Ni $\beta^-$ source revealed that the detected energy of 66 keV $\beta^-$ particles can range from 0 keV to 60 keV, depending on their track. The accumulated spectrum had an apparent endpoint energy of 50 keV which suggested that 75% of the 66 keV particle energy was deposited at the active i layer. Although the GaAs devices reported here were not specifically designed for $\beta^-$ or electron spectroscopy, it can be concluded that they can be used for counting $\beta^-$ particles (electrons) and measuring the total energy being deposited in their active region.

Future work includes characterization of the devices at high temperatures as well as characterization of thicker devices having higher quantum efficiency. The elimination of the parasitic di-electrics using the same low-loss substrate for the detector and the input JFET of the preamplifier is also part of the future work and is expected to further improve the resolution of the system.
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