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Abstract

Energy use in the brain constrains its information processing power, but only about half the brain’s energy consumption is directly related to information processing. Evidence for which non-signalling processes consume the rest of the brain’s energy has been scarce. For the first time, we investigated the energy use of the brain’s main non-signalling tasks with a single method. After blocking each non-signalling process, we measured oxygen level changes in juvenile rat brain slices with an oxygen-sensing microelectrode, and calculated changes in oxygen consumption throughout the slice using a modified diffusion equation. We found that the turnover of the actin and microtubule cytoskeleton, followed by lipid synthesis, are significant energy drains, contributing 25%, 22% and 18%, respectively, to the rate of oxygen consumption. In contrast, protein synthesis is energetically inexpensive. We assess how these estimates of energy expenditure relate to brain energy use in vivo, and how they might differ in the mature brain.
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Introduction

Energy availability limits information processing in the brain,\textsuperscript{1–3} which consumes energy disproportionately in relation to its fraction of total body mass.\textsuperscript{4,5} The brain’s most salient feature is neuronal communication, and the energetic cost of the different cellular processes underlying signalling have been well-described.\textsuperscript{1–3,6–11} Most energy use is on the removal of sodium ions that enter neurons to generate synaptic and action potentials.\textsuperscript{1,6,11} However, inhibiting the sodium-potassium ATPase, without which signalling activity ceases, has shown that around 45% of the brain’s baseline energy use \textit{in vivo} is consumed on non-signalling processes,\textsuperscript{12} which is considerably more than is estimated or assumed in many models of brain energy use.\textsuperscript{1,11,13,14} Surprisingly, it is largely unknown which non-signalling processes consume the rest of the brain’s energy.

Often called ‘housekeeping’ processes, the many tasks that the brain performs in addition to signalling provide the scaffold on which signalling, plasticity and the encoding of memory can occur. The actin cytoskeleton regulates the morphology of the mature neuron, as well as its growth in development,\textsuperscript{15–18} and modulates synaptic function.\textsuperscript{19,20} To do this, the actin cytoskeleton treadmills continuously, by adding G-actin monomers to one end of strands of F-actin and releasing them at the other end.\textsuperscript{21} Along the F-actin polymer, ATP bound to G-actin gets hydrolysed to ADP.\textsuperscript{22} Bernstein and Bamburg\textsuperscript{23} claimed that actin cycling accounted for half of all energy use in neuronal cultures but, as their experimental method suppresses neuronal glutamate release, this fraction is likely to be overestimated.\textsuperscript{24} Conversely, modelling of actin and microtubule turnover suggested that less than 1% of total brain energy use was spent on actin treadmilling, and even less
Experimental data on the energetic cost of microtubule turnover are lacking, even though microtubules also exist in a state of dynamic instability, growing and shrinking in an energy-dependent manner, and hydrolysing tubulin-bound GTP along the way.\textsuperscript{25–28}

Alongside continuous actin and microtubule restructuring, phospholipids and proteins must be synthesised in the brain. Experimental data for the energy use of either process are scarce, but protein synthesis was estimated theoretically to account for no more than 2\% of the total consumption of ATP in the brain\textsuperscript{1,29} and retina.\textsuperscript{14} While phospholipid synthesis was once thought to be similarly inexpensive,\textsuperscript{14,30} Purdon and Rapoport\textsuperscript{31} calculated that up to 25\% of total brain ATP may be used on phospholipid metabolism, mainly on maintenance of the phosphorylation state of lipids (12\%), with another 8\% of total ATP spent on transport of phospholipids through the phospholipid bilayer to maintain lipid asymmetry across the membrane,\textsuperscript{32} and 5\% on recycling and incorporation of short-lived fatty acids inside phospholipids.

Here, we present the first experimental evidence investigating, with a single approach, the relative contributions of the main non-signalling processes to the developing brain’s energy budget. We blocked actin treadmilling, microtubule turnover, or lipid or protein synthesis in developing rat brain slices. By measuring oxygen level changes with an oxygen-sensing microelectrode as a proxy for energy expenditure, and modelling oxygen use throughout the slice, we could estimate the energy used on each process.
Materials and Methods

Slice preparation

Experimental protocols were approved by UCL’s Animal Welfare and Ethical Review Body. Procedures complied with the regulations of the Animals (Scientific Procedures) Act 1986 and reporting follows the ARRIVE (Animal Research: Reporting of In Vivo Experiments) guidelines. Following cervical dislocation (no anaesthesia was required for animals of the age and size used), hippocampal slices (300 µm thick) from male and female P10 rats were cut on a Leica VT1200 S vibratome using ice-cold slicing solution containing (mM) 124 NaCl, 10 D-glucose, 26 NaHCO₃, 2.5 KCl, 1 NaH₂PO₄, 2 MgCl₂, 2.5 CaCl₂, and 1 kynurenic acid (bubbled with 95% O₂/5% CO₂). The dissection followed the ‘magic cut’ method to maintain synaptic connectivity, using an angle of 10° for the ‘magic cut’ to preserve the CA1 region. Slices were used 1-5 hours after slicing. HEPES-buffered artificial cerebrospinal fluid (aCSF), to which blockers were added, was bath-applied (at 2.5 ml/min) while submerged slices rested on the glass bottom of a bath on the Zeiss LSM 710 microscope stage. The bath volume was 2 ml, and solution flowed over the top, but not the bottom, of the slice. Slices and electrode placement were observed using a x25 lens. The aCSF pH was adjusted to 7.4 with NaOH, and contained (mM) 140 NaCl, 10 D-glucose, 2.5 KCl, 10 HEPES, 1 NaH₂PO₄, 1 MgCl₂, and 2 CaCl₂ (osmolarity 300 mmol/kg, bubbled with 100% oxygen, and heated to 36-37°C).
To establish whether spontaneous signalling had a detectable effect on $O_2$ consumption, postsynaptic currents were inhibited with 10 µM NBQX + 50 µM D-AP5, presynaptic transmitter release and postsynaptic events were blocked with 250 µM cadmium, or action potentials and evoked synaptic events were inhibited with 1 µM TTX.

Actin polymerisation was reversibly blocked with cytochalasin D, which binds to the plus end of F-actin and prevents G-actin monomer attachment. Cytochalasin does not affect action potential propagation and duration in cardiac muscle cells. Cytochalasin D was dissolved in DMSO and made up in aCSF to a final concentration of 10 µM. When cytochalasin is applied extracellularly, maximal inhibitory effects are achieved with a concentration of 10 µM, and the time needed for maximal efficacy is 3-4 minutes. In order to verify that cytochalasin D does indeed inhibit actin treadmilling, we imaged isolectin B$_4$ labelled microglia in hippocampal slices (see Supplementary Methods and Supplementary Figure 1). At rest, microglia constantly survey the brain by moving their processes. If actin treadmilling is inhibited, the continuous rearrangement of actin underlying microglial process movement should cease, and motility should decline.

Cytochalasin D, the most potent of the cytochalasins, was chosen over jasplakinolide, another inhibitor of actin treadmilling, because the latter can promote F-actin polymerization as well as stabilization, and apoptosis, and was preferred over latrunculin because the latter drug distorts cell shape far more than cytochalasin D. Nevertheless, we also applied jasplakinolide to some slices, as Bernstein and Bamburg stated that it reduced ATP use more effectively than cytochalasin D in neuronal cultures.
In hippocampal slices, jasplakinolide has been used at concentrations from 0.1-10 µM\textsuperscript{41,37} without changing the electrophysiological properties of neurons.\textsuperscript{41} We used 1 µM.

Microtubule turnover was reversibly inhibited with 25 µM nocodazole (dissolved in DMSO), a non-cytotoxic microtubule-depolymerizing agent binding to beta-tubulin.\textsuperscript{42} This concentration was shown to be effective when bath-applied onto hippocampal slices without altering neuronal electrophysiological characteristics,\textsuperscript{43} and nocodazole depolymerises microtubules within minutes.\textsuperscript{44}

To arrest fatty acid synthesis we used 60 µM 5-(tetradecyloxy)-2 furoic acid (TOFA), which inhibits the acetyl-CoA carboxylase required to catalyse the carboxylation of acetyl-CoA.\textsuperscript{45} TOFA was dissolved in DMSO and 0.5% albumin to avoid precipitation. On adipocytes, 50 µM TOFA is efficacious within 15 minutes.\textsuperscript{46} Application of 60 µM TOFA for up to one hour does not alter neuronal viability.\textsuperscript{45}

Anisomycin, an inhibitor of mRNA translation, was used at 20 µM (dissolved in DMSO) to inhibit protein synthesis. Anisomycin blocks protein synthesis within minutes at this concentration in hippocampal slices without affecting basal synaptic transmission.\textsuperscript{47,48}

To inhibit the sodium-potassium ATPase, 1 mM ouabain was applied for 10 min, in external solutions containing either 2 mM Ca\textsuperscript{2+} or 2 mM EGTA. To block all oxidative phosphorylation 25 µM antimycin was applied for 20 min.

Equal percentages (see Supplementary Methods) of solvents or carrier proteins used were added to all the extracellular solutions in any particular experiment, in order to rule out any confounding effects they may have. See Supplementary Methods for drug preparation and purchasing information.
**Oxygen recordings**

A Unisense Clark-type oxygen microsensor (OX-10), which generates a current proportional to the oxygen concentration,\(^{49}\) was used to measure the oxygen level at the slice surface (in the CA1 region of the hippocampus) and at 3 different depths in the slice before, during, and after the application of a blocker of each non-signalling process (see Figure 1 and Supplementary Methods). Recordings were calibrated (Figure 1D) using solutions bubbled with known partial pressures of oxygen (converted to mM using Henry’s law and the solubility\(^{50}\) of O\(_2\); see Supplementary Methods).

Since the electrode moved across the hippocampus when being lowered into the slice along its axis (starting from CA1 and usually not venturing beyond the stratum lacunosum-moleculare), we established that the baseline oxygen level was similar throughout the hippocampus by measuring the surface oxygen level at 28 points across 9 hippocampal regions (Figure 2A and B). We further determined the energy consumption on spontaneous electrical signalling in the hippocampal slice by blocking distinct signalling-related processes (Figure 2C).

**Modelling oxygen consumption through the slice**

The [O\(_2\)] depth profiles obtained in each condition were used to model oxygen consumption throughout the slice, as in Hall et al.\(^{51}\) The depth profile data points,
obtained during continuous flow of the solution superfusing the slice, were fitted with steady-state solutions of the following modified diffusion equation:

\[
D \frac{\partial^2 c}{\partial x^2} = V_{\text{max}} \frac{c}{c + K_m}
\]

(1)

where \( D = 1.54 \times 10^{-9} \text{ m}^2/\text{s} \) is the diffusion coefficient of \( \text{O}_2 \) in brain at \( 37^\circ \text{C} \), \( c \) is oxygen concentration, \( x \) is distance into the slice in \( \mu \text{m} \), \( V_{\text{max}} \) denotes the maximum rate of oxidative phosphorylation at saturating oxygen concentration in mM/min, and \( K_m = 1 \mu \text{M} \) is the EC\(_{50}\) for oxygen activating oxidative phosphorylation. In Eqn. (1), the left-hand side represents diffusion and the right-hand side represents the consumption of oxygen by mitochondria. This was solved using the \textit{pdepe} function in MATLAB (The MathWorks; scripts available on request). At the bottom of the slice, we applied the boundary condition \( \delta c/\delta x = 0 \).

Above the surface of a slice there is an unstirred layer of solution with no oxygen consumption, but only oxygen diffusion towards the slice from the bulk solution above\(^{51,54}\) with a diffusion coefficient for oxygen in water at \( 37^\circ \text{C} \) of \( 2.68 \times 10^{-9} \text{ m}^2/\text{s} \).\(^{55}\) Consequently, the oxygen concentration in the unstirred layer gradually approaches that of the bulk solution with greater distance from the membrane.\(^{54}\) In slices across all experimental conditions, the unstirred layer was measured after the experiment and incorporated into the fits of slice oxygen data in order to more accurately estimate changes in \( \text{O}_2 \) consumption in the slice from changes in the \( \text{O}_2 \) depth profiles (see Supplementary Methods).
Individual depth profiles, and depth profiles averaged over all slices, including the unstimred layer above the slice surface, were fitted with the non-linear least-square curve fitting function *lsqcurvefit* in MATLAB. All fits were evaluated by calculating the proportion of the sum of the squared residuals (difference between data and fit) explained by the fit ($R^2$), and all fits in this paper had $R^2 > 0.95$.

Most analyses involved measuring the [O$_2$] profile through the depth of the slice; however, some experiments examined only the [O$_2$] on the slice surface. Although the surface cell layer can be damaged by the slicing process$^{33,56}$ up to a depth of ~10 to 35 µm, this does not invalidate the use of surface [O$_2$] measurements to assess the [O$_2$] consumption of the slice, because the surface [O$_2$] does not just reflect local metabolic activity, but reflects O$_2$ use throughout the slice, and thus changes when metabolic activity is altered (see plots in Figures 4A-B, 5A-B and 6A).

*Statistics*

Data are shown as mean ± standard error of the mean (s.e.m.). After confirming that the data were normally distributed using the Kolmogorov-Smirnov test, one-way or two-way ANOVAS (repeated-measures where appropriate) or paired or one-sample t-tests were used to compare means, and data were corrected for multiple comparisons with Dunnett’s post hoc test or a modified Holm-Bonferroni correction (see Supplementary Methods). Degrees of freedom are reported in brackets after the t or F statistic, respectively.
Results

*Baseline hippocampal oxygen levels are uniform in hippocampal slices*

The hippocampus comprises different functional areas which might have different baseline energy uses. The oxygen electrode moved laterally through the slice when lowered along its axis so, although it mostly remained in the CA1 region, we investigated whether regional differences in baseline \([O_2]\) might affect our results. We tested this by measuring the oxygen level at the slice surface at 28 points across 9 hippocampal regions (Figure 2A and B). No significant difference in \([O_2]\) across regions was detected (F(8,72)=0.44, p=0.89, n=9 slices), suggesting no significant difference in O\(_2\) use between hippocampal areas. This implies that moving the oxygen electrode across the slice during the process of lowering it into the slice would not have an effect on the measured \([O_2]\).

*No O\(_2\) use associated with spontaneous activity can be detected in brain slices*

Most brain energy is used on synaptic and action potentials\(^1\), and this can be detected as changes of \([O_2]\) level in response to electrical stimulation in hippocampal slices.\(^{51}\) However, endogenous synaptic activity is less in brain slices than in the brain, because long range connections are disrupted by the slicing. We investigated oxygen use evoked by spontaneous electrical activity by blocking either postsynaptic currents (using 10 µM NBQX + 50 µM D-AP5, n=9 slices), presynaptic transmitter release and postsynaptic events (using 250 µM cadmium, n=6 slices), or action potentials and synaptic events (using 1 µM TTX, n=9 slices). None of these manipulations significantly changed the oxygen level at the slice surface (F(3,29)=1.4, p=0.26, Figure 2C), suggesting that ongoing electrical activity in the slice is too weak to be detected from its
O₂ consumption. The absence of spontaneous signalling activity facilitated selective measurement of the O₂ use of non-signalling processes, but also implies that the percentage of O₂ use that we measure for non-signalling tasks (below) would be a smaller percentage of total brain O₂ consumption in vivo, where synaptic and action potentials consume more energy (see Discussion).

[insert Figure 2 here]

Unstirred layer parameters

In the following experiments, we fit measurements of O₂ concentration throughout the slice and the unstirred layer above the slice to obtain a value for the rate of oxygen consumption in the slice. We incorporated the value of [O₂] at the top of the unstirred layer (which corresponds to the oxygen level in the bulk solution) in order to more accurately estimate changes in O₂ consumption in the slice from changes in the O₂ depth profiles (see Materials and Methods and Supplementary Methods). The unstirred layer width averaged across the cytochalasin D, nocodazole, ouabain, and anisomycin conditions in 17 slices was 235±10 µm, and the [O₂] in the bulk solution at the top of the unstirred layer was 0.57±0.05 mM (less than the 1.04 mM in the solution reservoir bubbled with 100% O₂ due to O₂ loss to the air above the reservoir and through the perfusion tube walls). Neither the width of the unstirred layer nor the [O₂] at the top of the unstirred layer differed significantly between these conditions (F(3,13)=2.8, p=0.08 and F(3,13)=2.2, p=0.13, respectively, n=17 slices).

For experiments containing albumin as a carrier protein for the lipid synthesis blocker TOFA, the unstirred layer parameters were significantly different. The unstirred
layer width in 4 slices was 165±21 µm, and the [O$_2$] at the top of the unstirred layer was 0.86±0.45 mM. In the bulk solution outside the unstirred layer (unaffected by the slice’s oxygen consumption), the [O$_2$] above 17 slices superfused with solution not containing albumin was 0.59±0.04 mM, but was 0.92±0.02 mM when external solutions containing albumin were used. Therefore, the raised baseline [O$_2$] in experiments using solutions containing albumin (described below) is an effect of a greater saturation of the bulk solution with oxygen, which may come about because the albumin foam formed on the surface of solution bubbled with gas impedes the loss of the bubbled O$_2$ to the air above.

*Blocking all oxidative phosphorylation raises the [O$_2$] to the bulk solution level*

In order to confirm that our method of measuring [O$_2$] in a brain slice with an oxygen electrode does indeed reflect changes in cellular respiration, we verified that blocking all oxidative phosphorylation in a brain slice elevated [O$_2$] at the slice surface to bulk solution levels. Application of 25 µM antimycin, a respiratory chain inhibitor, increased the oxygen concentration at the slice surface within 1-2 minutes of application. After 15 minutes, the oxygen concentration at the surface of the slice (0.60±0.02 mM) was not significantly different from that in the bulk solution of the bath (which in these experiments was 0.66±0.01 mM, t(3)=1.88, p=0.16, n=4 slices), and was much larger than the surface oxygen level before drug application (0.24±0.06 mM). Consistent with this, the variation of [O$_2$] with depth was abolished within minutes when oxygen consumption throughout the whole slice ceased (Figure 3A).
**Oxygen level changes after block of non-signalling processes**

Figure 3B-E shows sample traces for oxygen level changes at the slice surface for each non-signalling process that was blocked and the recovery of the oxygen level after the blocker was removed, while Figure 3E shows oxygen level changes after block of the sodium pump. At the end of each experiment, to check the health of the slice, 1 mM glutamate was applied to activate a cation influx through ionotropic receptors and thus increase oxygen consumption. For all drugs, oxygen level was measured as a function of depth in the slice, and these depth profiles were used to calculate the rate of oxygen consumption through the slice, by solving a modified diffusion equation (see Materials and Methods and Supplementary Methods). These rates of oxygen consumption are quantified in Figures 4-6.

[insert Figure 3 here]

**Blocking actin or microtubule cycling reduces oxygen consumption**

To investigate the effect on energy consumption of blocking actin treadmilling, 10 μM cytochalasin D was applied to the slice to arrest actin polymerisation. At the end of the cytochalasin D application (Figure 3B), the oxygen level at the slice surface was elevated from 0.33±0.02 mM to 0.43±0.02 mM (n=8), suggesting that some slice oxygen consumption is due to actin treadmilling. On removing cytochalasin D, the oxygen level recovered to 0.32±0.02 mM (Figure 4A). Subsequently applying glutamate lowered the surface oxygen level to 0.23±0.02 mM, reflecting oxygen consumption to fuel synaptic depolarisation. A two-way repeated measures ANOVA for treatment (baseline, cytochalasin D, recovery, glutamate) and position in the slice (surface, -50 μm, -100 μm, -
150 µm) showed a main effect of condition on oxygen level across all depths used in the depth profile ($F(3,21)=33.9$, $p=2.1\times10^{-8}$, $n=8$ slices). With Dunnett’s post-hoc test, the oxygen levels in cytochalasin differed significantly from control ($t(21)=8.42$, $p=9.1\times10^{-9}$), and there was no difference in the oxygen levels between the baseline and recovery conditions ($t(21)=1.01$, $p=0.63$). Glutamate application also significantly changed the oxygen levels relative to baseline ($t(21)=10.81$, $p=3.9\times10^{-12}$, 8 slices). Similarly, when 1 µM jasplakinolide, another actin cycling blocker that can, however, also promote polymerization, was applied, the surface oxygen level rose from 0.23±0.03 mM to 0.28±0.02 mM ($t(6)=5.56$, $p=0.004$) in 3 slices.

We then modelled the rate of oxygen consumption through the slice. After the $[O_2]$ depth profiles were fit (Figure 4A) with the modified diffusion equation (Eqn. 1) incorporating the unstirred layer, the resulting values of $V_{max}$, the maximum rate of oxidative phosphorylation at saturating $[O_2]$, were normalised to the initial control value for each slice. On average, the $V_{max}$ in cytochalasin D was 0.75±0.05 of that in the initial control condition (Figure 4C, $t(7)=-4.8$, $p=0.005$, 8 slices). On removing cytochalasin D, $V_{max}$ recovered to 1.03±0.04 of the initial control value ($t(7)=0.88$, $p=0.41$). In glutamate, the average $V_{max}$ rose to 1.70±0.1 of the initial control value (Figure 4C, $t(7)=4.29$, $p=0.007$, 8 slices). These results suggest that a significant fraction of the slice’s resting energy budget, 25%, is spent on actin cycling. Two-photon imaging of ongoing microglial motility before and after the application of cytochalasin D confirmed that the drug rapidly and effectively inhibited microglial movement and therefore actin cycling (Supplementary Figure 1C, $n=15$ cells from 5 slices).
In order to inhibit microtubule turnover, 25 µM nocodazole, a microtubule-depolymerising agent, was perfused onto the slice. Microtubule turnover also contributes to resting brain slice oxygen use, as applying nocodazole (Figure 3C) raised the oxygen level at the slice surface from 0.28±0.02 mM to 0.36±0.03 mM. This recovered to 0.30±0.03 mM on removing the nocodazole (Figure 4B), while glutamate lowered the surface oxygen level to 0.22±0.02 mM (n=8). A two-way repeated measures ANOVA again showed a main effect of condition on oxygen level across all depths in the slice (F(3,21)=37.8, p=1.2x10⁻⁸, n=8 slices). Oxygen levels across depth in nocodazole differed significantly from baseline (Figure 4B, t(21)=8.03, p=2.9x10⁻⁸) and the surface oxygen level after recovery from nocodazole application was indistinguishable from baseline (t(21)=1.59, p=0.29). Similarly, glutamate application significantly lowered [O₂] relative to the control condition (t(21)=7.28, p=2.6x10⁻⁷, n=8 slices).

As in the previous experiment, these data were used to model oxygen consumption through the slice. When microtubule turnover was blocked with nocodazole (Figure 4D), the $V_{\text{max}}$ derived from the [O₂] depth profiles was reduced to 0.78±0.04 (t(7)= -5.6, p=0.002, n=8 slices) of the control value, and recovered to 0.96±0.03 of the control value on removing nocodazole (t(7)= -1.9, p=0.09). In glutamate, $V_{\text{max}}$ increased to 1.48±0.10 of the baseline value (t(7)=4.6, p=0.005, n=8 slices). Surprisingly, therefore, microtubule turnover also accounts for a substantial 22% of the slice’s baseline oxygen use. After the slices recovered from either actin or microtubule turnover inhibition, activating glutamate receptors throughout the slice by superfusing glutamate increased the energy use by 50-70%. The magnitude of the $V_{\text{max}}$ change after glutamate application...
was not significantly different in the cytochalasin D versus the nocodazole condition (t(14)=−0.4, p=0.67).

[insert Figure 4 here]

Since excitatory synaptic currents are thought to consume most ATP in the brain, we were concerned that our estimates of the energy use on cytoskeletal recycling could be confounded if the drugs used affected the frequency of excitatory synaptic currents (see Supplementary Figure 1A and B). We therefore whole-cell patch-clamped area CA1 pyramidal cells and monitored spontaneous EPSCs while applying either cytochalasin D or nocodazole (see Supplementary Methods). Neither drug significantly altered the number of EPSCs occurring during the last 6 minutes in each condition (F(2,14)=1.69, p=0.23 for cytochalasin D and F(2,8)=0.56, p=0.59 for nocodazole, both n=8 slices).

**The energy used on lipid and protein synthesis**

We next investigated the contributions of phospholipid and protein synthesis to the slice’s energy expenditure. Previous estimates of the energy consumption of protein synthesis are unanimously very low, at ~2% of the total energy budget, but vary between 2% and 25% for lipid metabolism.

We first applied blockers of both phospholipid synthesis (60 µm TOFA) and protein synthesis (20 µM anisomycin) together. In the experiments containing TOFA, serum albumin had to be present in the external solutions to prevent precipitation of the drug. Albumin increased the concentration of oxygen in the solutions (see above), which altered oxygen levels at the slice surface (F(2,16)=12.74, p=0.006, n=4 slices). Application of 0.5% albumin (together with 0.55% DMSO) reversibly raised the oxygen level at the surface of the resting slice from
0.34±0.03 mM to 0.56±0.06 mM (t(6)=10.1, p=0.8x10^{-5}). The surface oxygen level recovered to 0.34±0.05 mM after albumin was washed off (t(6)=41, p=0.88, n=4 slices). As albumin was added to all solutions in the lipid synthesis block experiments, the baseline oxygen level was uniformly raised throughout these experiments. To test whether, by altering the oxygen level in the superfused solution, albumin changed the oxygen consumption of the slice in control conditions, we assessed the total oxygen consumption as being proportional to the amount of O$_2$ diffusing through the unstirred layer towards the slice. This flux is proportional to the difference between the oxygen level at the top of the unstirred layer (a mean value for which was averaged over all slices) and at the slice surface (measured for each individual slice), divided by the width of the unstirred layer (averaged over all slices). This parameter did not differ between experiments without albumin in the external solution (1.22±0.07, n=31 slices) and those using external albumin (1.36±0.26, n=5 slices, t(34)= -0.7, p=0.49).

After lipid and protein synthesis were blocked using 60 μM TOFA and 20 μM anisomycin (Figure 5A), the oxygen level at the slice surface rose from 0.63±0.04 mM to 0.68± 0.04 mM (t(12)=6.2, p=7.0x10^{-5}). On removal of the drugs, the [O$_2$] recovered to 0.64±0.03 mM (t(12)=2.06, p=0.14), and on applying glutamate it fell to 0.49±0.05 mM (t(12)=17.01, p=4.4x10^{-16}). An overall two-way repeated measures ANOVA showed a main effect of condition on oxygen levels across depths (F(3,12)=79.1, p=3.75x10^{-8}, n=5 slices).

We then blocked protein synthesis alone with 20 μM anisomycin (Figure 5B) to isolate its contribution to the slice’s oxygen consumption. There was no significant change
in oxygen level at the slice surface between baseline (0.32±0.05 mM), anisomycin (0.32 ± 0.05 mM, t(9)=0.66, p=0.85) and recovery (0.33±0.04 mM, t(9)=0.96, p=0.67). However, [O$_2$] again fell significantly in glutamate to 0.23±0.04 mM (t(9)=10.98, p=2.14x10$^{-7}$).

When modelling the rate of oxygen consumption through the slice, the $V_{\text{max}}$ for O$_2$ usage after inhibition of both lipid and protein synthesis (Figure 5C) fell to 0.82±0.05 of the control value (t(4)=-4.1, p=0.04), recovered to 0.96±0.07 of the control value on removing the blockers (t(4)=-0.66, p=0.54), and increased to 1.63±0.15 of the control value (t(4)=4.61, p=0.02) in glutamate. For protein synthesis block alone (Figure 5D), the $V_{\text{max}}$ for O$_2$ usage in anisomycin relative to baseline was 1.03±0.03, not significantly different from the control value (t(3)=1.15, p=0.33). After removing the drug, the recovery value was 0.97±0.02 of the control value (t(3)=1.9, p=0.30), while $V_{\text{max}}$ in glutamate rose to 1.54±0.08 of the control value (t(3)=6.39, p=0.02). From the data above, it can therefore be estimated that lipid and protein synthesis together require 18% of the brain’s resting O$_2$ use. Lipid synthesis likely accounts for most of this figure, as protein synthesis uses too little of the slice’s resting energy to be detected with the oxygen electrode.

[insert Figure 5 here]

*Without external calcium, the Na$^+$/K$^+$ pump accounts for 50% of energy use*

Most brain ATP use is thought to be on the pumping out of ions that enter neurons to generate synaptic or action potentials, or that enter at the resting potential. This pumping is mainly carried out by the sodium pump. To examine the fraction of energy expended on sodium pumping in brain slices, we applied the pump blocker ouabain (1 mM). These experiments were performed both in the presence and absence of external
calcium, because blocking the pump is expected to lead indirectly to a rise of [Ca^{2+}], which can increase energy consumption (see Discussion). For example, while Shibuki\textsuperscript{58} found that ouabain decreased oxygen consumption in unstimulated neurohypophysis slices whether or not calcium was present, Ruščák and Whittam\textsuperscript{59} found that blocking the Na^{+}/K^{+} pump only decreased O_{2} consumption in cortical slices when using Ca^{2+}-free external solutions, and instead found an increase in O_{2} consumption when the external solution contained Ca^{2+}. Because of these varying results, we measured the effect of blocking the sodium pump on the [O_{2}] profile both in the presence and absence of external calcium.

After ouabain application in the absence of external calcium, the oxygen level at the slice surface rose from 0.26±0.05 mM to 0.38±0.05 mM (Figure 6A; recovery and effect of glutamate are not shown as the effect of ouabain was irreversible). The main effect of ouabain on oxygen levels was significant at all depths in the slice (F(3,18)=17.86, p=1.2x10^{-5}, n=7 slices). Oxygen levels in the presence of ouabain differed significantly from those in control conditions (t(18)=11.55, p=2.7x10^{-12}). In contrast, with external calcium present, the oxygen level at the slice surface rose from 0.17±0.02 mM to 0.20±0.01 mM (Figure 6B) when ouabain was applied, which was not significant (F(3,6)=1.32, p=0.35, n=4 slices). This is presumably because the pump block raises [Ca^{2+}], which increases energy consumption (see Discussion).

When modelling the rate of oxygen consumption through the slice, the average V_{\text{max}} for oxygen usage in ouabain without external calcium (Figure 6C) was 0.50±0.07 of the control value without calcium (t(6)=7.4, p=3x10^{-4}, n=7 slices). With external calcium present (Figure 6D), the V_{\text{max}} after ouabain application was not significantly different from
baseline (0.85±0.10 of the control value, t(3)=−1.5, p=0.23, n=4 slices). Without external calcium, blocking the sodium pump therefore approximately halved the resting slice’s energy use, whereas no significant change in oxygen consumption could be detected when ouabain was applied in the presence of external calcium.

Discussion

Here we have presented the first experimental data obtained with a single method investigating the relative contributions of the main non-signalling processes to the brain’s energy budget. This was done by inhibiting these processes in young rat hippocampal slices and measuring changes in oxygen consumption with a Clark-type oxygen sensor. Surprisingly, the actin and microtubule cytoskeletons contribute almost equally to a large (~47%) fraction of the brain slice’s resting energy budget (Figure 4). The O₂ use on actin turnover (25%) is considerably lower than previous suggestions\(^\text{23}\) that half of the energy use was spent on actin turnover alone, but is much higher than our previous modelling suggested.\(^\text{24}\)

Lipid synthesis accounts for most of the remaining non-signalling energy use (~18% when blocked together with protein synthesis), but blocking protein synthesis did not detectably change energy use (Figure 5). These results are consistent with previous estimates that protein synthesis accounts for only ~1.3% of the brain’s total energy use.\(^\text{1,29}\) Purdon and Rapoport\(^\text{31,57}\) calculated that up to 25% of the brain’s energy use might be spent on phospholipid metabolism, although only 5% of the total energy budget was estimated to be spent on the turnover of fatty acids within phospholipids, with the rest
allocated to maintaining the phosphorylation state of phospholipids (12%) and maintaining asymmetries in the phospholipid bilayer (7.7%).

As in previous experiments in vivo\textsuperscript{12}, inhibiting the sodium-potassium pump approximately halved the total energy expenditure in our brain slices. However, as in cortical slices,\textsuperscript{58,59} this pronounced reduction in oxygen consumption was seen only when external calcium was absent, and the decrease in oxygen consumption was inhibited when calcium was present in the external solution (Figure 6). It is known that, with extracellular calcium present, blocking the sodium pump with ouabain induces a rise of intracellular [Ca\textsuperscript{2+}], due to Na\textsuperscript{+} gradient rundown and subsequent reversal of the Na\textsuperscript{+}/Ca\textsuperscript{2+} exchanger\textsuperscript{60}. This may, in turn, increase the activity of oxygen-consuming processes (such as Ca\textsuperscript{2+}-ATPase activity to remove the extra Ca\textsuperscript{2+}) as well as increasing oxidative phosphorylation,\textsuperscript{61} which could occlude the decrease in oxygen consumption produced by sodium-potassium pump inhibition.

The contributions to O\textsubscript{2} consumption of the sodium pump (50%), cytoskeletal turnover (47%), and protein and lipid synthesis (18%) that we have estimated sum to slightly more than 100%. However, the sodium pump contribution was calculated in the absence of calcium, and furthermore the experimental results presented here need to be considered with several caveats.

First, we are assuming that oxygen consumption is proportional to energy use, because under normal conditions glucose is essentially completely oxidised in the brain by the sequential operation of glycolysis and oxidative phosphorylation.\textsuperscript{4,5} However, we cannot exclude the possibility that, in our brain slices, glycolysis accounts for a larger
proportion of ATP generation than in the normal brain. For example, microglia, the brain’s immune cells, switch their energy production mechanism from oxidative phosphorylation to glycolysis in hypoxia, and the relative rates of these processes in astrocytes and neurons could differ in slices and in vivo. However, in these experiments the slices were superfused with 100% oxygen and thus were not limited by oxygen availability.

Second, there is a limit to the resolution of oxygen measurements using Clark-type oxygen sensors. Baseline recordings of brain oxygen levels show fluctuations of ~25 µM oxygen over 15 minutes (Figure 2C, baseline). The noise that this introduces, together with block of the sodium-potassium pump being performed in the absence of external calcium, could account for the sum of the contributions of all processes exceeding 100%.

How can our estimates of non-signalling energy use in brain slices be extrapolated to the awake brain? Oxidative phosphorylation is lower in unstimulated brain slices than in vivo, since there is little spontaneous neuronal activity in slices (Figure 2C). The resting oxygen consumption in our experiments (in P10 rats) was 0.47±0.03 mM/min at 37°C, while 0.7 mM/min was found previously in coronal brain slices of P21 rats at 35°C, 0.8 mM/min in cultured cerebellar slices of P8 rats, and 1.3 mM/min in acute cerebellar slices of P10 rats, both at 37°C. However, oxygen consumption is higher in vivo: in anaesthetized rats, the CMRO2 at 37°C is approximately 1.8 mM/min, while Sokoloff et al. estimated glucose consumption in the grey matter of conscious adult rats to be ~1 mM/min, implying an oxygen consumption of 6 mM/min. In awake humans, the whole-brain averaged CMRO2 is around 1.3 mM/min. The much lower oxygen consumption in our data (0.47±0.03 mM/min under baseline conditions) presumably reflects the young
age of the animal and the presence of little neuronal activity in the slice (Figure 2C) which is a major contributor to oxygen use. Interestingly, unlike our data in Figure 2C, Huchzermeyer et al. found a rise in oxygen level in organotypic slices following the application of TTX, implying that sufficient spontaneous activity was occurring to generate detectable O₂ use. Whether this reflects the use of organotypic slices or of an interface chamber by Huchzermeyer et al., as opposed to the submerged acute slices used in this study, is unclear.

If the non-signalling energy use were the same independent of age, brain location or level of neuronal activity, then the percentage contributions of non-signalling energy processes to the total energy budget would be significantly smaller in vivo than we calculate above. However, non-signalling processes are not completely uncoupled from signalling activity: for instance, actin turnover is regulated by neuronal activity, with faster treadmilling after block of neuronal activity and reduced motility due to actin stabilisation after NMDA application. This would imply that the energetic cost of actin cycling in brain slices, with little neuronal activity, is higher than in the intact brain.

It is also likely that non-signalling processes in more mature animals have a different energy demand from those at the early developmental stage used here (P10) when cell processes are still being extended. Energy metabolism as a whole changes: at P10, rodents may lack full capabilities for oxidative phosphorylation, which might explain the lower baseline Vₘₐₓ in our slices compared to those from older animals, and neuronal function is more resistant to oxygen deprivation than in mature rats. In the case of the actin cytoskeleton, developmental changes occur: motility in highly dynamic
dendritic spines decreases significantly between P10 (a peak time for synaptogenesis) and P20 in cortical mouse slices. Total actin levels in the brain also peak at an early stage of development and later decline. This would again imply that actin recycling uses less energy in vivo than in our brain slices. The pattern of microtubule spatial organisation also shifts during early development: uniformly high polymerisation rates throughout neuronal axons and dendrites in the first days of development give way to more stable proximal regions in older cultured neurons, while more dynamic distal regions maintain high polymerisation rates. Furthermore, de novo phospholipid and protein synthesis both decline with age. Non-signalling processes are thus developmentally regulated, and it would be valuable to repeat the experiments presented here at different stages of development. Here, we have presented data at P10, an age of rapid synapse restructuring and synaptogenesis. It would be interesting to investigate whether the energetic cost of actin cycling decreases after ~P20, when synapses have stabilised and less cytoskeletal rearrangement is needed. In addition, it would be interesting to test for regional differences in the non-signalling energy budget.

In summary, contributions of non-signalling processes to the brain’s energy budget can be significant, but are probably dynamic and likely to change during development or with changes in the brain’s functional state. Pathology will also alter non-signalling processes and their energetic consumption. Alzheimer’s disease (AD), in which energy supply is impaired, affects actin and microtubule turnover. Cofilin, an actin-binding protein, may link cytoskeletal aberrations to mitochondrial impairments characteristic not only of AD, but also of related pathologies such as Parkinson’s and Huntington’s
Understanding how non-signalling processes contribute to the brain’s energy budget is therefore important. As a first step, we have found that both actin and microtubule cytoskeleton turnover are surprisingly significant energy drains in the healthy developing brain, with lipid synthesis close behind. In contrast, protein synthesis is energetically inexpensive.
Acknowledgements
We thank Dr Julia Harris and Oliver Gauld for valuable help with experiments and their interpretation.

Authors’ contributions
EE, DA, RJ, and CH designed research, EE and CH performed experiments, EE, RJ, and CH analysed data, and EE, DA, CH, and RJ wrote the manuscript.

Declaration of conflicting interests
The Authors declare that there is no conflict of interest.

Supplementary information
Supplementary methods and figures are available on the JCBFM website.
References


47 Karpova A. Involvement of protein synthesis and degradation in long-term potentiation of schaffer collateral CA1 synapses. *J Neurosci* 2006; 26: 4949–4955.

(accessed 20 Sep 2015).

50 Sander R. *Compilation of Henry’s law constants for inorganic and organic species of potential importance in environmental chemistry*. Max-Planck Institute of Chemistry, Air Chemistry Department Mainz, Germany, 1999


Figure Legends

Figure 1.

Measuring oxygen and calculating energy use in a brain slice. (a) A Clark-type oxygen sensor was used to measure oxygen concentration during the experiment (electrode schematic adapted from Unisense\textsuperscript{49}. for sensor information see Supplementary Methods). (b) Experimental outline. The oxygen sensor was placed at the surface (touching the tissue) of the hippocampal brain slice at the start of the experiment. After ~10 mins of baseline measurement, a depth profile of O\textsubscript{2} concentration was obtained by moving the electrode along its own axis to generate a vertical depth of 50, 100, and 150 $\mu$m (the midpoint of the slice) into the slice (see Supplementary Methods). After obtaining the [O\textsubscript{2}] depth profile the electrode was returned to the surface. Depth profiles measured with a greater spatial resolution, or with measurement points beyond the slice midpoint, did not affect the calculation of oxygen consumption through the slice (see Supplementary Figure 3). A specific blocker of an energy-consuming process was bath-perfused onto the slice for 7-20 mins (see Materials and Methods and Supplementary Methods). A second [O\textsubscript{2}] depth profile was obtained at the end of the drug application, when the oxygen level had reached a plateau. After a 10-15 min recovery period and a third [O\textsubscript{2}] depth profile, 1 mM glutamate was applied to the slice and a final [O\textsubscript{2}] depth profile was obtained after oxygen levels stabilized after 3-5 mins. Above the slice surface, oxygen diffuses through an unstirred layer but is not consumed. (c) Sample depth profile for [O\textsubscript{2}] through a hippocampal slice (CA1 region). The [O\textsubscript{2}] at the slice surface is lower than at the top of the static unstirred layer, where, in turn, the [O\textsubscript{2}] is lower than in the reservoir bubbled with 100% O\textsubscript{2} (see (d)), as oxygen is lost to the air above the reservoir and through the perfusion tube walls (see Results). (d) Oxygen sensor calibration. Three bottles of distilled water were heated up to 37°C and bubbled for at least 15 minutes with 0%, 20%, and 95% oxygen. The electrode was then inserted into the three solutions consecutively for a few seconds until a stable reading was obtained. Those readings were plotted against the dissolved oxygen concentrations corresponding to the different percentage saturation values for oxygen in
water at 37°C, which were obtained from Henry’s law as 0, 208, and 991 µM, respectively.\textsuperscript{50} Using the slope and intercept from the linear fit through these three points, a linear conversion to µM was then applied to the raw electrode output. (e) Oxygen measurements were taken at the end point of each depth step (blue dots). Measurements were fitted (see Materials and Methods and Supplementary Methods) with a modified diffusion equation (Eqn. 1) from the top of the unstirred layer to give $V_{\text{max}}$, the maximum rate of oxidative phosphorylation at saturating $[\text{O}_2]$. (f) The width of the unstirred layer was determined by moving the oxygen electrode upwards from the slice surface and calculating the break point of the $[\text{O}_2]$ profile between the unstirred layer and the bulk solution above it (see Supplementary Methods).

**Figure 2.**

Baseline metabolic activity in a brain slice. (a) Constructing a hippocampal oxygen map of a P10 rat slice. The oxygen sensor was used to measure surface oxygen levels at each point on the schematic. The points were binned into 9 distinct areas, colour-coded in (b). During the experiments reported subsequently in the paper, the electrode was placed in the CA1 region and advanced down through the slice into the stratum lacunosum-moleculare. (b) Mean (± s.e.m.) of oxygen concentration binned into the hippocampal regions shown in (a), n=9 slices, N=3 animals. The following area measurements were binned: DGG (dentate gyrus granule cells) points 1-6, DG (dentate gyrus) 7-8 and 25-26, CA4 9, CA3P (CA3 pyramidal cells) 10-14, CA2P (CA2 pyramidal cells) 15-16, CA1P (CA1 pyramidal cells) 17-18, SL-M (stratum lacunosum-moleculare) 19-22, MFP (mossy fibre pathway) 23-24, and F (fimbria hippocampus) 27-28. No significant difference in oxygen level between hippocampal regions was found (p=0.44). (c) Signalling-related energy expenditure is negligible in a resting slice. Specific blockers of postsynaptic currents (and thus postsynaptic action potentials, 10 µM NBQX + 50 µM D-AP5, n=9 slices, N=4 animals), presynaptic transmitter release and postsynaptic events (250 µM cadmium, n=6, N=2) or action potentials and synaptic events (1 µM TTX, n=9, N=9) were applied to different slices. Changes in oxygen
level between the start of drug application and 15 mins later were measured in those blockers and in a no-drug baseline condition (n=9, N=9). No blocker changed oxygen levels relative to control (p=0.26).

Figure 3.
Sample traces for blockers of energy-consuming processes. Traces show oxygen levels on the slice surface interspersed with [O₂] depth profiles (light blue bars). Oxygen levels rise when less oxygen is being consumed and fall when more oxygen is consumed (the grey dotted line is placed at the initial [O₂] level at the slice surface for easier comparison). After ~10 mins of baseline (here only 5 min is shown before drug onset), the specific blocker of a non-signalling process was bath-perfused onto the slice (black bar), followed by 10-15 mins of recovery and wash-in of 1 mM glutamate (open bar). Blocker application times are given in the Supplementary Methods. (a) antimycin stops all oxidative phosphorylation: near the end of the trace the variation of [O₂] with depth is abolished, (b) cytochalasin D blocks actin treadmilling, (c) nocodazole inhibits microtubule turnover, (d), TOFA arrests lipid synthesis, (e) anisomycin blocks protein synthesis and (f) ouabain inhibits the sodium-potassium ATPase (no calcium in the external solution).

Figure 4.
Actin cytoskeleton treadmilling accounts for about a quarter of resting energy use, and microtubule turnover uses a similar fraction of the brain's energy. (a), (b) Average oxygen concentration (mM ± s.e.m.) depth profiles for each condition (black = baseline, red = 10 µM cytochalasin D in (a) and 25 µM nocodazole in (b), green = recovery, blue = 1 mM glutamate), for block of actin ((a), n=8 slices, N=6 animals) and microtubule ((b), n=8, N=4) turnover. Data were fitted with Equation 1 from the surface to the bottom of the slice, and with Equation 1 but without the oxygen consumption term across the unstirred layer to the slice surface. The fit gives V\text{max}, the maximum rate of oxygen use. (c), (d) Averaged V\text{max} ± s.e.m. (red dots) and individual V\text{max} values (black dots, normalised to baseline V\text{max} (=1)) for
block of actin ((c), n=8) and microtubule ((d), n=8) turnover. The average fractional rate of energy consumption relative to baseline was calculated from the average of individual fits as being 75% during actin treadmilling inhibition and 78% during microtubule turnover block.

**Figure 5.**

Lipid and protein synthesis together account for about 18% of O$_2$ use, but O$_2$ use on protein synthesis alone is too small to be measured. (a), (b) Average oxygen concentration ± s.e.m. across depth profiles per condition (black = baseline, red = 60 µM TOFA + 20 µM anisomycin in (a) or 20 µM anisomycin in (b), green = recovery, blue = 1 mM glutamate) for block of lipid and protein synthesis ((a), n=5 slices, N=2 animals) and protein synthesis alone ((b), n=4, N=4). (c), (d) Average $V_{\text{max}}$ ± s.e.m. (red dots) and individual $V_{\text{max}}$ (black dots, normalised to baseline $V_{\text{max}}$ (=1)) for block of lipid and protein synthesis ((a), n=5) and protein synthesis alone ((b), n=4). The average energy consumption was 82% of the control value when lipid and protein synthesis were blocked. No change could be detected when protein synthesis alone was inhibited.

**Figure 6.**

Block of the sodium-potassium ATPase nearly halves oxygen use in the absence of external calcium. (a), (b) Averaged oxygen concentration ± s.e.m. across depth profiles per condition (black = baseline, red = 1 mM ouabain) for inhibition of the sodium-potassium pump in the absence ((a), n=7 slices, N=2 animals) and presence ((b), n=4, N=4) of external calcium. Slices did not recover after ouabain application and did not react to glutamate (data not shown). (c), (d) Averaged $V_{\text{max}}$ ± s.e.m. (red dots) and individual $V_{\text{max}}$ values (black dots, normalised to baseline $V_{\text{max}}$ (=1)) for inhibition of the sodium-potassium pump in the absence ((c), n=7) and presence ((d), n=4) of external calcium. In ouabain the average energy consumption was 50% of the control value in the absence of external calcium, an effect masked by the presence of calcium (see Results and Discussion).
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Animals

Prior to an experiment, P10 rats had been housed in units with open-shelf caging, in a cage with their littermates and mother. Diet and water were available *ad libitum*, and the unit had a 12-hour light/dark cycle. Experiments were carried out during the daytime.

Pharmacology

Equal percentages of the solvent DMSO or the carrier protein albumin were present in all the extracellular solutions in any experiment in which they were used, in order to rule out any confounding effects. DMSO never exceeded 0.2% of the solution for the cytochalasin D experiments, 0.1% for nocodazole and jasplakinolide preparations, 0.55%
when TOFA and anisomycin were applied together, and 0.065% in anisomycin experiments. Albumin never exceeded 0.5 g / 100 ml.

All drugs (except for glutamate, for which a 100 mM stock solution in water was made and frozen at -20°C, and jasplakinolide, which was purchased as a 1M stock solution) were prepared from powder on the day of the experiment. In the case of nocodazole this was done before each new slice to avoid precipitation, which occurred 1-2 hours after preparation. In all experiments, the pH of all solutions remained unchanged in the presence of any drug. Application times were 7-12 mins for cytochalasin D, jasplakinolide, nocodazole, and ouabain, 15 mins for TOFA and anisomycin, and at least 20 mins for antimycin. Recovery lasted for 10-15 min, after which 1 mM glutamate was applied to the slice for up to 5 min to confirm that oxygen consumption was increased by activation of Na⁺ entry into cells.

Drugs were purchased from Invitrogen (cytochalasin D), LKT Laboratories (nocodazole), First Link (bovine serum albumin, fraction V), VWR (jasplakinolide), Ascent (NBQX), Tocris Bioscience (D-AP5), and Sigma-Aldrich (ouabain, TOFA, anisomycin, antimycin, glutamate, cadmium, isolectin-B₄).

**Oxygen recordings**

The Unisense OX-10 oxygen electrode (a tip size of 10 µm was used for these experiments) generates a current that is proportional to the oxygen concentration.¹ A gas-permeable silicone membrane near the tip of the sensor ensures the separation of gases and liquids. The specificity of the sensor for oxygen is then set by the metal of the sensing cathode (gold for oxygen) and the polarisation of the sensing cathode against the reference anode (-0.8 V is used for oxygen reduction). A guard cathode removes the oxygen that diffuses towards the tip from the electrolyte inside the sensor.² Recordings were acquired in pClamp 10.1 (Molecular Devices). At the end of each experimental day, the oxygen sensor was calibrated (using water bubbled with 0%, 20%, and 95% oxygen) in order to convert the raw voltage signal to oxygen concentration (see Figure 1D). Oxygen level measurements are given in millimolar throughout the paper. These values can be converted to partial pressure (in atmospheres or mm Hg) using Henry’s law, which states that the amount of gas
in a solution is proportional to the partial pressure of the gas above the liquid. Henry’s law is defined as \( c = H^*p \), where \( p \) is the partial pressure (in atmospheres), \( H \) is the temperature-dependent solubility constant of the gas in a liquid (in M/atm), and \( c \) is the concentration of the gas in solution (in M). At 37°C, the \( H \) of oxygen in water is approximately \( 1.04 \times 10^{-3} \) M/atm.\(^{50} \) The pressure of 100% oxygen at sea level is 760 mm Hg, or 1 atm. Therefore, a concentration of 1.04 mM oxygen corresponds to 760 mm Hg at 37°C, and 0.2 mM oxygen to 146 mmHg.

Prior to each experiment, the oxygen saturation of all applied solutions was confirmed to be equal by inserting the oxygen electrode in each solution container. At the start of the experiment the oxygen sensor was lowered to the surface of the slice in the CA1 region of the hippocampus, just touching the tissue. Contact of the oxygen sensor with the tissue was made under visual control. After about 10 minutes of baseline recording, the depth profile of \([O_2]\) was recorded by advancing the electrode along its own axis (at about 25° to the surface of the slice) to a vertical depth of -50 \( \mu \)m inside the slice. Moving the electrode along its own axis, together with the small tip size of the electrode, ensured that the least possible tissue distortion occurred during the measurements. The axial displacement needed to generate the correct vertical depth was calculated by the software (Scientifica LinLab 2) controlling the manipulator on which the oxygen sensor was mounted, which also measured the angle to the horizontal of the mounted oxygen sensor. The software calculated the vertical depth as the distance advanced along the electrode axis multiplied by the sine of the angle to the horizontal plane. After a few seconds, having attained a steady-state recording, the electrode was further advanced to generate a vertical depth of -100 \( \mu \)m and finally of -150 \( \mu \)m, the midpoint of the slice (Figure 1B-C). After returning to the surface, a specific blocker of a non-signalling process was washed in and the depth profile was repeated, followed by removal of the inhibitor and recording of another depth profile. Finally, glutamate was applied (to increase \( O_2 \) use and check slice health) and another depth profile was recorded (Figure 1B). When multiple depth profiles were recorded in a condition, the last was taken for analysis. Huchzermeyer et al.\(^3 \) used depth profiles with higher spatial
sampling (measuring in vertical steps of 16 µm) than we used in hippocampal slices. However, we show in Supplementary Figure 3 that increased spatial sampling for our depth profiles, or advancing the electrode beyond the midpoint of the slice to a depth of 200 µm, did not significantly affect the calculation of the rate of oxygen consumption.

Slices were excluded if a stable baseline could not be measured, the temperature changed by more than 2 degrees in the course of the recording, or (unusually) the slice did not respond to glutamate (except for the ouabain and antimycin conditions, where no reaction to glutamate was expected after irreversible neuronal depolarisation occurred). All experiments used slices from 2 to 9 animals and the mean number of animals across experiments was 3.9.

Unstirred layer measurements and fits

After the experiment, the unstirred layer was measured in slices across all experimental conditions by raising the electrode above the slice in steps of 20 µm up to 400 µm above the slice surface. While oxygen levels increased up to a certain height, they plateaued after a point, and the electrode was then assumed to be in the bulk solution. The calibrated data were subjected to a piecewise linear regression (using a custom script in MATLAB, see Canizares⁴) to find the point at which the increasing oxygen level plateaued, i.e. to locate the top of the unstirred layer. Two linear regression lines were fitted on either side of the estimated break point. The best-fit position of the break point (i.e. the top of the unstirred layer) was determined as the position giving the lowest summed residuals of the two regression lines. The widths of the unstirred layer and oxygen level at the top of the layer were averaged across slices. In experiments containing albumin in external solutions, separate unstirred layer thicknesses and O₂ concentrations were measured, as the baseline [O₂] was higher (see Results). This rise in baseline [O₂] was a result of less O₂ escaping from the external solution when it contained serum albumin, as the [O₂] in the bulk solution above each slice’s unstirred layer was significantly elevated (see Results).

With the unstirred layer thickness and [O₂] in the bulk solution thus measured, values of Vₘₐₓ were obtained by fitting solutions of Eqn. (1) to the [O₂] profile data from the bulk
solution to 150 µm into the slice. As no consumption of O₂ happens in the unstirred layer, Eqn. (1) was modified in that region by removing the consumption term. The value of [O₂] at the top of the unstirred layer was incorporated into the fits of slice oxygen data in order to more accurately estimate changes in O₂ consumption in the slice from changes in the O₂ depth profiles.

**Electrophysiology**

To check whether inhibition of actin or microtubule turnover changed ongoing transmitter release onto hippocampal neurons, which might significantly alter the energy used on reversing ion movements mediating synaptic and action potentials, hippocampal CA1 neurons were patch-clamped and held at -74 mV (including the junction potential of -14 mV), using an internal solution consisting of (in mM) 130 K-glucanate, 2 NaCl, 10 HEPES, 8 EGTA, 2 ATP-Na, 2 GTP-Na, 1.5 CaCl₂, 1 MgCl₂, and 50 µM Alexa fluor 568 dye (pH adjusted to 7.1 with KOH. In voltage-clamp mode, spontaneous excitatory postsynaptic currents (EPSCs) were recorded using Clampex 10.3 (Molecular Devices). After 10 minutes of baseline recording, cytochalasin D or nocodazole was washed in for 10 minutes, after which the drug was washed off. The average EPSC frequency in the last 6 minutes of each condition was averaged to measure any change in EPSC rate. 

**Two-photon imaging**

In order to verify that cytochalasin D reliably inhibits actin treadmilling, we imaged isolectin B₄ labelled microglia in hippocampal slices for 10-20 minutes (baseline), and subsequently during application of 10 µM cytochalasin D (see Supplementary Figure 1). Microglia in hippocampal slices were labelled by incubating the slices (at room temperature) in 25 µg/ml Alexa 594 conjugated isolectin B₄ for 30 minutes. Slices were imaged at 36-37°C, at a depth of ~50-100 µm in the slice (to avoid studying microglia that had started to become activated by the slicing procedure) using a Zeiss LSM 710 microscope (with a x25 lens) and a Spectraphysics Mai Tai DeepSee eHP Ti:sapphire infrared laser. The laser was tuned to a wavelength of 800 nm and was adjusted to 1.8% of its maximum power. For imaging of microglial motility, stacks of 17-21 slices imaged at 2 µm depth intervals were acquired every
60 sec. Images were typically 512 by 512 pixels and covered a square field of view 200-250 µm wide.

Analysis of microglial motility

Analysis of two-photon images was performed using custom-written ImageJ (NIH) and MATLAB scripts (software available on request). For analysis and quantification of microglial baseline motility, each slice of every stack was filtered with a median filter after subtraction of smooth continuous background with the ImageJ ‘subtract background’ plugin. The 4D stacks were then registered first for lateral drift, then rotated 90° on their side, registered for z-drift and rotated back to their original orientation. After constructing a maximum intensity projection, individual microglia were selected by manually drawing a region of interest (ROI) around an area including all their process extensions over the whole duration of the resulting 2D movie. The background around that ROI was erased, and the 2D movie for each cell was manually binarised.

To quantify baseline motility, we subtracted from each binarised fluorescence frame $F_t$ the preceding frame $F_{t-1}$, starting from the second frame. We then created two binarised movies, $PE$ consisting of only the pixels containing process extensions ($F_t-F_{t-1} = 1$) and $PR$ consisting of only the pixels containing process retractions ($F_t-F_{t-1} = -1$). In both $PE$ and $PR$, all other pixels were set to 0. The baseline motility index $B$ is defined as the sum over all non-zero pixels in $PE + PR$ normalised by its average over the baseline condition of each experiment, i.e.:

$$B = \frac{\sum_{\text{pixels}} (PE + PR)}{\langle \sum_{\text{pixels}} (PE + PR) \rangle_{\text{control}}}$$

where $\sum_{\text{pixels}}$ denotes a sum taken over all non-zero pixels and $\langle \rangle_{\text{control}}$ denotes a temporal average taken over the baseline period.

Statistics

All data in the text are shown as mean ± standard error of the mean (s.e.m.). When more than two conditions were tested in different slices and data were not normalised to the values in control solution, a one-way ANOVA was used. Paired t-tests were used to compare
two conditions in one sample. One- or two-way repeated measures ANOVAs were conducted when multiple conditions were tested on the same slices, and one-sample t-tests were used for data normalised to control. Degrees of freedom are reported in brackets after the t or F statistic, respectively. All multiple comparisons were corrected with either Dunnett’s post-hoc test when comparing multiple conditions to baseline in the repeated measures ANOVAs, or with a modified version of the Holm-Bonferroni method (for N comparisons, the most significant p value is multiplied by N, the 2nd most significant by N-1, the 3rd most significant by N-2, etc.; corrected p values are significant if they are less than 0.05). Mauchly’s Test of Sphericity was conducted for all repeated measures ANOVAs and was non-significant in all cases, meaning that the variances of the differences between all combinations of groups were equal in each ANOVA. Therefore, no correction had to be used to report within-subject (i.e. within-slice) effects. Levene’s test was used to confirm equality of variance across conditions in one-way ANOVAs and was non-significant in all instances. In the case of ANOVAs, numbers of slices studied are reported together with the main effect, and also in the figure legends.
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Supplementary Figures

Supplementary Figure 1.

The effect of inhibiting the actin or microtubule cytoskeleton on neuronal properties and microglial motility. (a) Patch-clamping pyramidal neurons (at a depth of ~10-30 µm below the slice surface) and applying 10 µM cytochalasin D for 10 mins showed that spontaneous electrical activity of the cell (spontaneous EPSCs) did not change during drug application (see Results). The number of spontaneous EPSCs was counted for the last 6 mins of the baseline period, of the 10 min drug application period (allowing 4 mins for the drug to wash in and become effective), and of the 10 min recovery period, respectively (n=8). There was no effect of condition on the number of spontaneous EPSCs (p=0.23). (b) Similarly, applying 25 µM nocodazole for 10 mins onto pyramidal neurons had no effect on the number of spontaneous EPSCs (p=0.59, n=8). Consistent with previously published values, the mean
input resistance of the patch-clamped pyramidal neurons was 260±34 MΩ (n=16 cells),\(^1\) and the mean resting membrane potential was -73.0±1.4 mV including the junction potential of -14 mV, in the range typical for these neurons.\(^2\) Patch-clamped cells also showed normal voltage-dependent sodium currents in response to voltage steps to potentials between -20 and +40 mV. From the baseline conditions in (a) and (b), the mean frequency of the spontaneous EPSCs can be calculated as 0.18±0.03 Hz, which is at the lower end of the range found previously in CA1 neurons in rats of a similar age\(^3\), and significantly less than the higher spontaneous EPSC frequency seen in CA1 pyramidal neurons in kainate-induced epilepsy\(^1\) (increased from ~0.45 Hz in control conditions to ~1.2 Hz). These findings suggest that the neurons in our slice preparation were healthy and their spontaneous EPSCs were not generated by any damage or epileptic activity caused by the slicing procedure. (c) Microglial motility, defined as the sum of pixel-wise microglial process extensions and retractions (normalised by extensions and retractions over the baseline condition: see Supplementary Methods), declines rapidly after the application of 10 µM cytochalasin D (black bar; n=15 cells from 5 slices, drug application time 9 mins).
Supplementary Figure 2.

Resting oxygen levels and oxygen consumption across the brain slice did not differ whether the slice was perfused with a HEPES-buffered or a sodium bicarbonate-buffered (aCSF) external solution. (a) Average oxygen concentration ± s.e.m. across depth profiles for different external solutions (black = HEPES baseline, red = aCSF) in 5 slices. No difference between the oxygen levels in the aCSF and the HEPES conditions across the different depths in the slice could be detected (F(1,9)=0.33, p=0.57, n=10 depth profiles per condition). The mean oxygen level at the slice surface was 0.27±0.03 mM in the HEPES condition and 0.26±0.03 mM in the aCSF condition. Each external solution was applied for 5 minutes before the depth profile was obtained. (b) Averaged $V_{max}$ ± s.e.m. (red dots) and individual $V_{max}$ values (black dots, normalised to the $V_{max}$ of the HEPES baseline) for the aCSF external solution condition. Oxygen consumption through the slice did not differ between the aCSF and HEPES conditions: on average, the $V_{max}$ in the aCSF condition was 1.06±0.09 of that in the initial HEPES baseline condition (n as in (a), t(9)=1.9, p=0.10). The mean $V_{max}$ was 0.48±0.04 mM/min when the external solution was HEPES-based, and 0.51±0.06 mM/min when it was bicarbonate-based (not significantly different, p=0.19; n as in
(a)), which is similar to the baseline $V_{\text{max}}$ of 0.47±0.03 mM/min found previously across all experiments using HEPES-based external solutions (n=39).

Supplementary Figure 3.

Different ways of obtaining the depth profile of [O$_2$] do not affect the oxygen concentration profile through the slice (a), the calculation of oxygen consumption in the slice (b), or the goodness of fit of the theoretical equation to the data (c). (a) Oxygen level measurements through two sample slices using 3 types of spatial sampling: (1) from 0 to 150 µm in the slice, in steps of 50 µm (black), which is the depth sampling used throughout this paper, (2) from 0 to 150 µm in the slice, in steps of 30 µm (red), and (3) from 0 to 200 µm in the slice, in steps of 50 µm (green). (b) $V_{\text{max}}$, the maximum rate of oxygen use, was obtained by fitting the
three types of depth profile as described in the Materials and Methods. (c) The proportion of the sum of the squared residuals explained by the fit ($R^2$) was not affected by the type of depth profile used.
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