What is the impact of bankrupt and restructured loans on Japanese bank efficiency?

Emmanuel Mamatzakis \( ^{a} \), Roman Matousek \( ^{b} \), Anh Nguyet Vu \( ^{a, *} \)

\(^{a}\)University of Sussex, School of Business, Management and Economics, Falmer, Brighton BN1 9SL, United Kingdom
\(^{b}\)University of Kent, Canterbury, Kent CT2 7NZ, United Kingdom

**Abstract**

The Japanese banking system provides a distinctive platform for the examination of the long-lasting effect of problem loans on efficiency. We measure technical efficiency by modifying a translog enhanced hyperbolic distance function with two undesirable outputs, identified as problem loans and problem other earning assets. Our unique database allows us to distinguish between bankrupt and restructured loans to investigate the underlying causality between these loans and efficiency. From the flexible panel vector autoregression specification, primary results reveal that bankrupt loans have a positive impact on efficiency related to the “moral hazard, skimping” hypothesis, with the causality originating from bankrupt loans. In contrast, findings for the relationship between restructured loans and efficiency support the “bad luck” hypothesis.
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1. Introduction

An unprecedented escalation of nonperforming loans in the Japanese banking sector during the 1990s triggered a prolonged economic downturn. During the turmoil, the government undertook its stabilisation scheme by providing deposit insurance, injecting public capital, and bailing out troubled banks (Hoshi and Kashyap, 2010; Montgomery and Shimizutani, 2009). The expensive bailouts and intervention policies helped banks to reduce the volume of nonperforming loans from ¥30 trillion in 1997 to ¥11.6 trillion in 2008. However, the Japanese government was criticised for its procrastination, in particular earlier in the banking crisis, as some considerable lags in response were recorded. Moreover, before 1997, banks had been struggling to deal with the increase in problem loans whilst indecisive government exacerbated the situation (Giannetti and Simonov, 2013; Hayashi and Prescott, 2002; Hoshi and Kashyap, 2010). Overall, government intervention has been effective in pulling troubled banks out of the turmoil and relaxing the financial distress, yet it is factual that earlier indecisiveness prolonged the period of disruption, thereby hindering bank performance recovery. These unique features of the Japanese banking system make the investigation of the detrimental effect of problem loans on efficiency worthwhile.

Unlike most studies on Japanese banking which consider nonperforming loans as a control variable or a proxy for risk (Altunbas et al., 2000; Drake and Hall, 2003; Liu and Tone, 2008), this paper follows a new strand of the literature by treating nonperforming loans as an undesirable output in bank efficiency measurement (Barros et al., 2012; Fukuyama and Weber, 2008; Glass et al., 2014). We explore how nonperforming loans affect bank technical efficiency, as well as the causality of the relationship between risks (identified as bankrupt and restructured loans) and efficiency.

This study is different from previous empirical research on bank efficiency in Japan in the following ways. First, we propose an innovative way of estimating bank efficiency by using a translog enhanced hyperbolic output distance function as introduced by Cuesta et al., 2009. The advantage of deploying this parametric approach is to allow for a simultaneous expansion of desirable...
outcomes and contraction of inputs and undesirable outputs. Second, we modify the model with a vector of two undesirable outcomes (problem loans and problem other earning assets\(^1\)) using semi-annual data. In this paper, we use the term “problem loans” instead of nonperforming loans to be consistent with the classification of problem assets under the Financial Reconstruction Law. We argue that while problem loans are by-products of loans, problem other earning assets are by-products of other earning assets. Beside conventional banking operations, Japanese commercial banks also invest in government bonds, corporate bonds and securities, as well as offer non-traditional banking services such as guarantees and acceptances. Thus, the inclusion of problem other earning assets in the undesirable output vector would control for the effect of these problem assets on bank efficiency. Such an analysis has not yet been conducted because of the limitation of previous models and data unavailability. Third, our semi-annual data range covers a long time span from 2000 to 2012, embracing the restructuring period, the global financial crisis, as well as the aftermaths of the crisis.

In addition, we investigate the impact of bankrupt loans and restructured loans on bank efficiency. No previous studies explored this particular issue. These types of loans are disaggregated from our data of risk-monitored loans of Japanese commercial banks.\(^2\) Bankrupt loans are loans to borrowers in legal bankruptcy and past due loans by 6 months or more. Restructured loans are named after the sum of past due loans by 3 months but less than 6 months and restructured loans. We argue that bankrupt loans and restructured loans measure the level of risk held within Japanese banks. The increase of these loans could be attributed to both bank managers and exogenous shocks. Given endogeneity concerns, we further examine the underlying dynamic relationship between bankrupt loans/restructured loans, bank specific and macroeconomic variables, and technical efficiency within a panel Vector Autoregression (VAR) model. This method grants the opportunity to explore important causality hypotheses between bankrupt, restructured loans and efficiency. Following Berger and DeYoung (1997) and Koutsomanili-Filippaki and Mamatzakis (2009), we address four renowned hypotheses: “bad luck”, “bad management”, “skimping/moral hazard”, and “risk-averse management”. Our results show that the relationship between bankrupt loans and technical efficiency resembles the “moral hazard” and “skimping” hypothesis, with the causality running from bankrupt loans to efficiency. Restructured loans, on the other hand, affect technical efficiency in line with the “bad luck” hypothesis.

The remainder of this paper is organised as follows. Section 2 provides an overview of the restructuring process and problem loans in Japan. Section 3 summarises the literature on Japanese banking efficiency with an incorporation of problem loans. Methodology is presented in section 4. Section 5 describes our data set and variable selection. Results are discussed in section 6. Finally, concluding remarks and policy implications are offered in section 7.

2. The Japanese restructuring process and problem loans

In this section, we briefly overview the main bottlenecks in the Japanese banking sector. In particular, we focus on the restructuring process and problem loans that in our view had a crucial impact on bank efficiency.

In response to the central issue of impaired loans which were a consequence of the outburst of asset price bubble, Japanese authorities instigated several restructuring packages to restore the financial health of the banking system. First, capital injection programs were implemented five times from March 1998 to March 2009. In 1998, under the Financial Revitalisation Plan, nearly two third of public fund injected was to fully protect depositors of insolvent banks and purchase their assets (Montgomery and Shimizutani, 2009). Second, in 2002, the Financial Services Agency forced banks to liquidate poorly performing companies’ shares. However, the Bank of Japan eventually had to buy those bank-held shares directly. Third, the government approved accounting changes which permitted banks to record either book or market values for their holdings of stocks in other firms and real estate holdings. This procedure raised the value of bank assets at that time when market values were reported, even though those market prices were far below their highest records. Nevertheless, in 2001, the government required those values to be switched back to their book ones (Hoshi and Kashyap, 2010).

Apart from the abovementioned schemes, the wave of bank consolidation evolved among large banks to strengthen their resistance to financial severity. Mergers between City Banks (Mitsui Bank and Taiyo-Kobe Bank to form Sakura; Fuji, Dai-Ichi Kanyo, and Industrial Bank of Japan to form Mizuho Bank; Sanwa and Tokai Banks to form UFJ Banks; UFJ Banks and Bank of Tokyo-Mitsubishi; Sumitomo and Sakura (Nakamura, 2006)) led a strong incentive for weaker banks to be consolidated. Yet, the effects of mergers and acquisitions in the Japanese banking industry appeared unsuccessful in stabilising the financial market and reducing the probability of failure (Harada and Ito, 2011; Hosono et al., 2006).

Nonetheless, the government has been criticised for their lending facilitation policies. The (misdirected) lending to unprofitable firms (“zombie lending”) was blamed to encumber the effort to diminish problem loans. The fact that Main banks (City Banks) rescued poorly performing firms at the expense of their well performing counterparts (Lincoln et al., 1996) led to an emergence of “zombie lending”. Banks could also have the perverse incentive not to write off bad debts to avoid the loss of capital, which could result in a failure to comply with Basel I capital adequacy standards (Watanabe, 2010). Thus, the financing to these “zombies” borrowers weakened the restructuring process in Japan and deterred healthy firms and banks from recovering. On the other hand, after 1998, the Japanese government promoted lending to small and medium sized enterprises (SMEs), hoping to mitigate the turbulent situation and resurrect the economy. This policy particularly called for banks rescued by public capital, even the weakest financial institutions (Hoshi and Kashyap, 2010). Hence, the core of problem loans shifted from real estate lending to small and medium enterprise financing. The fact that problem loans to assets ratios in Regional Banks I and II are somewhat higher than in City Banks over time (see Fig. 1) provides further support for this argument as SMEs are Regional Banks’ target customers. Regional Banks, by channelling credit to SMEs, are supposed to support the local development of their prefectures where their head offices are situated. In addition, credit risk for those banks is a non-trivial concern despite the crisis-related interventions, which may underestimate the true magnitude of SMEs’ problem loans (Hoshi, 2011; International Monetary Fund, 2012). These developments led to changes in the regulatory framework so as to adjust problem loans’ definition in an attempt to redeem some credits for bad loans of SMEs. Along these lines, more than 50% of the amount of problem loans held by Regional Banks between September 2008 and March 2009 were reclassified as normal (Hoshi, 2011). It is argued that a large number of bad debts were in disguise until the end of March 2012. About 3–6% of total credit in Regional Banks was reclassified under the SME Financing Facilitation Act, compared to 1.7% for City Banks and Trust Banks (International Monetary Fund, 2012).

\(^{1}\) The names and definitions are in accordance with the Financial Reconstruction Law. Problem loans are bankrupt, quasi-bankrupt, doubtful, and substandard loans. Problem other earning assets are bankrupt, quasi-bankrupt and doubtful other earning assets (please see Data section and Appendix A for more details).

\(^{2}\) See Data section and Appendix A for more details.
It is worth mentioning the impact of macroeconomic performance on the banking system. High public sector indebtedness and slow growth are amongst the most important factors accumulat-
ing the latent risk within financial institutions (International Monetary Fund, 2012). Fewer profitable investment projects, limited credit demand, economic stagnation characterised by a long-term deflation and sluggish growth are all obstacles to a sound financial system, slowing down the recovery process of the economy. Hence, robust growth is a necessary condition of a successful bank system, slowing down the recovery process of the economy. In contrast, for all other hypotheses that Berger and DeYoung (1997) address, the heightened level of problem loans stems from the bank itself. “Bad management” refers to the incompetence of bank managers regarding credit screening, collateral evaluating, and loan monitoring as they are also cost-inefficient managers. On the other hand, for ambitious managers, the fact that abnormal returns could help secure their position and bring on more bonuses could induce them to take on risky projects. It could also be a transfer of lower short-term costs to forthcoming risks so as to maximize long-term profit. To achieve their goals, bank managers could skip some management practices in the loan screening-monitoring process, causing the bank to appear more efficient due to fewer operating costs. That is how the “skimming” hypothesis explains the rise in problem loans from an increase in efficiency. Magnifying the outcomes of these three hypotheses, the “moral hazard” hypothesis expresses that banks with relatively low capital may have the incentives to involve in risky loan portfolios as the risk is partly shifted to another party. Empirical results of Berger and DeYoung (1997) deliver support for the “bad luck” hypothesis, but for the whole industry, the results tend to favour the “bad management” one.

Berger and Mester (1997) also include problem loans ratio as an environmental variable in the Fourier-flexible model. The findings support the “bad management” hypothesis of Berger and DeYoung (1997) and reveal a statistically significant positive relationship between problem loans and total cost. Also testing these hypotheses, Koutsomanioli-Filippaki and Mamatzakis (2009) convey the “moral hazard” hypothesis in a similar aspect to the “skimming” one by emphasising the link between efficiency and risk. To pursue expansionary strategy, it could be tempting for an efficient bank to take on more risks which might not be paid off eventually. This study also introduces the “risk-averse management” hypothesis, which refers to risk-intolerant bank managers whose prudential supervision could cause large operating costs in the short-term (subsequently, higher inefficiency) but prevent a high rate of default in the future.

In our study, we will consider the relation of these aforementioned hypotheses and problem loans in Japan. On top of that, we argue that problem loans should be treated as an undesirable output vector in bank production process. Berg et al. (1992) introduce this concept for Norwegian banks. (Negative) loan loss is included in the output vector to measure the quality of loans in two benchmark years. Park and Weber (2006) argue that these loans should be treated as an undesirable output rather than an input in a bank’s production. A number of banking research then has accounted for problem loans directly in their methodology (Assaf et al., 2013; Barros et al., 2012; Fujii et al., 2014; Fukuyama and Weber, 2008). Since the Japanese banking system has been chronically clogged by problem loans, it has become an exclusive laboratory for investigating the impact of these loans on bank efficiency. There is also a variety of methods in addressing problem loans in Japanese bank literature. Considering loan-loss provision as a control factor for output quality, Altunbas et al. (2000) examine...
the effects of risk factors in Japanese banks’ cost during 1993–1996. Overall inefficiency scores appear to be between 0.05–0.069 for all 4 years whether or not risk and quality factors are controlled for. Problem loans, in this study, are found to have little effect on scale economies and X-efficiency. Liu and Tone (2008) also include the ratio of problem loans as a bank characteristic variable in a cost frontier analysis.

Unlike other studies, Drake and Hall (2003) choose to include problem loans as an uncontrollable input when estimating Japanese banking efficiency by DEA model. Following Berger and Humphrey (1997), they consider bad loans as a result of “bad luck” rather than “bad management”. Loan-loss provision is used as an indicator of the extent of problem loans. It is emphasised that although in the DEA model, uncontrollable inputs are held fixed, in effect; it is somewhat under the bank’s discretion as the management board is able to adjust the level of provision. After the basic DEA model is modified for the inclusion of non-discretionary input, the associated findings imply a reward for banks with good control of problem loans as mean pure technical efficiency increases from 72.36 to 89.38 for financial year 1997.

In contrast to Drake and Hall (2003), Fukuyama and Weber (2008) argue that problem loans should be treated as an undesirable output as they appear only after a loan has been made. Data for Japanese banks are pooled over a three-year period (2002–2004), with an assumption that a common technology exists for all banks. The findings present that the null-jointness hypothesis between good output and bad output is satisfied, indicating that problem loans are a by-product of the loan generating process. Similarly, Barros et al. (2012) measure technical efficiency of Japanese banks (2000–2007) with the appearance of problem loans as an undesirable output. They apply a non-radial directional methodology, which involves the expansion of good outputs and the contraction of inputs and bad outputs directionally by the nonzero vector $g = (-ae, b_{xy} - e)$. The finding suggests that the problem of nonperforming loans was not completely wiped out, although the process of revitalisation had been taken place.

To this end, our paper contributes to the existing efficiency literature about Japanese banks in terms of methodology employed and data used to measure bank efficiency. The translog enhanced hyperbolic distance function proposed by Cuesta et al. (2009) allows us to directly estimate the impact of problem loans on efficiency. In addition, the introduction of problem other earning assets in the undesirable output vector is innovative and accounts for the non-traditional operations of Japanese banks.

### 4. Methodology

Our methodology is underpinned by Cuesta et al.’s (2009) model. The enhanced hyperbolic distance function\(^6\) takes the form of:

$$D(x, y, b) = \inf\{\phi > 0 : (x, y, \phi, b\phi) \in T\}$$

(1)

with input vector $x_i = (x_{i1, x_{i2, \ldots, x_{in}}}) \in \mathbb{R}^n$, desirable output vector $y_i = (y_{i1, y_{i2, \ldots, y_{im}}}) \in \mathbb{R}^m$, and undesirable output vector $b_i = (b_{i1, b_{i2, \ldots, b_{in}}}) \in \mathbb{R}^n$. The technology $T$ represents the production possibility set:

$$T = \{(x, y, b) : x \in \mathbb{R}^n, (y, b) \in \mathbb{R}^m, x \text{ can produce } (y, b)\}$$

such that $\mathbb{R}^n$ expresses the set of all $u = (y, b)$ output vectors obtainable from $x$.

Subscript $i = (1, 2, \ldots, N)$ denotes a set of observed producers. Eq. (1) expresses a simultaneous expansion in good outputs $y$ and shrinkage in inputs $x$ and bad outputs $b$, generating a hyperbolic path. If $D(x, y, b) = 1$, the production of the observed unit lies on the production frontier and is efficient. Thus, if $D(x, y, b) < 1$, the producer is inefficient and could improve their performance by increasing desirable outputs and cutting undesirable outputs and inputs.

Applying a translog specification for $D(x, y, b)$, it yields:

\[
\begin{align*}
D &= x_0 + \sum_{k=1}^{K} \alpha_k \ln x_{ki} + \sum_{m=1}^{M} \beta_m \ln y_{mi} + \sum_{r=1}^{R} \gamma_r \ln b_{ri} \\
+ &\frac{1}{2} \sum_{k=1}^{K} \sum_{l=1}^{K} \alpha_{kl} \ln x_{ki} \ln x_{li} + \frac{1}{2} \sum_{m=1}^{M} \sum_{m=1}^{M} \beta_{im} \ln y_{mi} \ln y_{mi} \\
+ &\frac{1}{2} \sum_{r=1}^{R} \sum_{s=1}^{R} \gamma_{rs} \ln b_{ri} \ln b_{si} + \sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{r=1}^{R} \delta_{kmr} \ln x_{ki} \ln y_{mi} \ln b_{ri} \\
+ &\sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{r=1}^{R} \eta_{kmr} \ln x_{ki} \ln b_{ri} + \sum_{r=1}^{R} \sum_{s=1}^{R} \eta_{rs} \ln y_{mi} \ln y_{ms} (2)
\end{align*}
\]

Imposing the almost homogeneity condition and choosing the $M$th desirable output for normalising purpose $\mu = \frac{1}{y_{Mx}}$, we obtain:

\[
D\left(\frac{xy_M}{y_M}, \frac{by_M}{y_M}\right) = D(x, y, b) = \frac{D(x, y, b)}{y_M} (3)
\]

with $x_{it} = x_{it} - y_{it} - y_{it}$, $y_{it} = y_{it}/y_{Mx}$, $b_{it} = b_{it}/y_{Mx}$, the translog function takes the form:

\[
\begin{align*}
\ln D(x, y, b) &= x_0 + \sum_{k=1}^{K} \alpha_k \ln x_{ki} + \sum_{m=1}^{M} \beta_m \ln y_{mi} + \sum_{r=1}^{R} \gamma_r \ln b_{ri} \\
+ &\frac{1}{2} \sum_{k=1}^{K} \sum_{l=1}^{K} \alpha_{kl} \ln x_{ki} \ln x_{li} + \frac{1}{2} \sum_{m=1}^{M} \sum_{m=1}^{M} \beta_{im} \ln y_{mi} \ln y_{mi} \\
+ &\frac{1}{2} \sum_{r=1}^{R} \sum_{s=1}^{R} \gamma_{rs} \ln b_{ri} \ln b_{si} + \sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{r=1}^{R} \delta_{kmr} \ln x_{ki} \ln y_{mi} \ln b_{ri} \\
+ &\sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{r=1}^{R} \eta_{kmr} \ln x_{ki} \ln b_{ri} + \sum_{r=1}^{R} \sum_{s=1}^{R} \eta_{rs} \ln y_{mi} \ln y_{ms} (4)
\end{align*}
\]

We can write Eq. (4) in a simplifying form of:

\[
\ln D(x, y, b) = TL(x_{it}', y_{it}', b_{it}'; x, \beta, \gamma, \delta, \gamma, \eta) + v_{it} \quad i = (1, 2, \ldots, N) (5)
\]

As $\ln D$ corresponds to the one-sided distance component $u_{it}$ by rearranging it we get:

\[
-\ln(y_{Mx}) = TL(x_{it}', y_{it}', b_{it}'; x, \beta, \gamma, \delta, \gamma, \eta) + v_{it} - u_{it} \quad i = (1, 2, \ldots, N) (6)
\]

where $-\ln(y_{Mx})$ is the log of the $M$th desirable output, $v_{it}$ is the stochastic error which follows a normal distribution, $u_{it}$ is the inefficiency term.

The stochastic frontier approach enables researchers to decompose the usual error term, $u_{it}$, into two components: the two-sided random error, and the one-sided inefficiency term to capture inefficiency. We assume that the inefficiency term follows a half normal distribution $N(0, \sigma^2_u)$. It reflects the distribution of non-negative $u$ values drawn from a population which is normally distributed with zero mean.

Thus, the translog enhanced hyperbolic distance function takes the form\(^7\):

---

\(^6\) We can now estimate Eq. (6) with various methods, e.g. maximum likelihood estimation (Battese and Coelli, 1988) where the technical efficiency of each observed unit is expressed as $TE_i = \exp(-u_{it})$ (Battese and Coelli, 1992; Greene, 2005).

\(^7\) We specify model (7) for three inputs, two desirable outputs, and two undesirable outputs (see Data section), $y_{it}$ (net earning assets) normalises other output and input variables.
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\(^{13}\) As data for number of employees are not available semi-annually.

\(^{14}\) The values of problem other earning assets = Problem assets – Risk-monitored loans (see Appendix A for more details).

\(^{15}\) Reported in Japanese commercial banks’ balance sheets, these loans are loans to borrowers in the state of legal bankruptcy, and past due loans in arrears of six months or more.

\(^{16}\) The Japanese Bankers Association originally defined restructured loans as loans for which interest rates were lowered. In 1997, the definition was extended to loans with any amended contract conditions and loans to corporations under ongoing reorganisation (Montgomery and ShimizuTani, 2000).

\(^{10}\) Regional Banks II are also called members of the Second Association of Regional Banks (Japanese Bankers Association website – Principle Financial Institutions).

\(^{11}\) Bank of Japan’s statements (https://www.boj.or.jp/en/announcements/press/danwa/dan9006b.htm/).


\(^{9}\) Regional Banks II are also called members of the Second Association of Regional Banks (Japanese Bankers Association website – Principle Financial Institutions).

\(^{8}\) Bank of Japan’s statements (https://www.boj.or.jp/en/announcements/press/danwa/dan9006b.htm/).

\(^{7}\) Bank of Japan’s statements (https://www.boj.or.jp/en/announcements/press/danwa/dan0311a.htm/).
(ROA), and net interest margin (NIM) (Glass et al., 2014). NIM is defined by the difference between interest incomes and interest expenses to total interest-earning assets (Nguyen, 2012). To control for the leverage effect which is the higher the leverage ratio, the more volatile the return (Saunders et al., 1990), we use the capital to assets ratio, which also accounts for bank capitalisation.

In terms of macroeconomic variables, we select the Nikkei 225 index as a proxy for the stock market performance, the industrial production index as a measure of business activity (Office, 1973), and the total reserves held by the Bank of Japan at the end of each period as a proxy for quantitative easing policy (Lyonnert and Werner, 2012; Voutsinas and Werner, 2011). The inclusion of quantitative easing takes into account the effect of monetary policy in promoting bank lending and adjusting the performance of contemporary financial institutions. During the observed period, the Bank of Japan applied quantitative easing from March 2001 to March 2006 in order to maintain the target inflation rate and the level of current account balances held by depository institutions at the Bank (Berkmen, 2012). In addition, the purchase of long-term Japanese government bonds – the main instrument of quantitative easing - and other asset purchase programs reduced yields (Lam, 2011; Ueda, 2012; Ugal, 2007) and assisted the Bank of Japan to maintain the “zero interest rates” policy. However, in terms of economic activity and inflation, whether or not the quantitative easing policy in Japan was effective remains ambiguous. Baumeister and Benati (2010) and Girardin and Moussa (2011) find it effective, whereas Ugal (2007) finds little evidence. Bowman et al. (2011) suggest that the stimulus to economic growth from quantitative easing might be undermined by excessive spending on the weak banking system and firm balance sheet problems.

To account for market concentration, we use the Herfindahl–Hirschman Index (HHI) (Bikker, 2004). However, as concentration ratio is a rather crude indicator which measures the actual market shares disregarding inferences about bank competitiveness (Beck, 2008), we also use the Boone indicator as a proxy for competition.18 Regarding risk variables, because most banks in our sample are not listed, we opt for accounting measures rather than market-based measures to compute risk. The most common risk proxy for banks is the Z-score, which is the number of standard deviations below the mean by which bank returns would have to fall so as to dry up capital (Boyd and Runkle, 1993; Hannan and Hanweck, 1988). The higher Z-score indicates bank stability or lower insolvency risk. More importantly, we introduce risk-monitored loans as another proxy for risk in our model. As discussed above, the disaggregation of risk-monitored loans into bankrupt loans and restructured loans allows us to measure their exogenous effects on bank efficiency and ROA. In the short-run, bankrupt loans and restructured loans are not subject to the control of bank management but the recovery of debtors and their compliance with the loan contracts.

### 6. Results

#### 6.1. Technical efficiency

Regarding input and desirable output elasticities, all the parameters are statistically significant and consistent with the monotonic condition. All three inputs exhibit expected negative signs, satisfying the property of non-increasing in inputs of $D(x,y,b)$, and indicating a smaller distance to the frontier when input usage is reduced. The magnitude of the coefficients suggests that the contribution of fixed assets ($x_2 = -0.379$) to the production process outnumbers the other two. More specifically, the elasticities of interest expenses and general and administrative expenses are quite small and similar. The small magnitude of the coefficient of interest expenses ($x_1 = 0.118$) could be explained by the implementation of the virtually zero interest rate during 2000–2006. The reported coefficient of $y_1 (0.465)$ is positively significant, confirming the non-decreasing characteristic in good outputs. This is what we could expect as loans are the main products of banking operation. Our findings also suggest that Japanese commercial banks experience decreasing returns to scale (0.8427, with associated standard error of 0.0102 significantly different from one at the 1% level). Previous studies have found that decreasing returns to scale is valid in the case of City Banks (Altunbas et al., 2000; Azad et al., 2014; Drake and Hall, 2003; Tadesse, 2006); while Regional Banks exhibit increasing returns to scale (Altunbas et al., 2000). Therefore, results are rather mixed (see also Fukuyama, 1993; McKillop et al., 1996).

In terms of undesirable output elasticity, problem loans ($x_1 = -0.0261$) are found to have a significant negative impact on bank performance, in line with findings from Glass et al. (2014) for credit cooperatives. The finding suggests that problem loans

---

### Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Name</th>
<th>Mean</th>
<th>Std.Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_1$</td>
<td>Net loans</td>
<td>3,182,876</td>
<td>7,867,099</td>
<td>10989.9</td>
<td>69,541,992</td>
</tr>
<tr>
<td>$y_2$</td>
<td>Net earning assets</td>
<td>2,176,294</td>
<td>7,419,522</td>
<td>1296,512</td>
<td>78,517,385</td>
</tr>
<tr>
<td>$h_1$</td>
<td>Problem loans</td>
<td>143582.6</td>
<td>37163.9</td>
<td>5207,246</td>
<td>6,060,743</td>
</tr>
<tr>
<td>$h_2$</td>
<td>Problem non-loan assets</td>
<td>4294.59</td>
<td>16352.12</td>
<td>0</td>
<td>280,278</td>
</tr>
<tr>
<td>$x_1$</td>
<td>Interest expenses</td>
<td>17693.14</td>
<td>80852.25</td>
<td>45,966</td>
<td>1,379,955</td>
</tr>
<tr>
<td>$x_2$</td>
<td>Fixed assets</td>
<td>60392.68</td>
<td>141052.1</td>
<td>2463,104</td>
<td>1,278,986</td>
</tr>
<tr>
<td>$x_3$</td>
<td>General and administrative expenses</td>
<td>37441.04</td>
<td>88217.43</td>
<td>1418,638</td>
<td>1,086,994</td>
</tr>
<tr>
<td>$x_4$</td>
<td>Total assets</td>
<td>5,833,343</td>
<td>16,390,968</td>
<td>172,320</td>
<td>151,697,392</td>
</tr>
<tr>
<td>cap</td>
<td>Capital ratio</td>
<td>0.04324</td>
<td>0.02552</td>
<td>-0.78823</td>
<td>0.12787</td>
</tr>
<tr>
<td>NIM</td>
<td>Net interest margin</td>
<td>0.01329</td>
<td>0.00553</td>
<td>0.00076</td>
<td>0.03794</td>
</tr>
<tr>
<td>ROA</td>
<td>Return on assets</td>
<td>0.00013</td>
<td>0.0084</td>
<td>-0.29452</td>
<td>0.05886</td>
</tr>
</tbody>
</table>

Notes: $y_1$, $y_2$, $x_1$, $x_2$, $h_1$, $h_2$, total assets are in million Yen. Net loans = Loans and bills discounted-Problem loans. Net earning assets = (call loans, receivables under resale agreement, receivables under securities borrowing transactions, bills bought, monetary claims bought, foreign exchanges, customers’ liabilities for acceptances and guarantees, investment securities, and other assets) – problem other earning assets. Problem loans are bankrupt, quasi-bankrupt, doubtful and substandard loans. Problem other earning assets are bankrupt, quasi-bankrupt, and doubtful other earning assets. Capital ratio = shareholders'equity/total assets. Net interest margin = (interest income-interest expenses)/interest-earning assets. Std.Dev: standard deviation.
are more important than interest expenses and general and administrative expenses in affecting bank efficiency. The coefficient of problem other earning assets – the second bad output in our undesirable output vector, however, is insignificant. The results might imply that problem other earning assets are not the main source of bank inefficiency.

Table 2 exhibits technical efficiency (TE) scores for three groups of Japanese commercial banks over each observed period. The average technical efficiency of all banks over the entire period is 0.612, suggesting that Japanese commercial banks can improve their performance by increasing their desirable outputs by \([1/0.612] - 1\) = 63.4%, whereas simultaneously reducing inputs and bad outputs by \([1 - 0.612]\) = 38.8%. Overall, the time varying technical efficiency scores of all banks expose a slight downward trend over time. This is consistent with our finding of no presence of technical progress over years. Within each group of banks, there is a minor variation in the decreasing trend of mean technical efficiency. For example, scores of Regional Banks II dropped after rising in March 2002, while that of City Banks climbed from 32.93% in September 2007 to 33.99% in March 2008.

Illustrated in Fig. 2 is kernel density graph mapping the distribution of technical efficiency scores by bank type. We find that City Banks are the least efficient banks with average technical efficiency at 34.55% compared to their counterparts, whereas Barros et al. (2012) find a high level of efficiency for City Banks. Being the smallest in bank size, Regional Banks II seem to be the most efficient with mean TE at 70.49%. A potential explanation for the high TE of Regional Banks could be that under the Temporary Measures to Facilitate Financing for SMEs, banks are encouraged not only to supply loans in favour of SMEs, but also to relax the conditions of these loans. Under certain conditions, a loan to an SME debtor about to be classified as nonperforming could be considered as performing, as long as the borrower could provide a promising business reconstruction plan within one year from the date the loan was due to be nonperforming (Hoshi, 2011).

6.2. The impact of bankrupt loans and restructured loans on bank performance

In this section, we perform baseline regressions to investigate the relationship between risk-monitored loans and performance (technical efficiency and return on assets), taking into consideration the impact of bank specific and macroeconomic variables. We present results for both a fixed effect model to account for the unobserved heterogeneity across banks, and a two-stage least squares model to control for endogeneity. The dependent variables are: (i) technical efficiency TE; and (ii) return on assets ROA. As discussed in Section 5, we treat bankrupt loans and restructured loans as measures of risk. The analysis is also conducted for Z-score to test the robustness of the results. Risk proxies are respectively incorporated with alternative instruments. The results are reported in Table 2.
in Tables 3 and 4, whereas robustness checks with the Boone indicator as a proxy for competition are provided in Tables 5 and 6.

For fixed effect models, generally, bankrupt loans and restructured loans do not affect technical efficiency and ROA in a similar way. The relationship is found positive for these risk-monitored loans and TE, whereas an inverse one applies for ROA. The influences are statistically significant but small in magnitude. When we replace risk-monitored loans by Z-score, the same conclusion can be drawn for the risk-efficiency/ROA nexus. Specifically, while Z-score shows a negative, insignificant effect on TE, its influence on ROA is positively significant. These initial evidences reveal that the less involvement in risky projects of the bank, the higher the level of its ROA. Regarding other control variables, higher capital to assets ratio would increase bank profitability. In a similar aspect, when the stock price and industrial indices rise, Japanese banks' performance would be improved. The measure of market concentration, the HHI index, is significant in most cases, but the effect varies. We obtain quite a similar pattern for the influence of total reserves.

Given endogeneity concerns, we proceed with a two-stage least square regression. We examine the model with the same two dependent variables and alternative instrumental variables for risk proxies (see Table 4). The impacts of almost all variables are consistent with findings from the fixed effect models. In terms of bank characteristics, capitalisation appears to have a positive significant effect on performance, suggesting that banks with lower leverage ratio operate more efficiently, in line with Pasouras (2008). It is also well-known in the literature that well-capitalised banks will have higher ROA than their under-capitalised counterparts (Demirgüç-Kunt and Huizinga, 1999). Net interest margin also varies. We obtain quite a similar pattern for the influence of total reserves. The measure of market concentration, the HHI index, is significant in most cases, but the effect varies. We obtain quite a similar pattern for the influence of total reserves.

Regarding the influence of macroeconomic variables, the Nikkei index and industrial production index yield equivalent impact on TE. A rise in the stock price index would positively affect the efficiency level of Japanese banks. Investment prospects signified by a rise in the stock price index could bring promising loan portfolios to commercial banks. Similar is the case of escalating manufacturing output which denotes an expansion period of the economy. In addition, the likelihood of nonperforming loans would be expected to be relatively small. Put differently, financial institutions could be able to expand their good outputs and lessen their bad outputs, which then help to improve their technical efficiency. In terms of ROA, the results are mixed. An increase in the stock price index is not necessarily associated with higher ROA. As not many banks in our sample are listed, the benefit they would acquire from the difference in stock prices might be negligible compared to the mounting fund required to purchase those securities. Regional Banks, in particular, invest mostly in government bonds and local government bonds, which are less volatile than other securities, and thus might be indifferent to market volatility.

Another influential variable is the degree of concentration which is significant and negatively correlated with TE. Finding is related to Homma et al. (2014) who report that market concentration dampens cost efficiency of large Japanese banks. Coming to ROA, our evidence suggests a positive impact of HII. Regardless the causality, this somehow supports the efficient-structure hypothesis (Demsetz, 1973; Smirlock, 1985) that banks with larger market share have greater profitability. Differently phrased, our findings could be expressed as heightened competition resulting in higher likelihood of default, which supports the results of Fu et al. (2014). Using the Lerner index as a proxy for market power of Asia Pacific banks (Japanese banks inclusive), they find a presence of the “competition-fragility” hypothesis. Employing the 3-bank concentration ratio, Liu et al. (2012) also report that South East Asian banks in more concentrated market are less exposed to systemic risk. With respect to the coefficients of total reserves, we find mixed results for the effect of quantitative easing on bank performance.

Table 3
Impact of bankrupt loans and restructured loans on performance – fixed effect models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dependent variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capital ratio</td>
<td>-0.00265</td>
<td>0.00384</td>
<td>-0.00135</td>
<td>0.245***</td>
<td>0.241***</td>
<td>0.251***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0028)</td>
<td>(0.00258)</td>
<td>(0.0028)</td>
<td>(0.0048)</td>
<td>(0.00488)</td>
<td>(0.00472)</td>
</tr>
<tr>
<td></td>
<td>Net interest margin</td>
<td>0.135***</td>
<td>0.122***</td>
<td>0.108***</td>
<td>-0.109***</td>
<td>-0.0859***</td>
<td>-0.0877***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0098)</td>
<td>(0.009)</td>
<td>(0.0095)</td>
<td>(0.0217)</td>
<td>(0.0216)</td>
<td>(0.022)</td>
</tr>
<tr>
<td></td>
<td>Nikkei index</td>
<td>0.000321</td>
<td>0.000710*</td>
<td>0.000331</td>
<td>0.00155*</td>
<td>0.00122***</td>
<td>0.00185***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.000321)</td>
<td>(0.000309)</td>
<td>(0.000301)</td>
<td>(0.000713)</td>
<td>(0.000695)</td>
<td>(0.000698)</td>
</tr>
<tr>
<td></td>
<td>Industrial production</td>
<td>0.00381***</td>
<td>0.00361***</td>
<td>0.00082*</td>
<td>0.00317***</td>
<td>0.00366***</td>
<td>0.00551***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.000724)</td>
<td>(0.000704)</td>
<td>(0.000713)</td>
<td>(0.00161)</td>
<td>(0.00158)</td>
<td>(0.00165)</td>
</tr>
<tr>
<td></td>
<td>Herfindahl-Hirschman Index</td>
<td>-0.333***</td>
<td>-0.331***</td>
<td>-0.298***</td>
<td>0.0772***</td>
<td>0.0343***</td>
<td>0.0233***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0041)</td>
<td>(0.00429)</td>
<td>(0.00504)</td>
<td>(0.00099)</td>
<td>(0.000962)</td>
<td>(0.00117)</td>
</tr>
<tr>
<td></td>
<td>Quantitative easing</td>
<td>-0.00129***</td>
<td>-0.00129***</td>
<td>-0.00140***</td>
<td>0.000643***</td>
<td>0.000709***</td>
<td>0.000799***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(9.58E-05)</td>
<td>(9.22E-05)</td>
<td>(9.06E-05)</td>
<td>(0.000212)</td>
<td>(0.000207)</td>
<td>(0.00021)</td>
</tr>
<tr>
<td></td>
<td>Z-score</td>
<td>-5.85E-07</td>
<td>7.27E-05**</td>
<td>7.30E-05**</td>
<td>-0.0283***</td>
<td>-0.0208***</td>
<td>-0.00820***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.41E-05)</td>
<td>(3.08E-05)</td>
<td>(3.08E-05)</td>
<td>(0.000308)</td>
<td>(0.000308)</td>
<td>(0.000308)</td>
</tr>
<tr>
<td></td>
<td>Bankrupt loans</td>
<td>0.00170***</td>
<td>0.00170***</td>
<td>0.00170***</td>
<td>0.00170***</td>
<td>0.00170***</td>
<td>0.00170***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.000137)</td>
<td>(0.000137)</td>
<td>(0.000137)</td>
<td>(0.000137)</td>
<td>(0.000137)</td>
<td>(0.000137)</td>
</tr>
<tr>
<td></td>
<td>Restructured loans</td>
<td>0.00113***</td>
<td>0.00113***</td>
<td>0.00113***</td>
<td>0.00113***</td>
<td>0.00113***</td>
<td>0.00113***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(6.81E-05)</td>
<td>(6.81E-05)</td>
<td>(6.81E-05)</td>
<td>(6.81E-05)</td>
<td>(6.81E-05)</td>
<td>(6.81E-05)</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>0.632***</td>
<td>0.609***</td>
<td>0.632***</td>
<td>-0.0536***</td>
<td>-0.0180***</td>
<td>0.0563***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.00338)</td>
<td>(0.00373)</td>
<td>(0.00318)</td>
<td>(0.00749)</td>
<td>(0.00839)</td>
<td>(0.00736)</td>
</tr>
<tr>
<td></td>
<td>R-sq</td>
<td>0.0149</td>
<td>0.0162</td>
<td>0.0089</td>
<td>0.4384</td>
<td>0.3872</td>
<td>0.4456</td>
</tr>
<tr>
<td></td>
<td>p value (F-test)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Notes: This Table reports results of the fixed effect models examining the impact of control variables on technical efficiency and return on assets. The proxy for risk (Z-score, bankrupt and restructured loans) is alternatively incorporated in the models. Quantitative easing is proxied by the natural logarithm of total reserves; Z-score = (ROA + capital ratio)/TORA. Bankrupt loans = Bankrupt loans + Non-accrual loans; Restructured loans = past due loans over 3 months but less than 6 months + Restructured loans. Standard errors in parentheses, **p < 0.01, *p < 0.05, p < 0.1.
Corresponding to findings of the fixed effect estimation, two-stage least square models confirm the impact of bankrupt loans and restructured loans on performance. The results represent a positive relationship between risk-monitored loans and TE, though the impact is statistically insignificant. In contrast, these loans negatively affect ROA, with restructured loans being negligible compared to bankrupt loans. Our findings are reinforced when Z-score is used, and support the results from fixed effect models.

When HHI is replaced by the Boone indicator as a robustness exercise, the impact stemming from most control variables on TE/ROA is confirmed. Noteworthy, the effects of capitalisation, the stock price index, and Z-score vary compared to prior results. In model 1 reported in Table 5, capital ratio is found to be negatively associated with TE, whilst the relationship turns out positive in the other models. There is an ambiguous picture for the effect of stock price index on performance as the Nikkei index consistently becomes negative in affecting TE. Z-score, previously found insignificant in model 1, appears positive and significant. Yet, the magnitude of the effect is approximately zero, similar to the former result. We also find the same variation for these variables in our two-stage least square analysis, except the effect of capital ratio which is convincingly positive and significant.
Our robustness exercise reveals firm evidence to portray a negative relationship between quantitative easing and TE, whereas it is positive in the case of ROA. A potential explanation could lie on fewer interest expenses due to the virtually zero interest rate policy that could result in higher returns on assets. However, expansionary policy which stimulates investments and funding, especially when aiming to channelling credit to SMEs, could create a latent problem of adverse selection and decelerate the progress of contractable problem loans (International Monetary Fund, 2003). Low interest rates could also heighten banks' risk-tolerance through higher asset prices and collateral values (Altunbas et al., 2010). Given the adverse effect of the banking crisis in Japan, a contrast experience of risk-aversion could also prevail, causing banks which had undergone the tough period to hesitate to extend credit. In fact, although ample liquidity was provided by quantitative easing, bank lending did not rise proportionately during 1999–2005 (Ito, 2006).

The results are robust for the impact of competition on performance. Indicated in Boone et al. (2007), the larger the Boone indicator in absolute value signifies the higher the degree of competition. The reported coefficient of the Boone indicator in Tables 5 and 6 confirm the competition – efficiency nexus hypothesising that heightened competition would stimulate banks to minimise costs and maximise outputs (Andries and Cápraru, 2014; Schaeck and Cihák, 2008). In contrast, we find that intensified competition would refine returns on assets of Japanese banks. This finding somewhat supports the “competition-fragility” hypothesis in the sense that tougher degree of competition puts more pressure on profit and eventually could lead to financial instability (Keeley, 1990). On the other hand, as the Boone indicator conveys bank market power, our result is more robust in supporting findings of Fu et al. (2014) previously mentioned. Evidence of this hypothesis is also confirmed for Japanese banking in Liu and Wilson (2013).

In terms of risk variables, both bankrupt and restructured loans significantly affect TE, which support the “moral hazard” and “skimping” hypotheses. It is worth noting that until this stage, we have not been able to assess the causality relationship between risk-monitored loans and efficiency. These findings should be treated with some caution and it is the analysis of the panel VAR model that would shed light into their underlying relationships.

### 6.3. Panel VAR analysis

To capture the underlying dynamics, we apply panel Vector Autoregression (VAR) methodology. A VAR model allows us to relax any priori assumptions about the relationship between variables in the model. Instead, all variables entering the model are considered endogenous within a system of equations. We also account for unobserved individual heterogeneity in our panel data by specifying individual specific variables (Lütkepohl, 2007). Figures 3 and 4 illustrate the impulse responses (IRFs) for 1 lag VAR technical efficiency, net interest margin, quantitative easing, bankrupt and restructured loans. The variance decompositions (VDCs) are reported in Tables 7 and 8.

<table>
<thead>
<tr>
<th>Table 6 Impact of bankrupt loans and restructured loans on performance – two-stage least squares models – Robustness check.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Capital ratio</td>
</tr>
<tr>
<td>(0.0483)</td>
</tr>
<tr>
<td>Net interest margin</td>
</tr>
<tr>
<td>(0.0197)</td>
</tr>
<tr>
<td>Nikkei index</td>
</tr>
<tr>
<td>(0.0008)</td>
</tr>
<tr>
<td>Industrial Production</td>
</tr>
<tr>
<td>(0.0017)</td>
</tr>
<tr>
<td>Boone indicator</td>
</tr>
<tr>
<td>(0.0031)</td>
</tr>
<tr>
<td>Quantitative easing</td>
</tr>
<tr>
<td>(0.0002)</td>
</tr>
<tr>
<td>Z-score</td>
</tr>
<tr>
<td>(0.0002)</td>
</tr>
<tr>
<td>Bankruptcy</td>
</tr>
<tr>
<td>(0.0003)</td>
</tr>
<tr>
<td>Restructured loans</td>
</tr>
<tr>
<td>(0.0001)</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>(0.0106)</td>
</tr>
<tr>
<td>R-sq</td>
</tr>
<tr>
<td>p value (chi²-test)</td>
</tr>
</tbody>
</table>

Notes: This Table reports results of the two-stage least squares models examining the impact of control variables on technical efficiency and return on assets. We replace HHI with the Boone indicator as a proxy for competition. The proxy for risk (Z-score, bankrupt and restructured loans) is alternatively incorporated in the models with different instruments. Quantitative easing is proxied by the natural logarithm of total reserves. Z-score = (ROA + capital ratio)/σROA. Bankrupt loans = Bankrupt loans + Non-accrual loans; Restructured loans = past due loans over 3 months but less than 6 months + Restructured loans. Standard errors in parentheses, ***p < 0.01, **p < 0.05, *p < 0.1.
in magnitude. Put differently, a one standard deviation shock to bankrupt loans will raise technical efficiency visibly in the first three periods. After the first two periods, the confidence interval becomes wider. Hence, we could deduce that in the short-run, the relationship initiates from bankrupt loans to efficiency. This finding is related to the “moral hazard” and “skimping” hypothesis, in line with Koutsomanoli-Filippaki and Mamatzakis (2009) who report similar causality. Altunbas et al. (2007) also find that more efficient European banks take on more risk. Under the “moral hazard, skimping” hypothesis, bank efficiency could be improved because of less inputs used corresponding to credit screening, loan monitoring and management. Banks might also be induced to involve in more credit screening relaxation to offset the loss of problem loans (Fiordelisi et al., 2011). This particular finding for Japan in terms of reverse causality could reflect the effect of quantitative easing through bank lending. Previously discussed in Section 2, apart from the central period of quantitative easing, the Bank of Japan has pursued aggressive unconventional monetary policy since December 2012 in accordance with the Abenomics. On the other hand, the potential “moral hazard” problem could also arise from government support and SMEs financing facilitation. The fact that bank lending expands could increase the likelihood of problem loans, followed by the rise of efficiency due to the attempt to “skip” management practices of bank managers.

The first diagram in the last row of Fig. 3 provides evidence of the reverse causal relationship between efficiency and bankrupt loans. In the short-run of the first two years, the response of bankrupt loans to a one standard deviation shock in technical efficiency is positive. The relationship might be explained under the “bad management” hypothesis. The magnitude of the response of bankrupt loans to a shock in TE (estimated at about 0.025 in the first period) is larger than the magnitude of the response of efficiency to bankrupt loans’ innovations. The response of bankrupt loans turns out to be negative thereafter, reaching a value around −0.006 in the last observed period. We treat this finding with caution as the confidence interval expands after the first period. This case would imply that the “risk-averse management” hypothesis might come into play.

Interestingly, the causal relationship between restructured loans and efficiency lends support to the “bad luck” hypothesis. The last diagram on the first row of Fig. 4 reveals that a one standard deviation shock in restructured loans would generate a negative response in efficiency. The magnitude of the effect is small but statistically significant in the short-run. The reverse causality is rejected as indicated in the first diagram on the last row of Fig. 4 where we observe an insignificant response of restructured loans to a shock in efficiency. In line with the “bad luck” hypothesis, the relationship runs from restructured loans to efficiency, and carries a negative sign. When unexpected events lead to a rise in restructured loans, bank managers divert their focus to deal with delinquencies and loan supervision rather than daily operation. Additional operating costs associated with credit screening, loan monitoring, collateral liquidating, and writing-off bad debts would lessen bank efficiency.

In Fig. 3, we observe a positive reaction of technical efficiency to a shock on net interest margin. A one standard deviation shock of net interest margin induces a positive response of technical efficiency, though the overall magnitude is small. In contrast, in Fig. 4, the response of efficiency to a shock in net interest margin is negative after the first period. Regarding the response of technical efficiency to a one standard deviation shock in monetary policy as measured by quantitative easing, the results suggest a negative
The effect of a shock in net interest margin on bankrupt loans and restructured loans is found to be positively important. There is no specific pattern as the response of bankrupt loans to a shock in net interest margin varies over time, but overall exhibits a diminishing trend. The peak response takes place after period 1, with a large magnitude of about 0.05; while that magnitude is relatively stable around 0.1 for the response of restructured loans. Turning to the macroeconomic shock, the impact of a shock in quantitative easing on bankrupt loans is positively significant only in the first period; while it is insignificant on restructured loans. A weak implication here is, in the short-run, if the Bank of Japan reduces their asset purchase, interest rates might rise and borrowers would face extra costs associated with their future repayments. The probability that bankrupt loans increase would be more likely.

### Table 7

<table>
<thead>
<tr>
<th></th>
<th>TE</th>
<th>NIM</th>
<th>QE</th>
<th>Risk 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.46662</td>
<td>0.08145</td>
<td>0.31208</td>
<td>0.13985</td>
</tr>
<tr>
<td>10</td>
<td>0.00584</td>
<td>0.8225</td>
<td>0.07089</td>
<td>0.10076</td>
</tr>
<tr>
<td>10</td>
<td>0.03862</td>
<td>0.07714</td>
<td>0.73385</td>
<td>0.1504</td>
</tr>
<tr>
<td>10</td>
<td>0.00596</td>
<td>0.82179</td>
<td>0.0714</td>
<td>0.10085</td>
</tr>
<tr>
<td>10</td>
<td>0.03881</td>
<td>0.07709</td>
<td>0.73088</td>
<td>0.15322</td>
</tr>
<tr>
<td>10</td>
<td>0.01693</td>
<td>0.06018</td>
<td>0.1454</td>
<td>0.77749</td>
</tr>
</tbody>
</table>

Notes: This Table reports the Variance Decompositions for the panel VAR with Bankrupt loans as a proxy for risk level. VDCs illustrate the percent of variation in one variable explained by the shock in another variable. We report the accumulated total effects through 10 and 20 periods ahead. TE: technical efficiency; NIM: net interest margin; QE: quantitative easing, proxied by the natural logarithm of total reserves; Risk 1: Bankrupt loans = Bankrupt loans + Non-accrual loans; s: number of periods.

### Table 8

<table>
<thead>
<tr>
<th></th>
<th>TE</th>
<th>NIM</th>
<th>QE</th>
<th>Risk 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.33457</td>
<td>0.01407</td>
<td>0.37134</td>
<td>0.28003</td>
</tr>
<tr>
<td>10</td>
<td>0.04916</td>
<td>0.7348</td>
<td>0.00017</td>
<td>0.21587</td>
</tr>
<tr>
<td>10</td>
<td>0.20278</td>
<td>0.03459</td>
<td>0.52593</td>
<td>0.23671</td>
</tr>
<tr>
<td>10</td>
<td>0.0103</td>
<td>0.07479</td>
<td>0.00011</td>
<td>0.91481</td>
</tr>
<tr>
<td>10</td>
<td>0.04616</td>
<td>0.67761</td>
<td>0.00029</td>
<td>0.27593</td>
</tr>
<tr>
<td>10</td>
<td>0.16634</td>
<td>0.04224</td>
<td>0.42544</td>
<td>0.36598</td>
</tr>
<tr>
<td>10</td>
<td>0.01311</td>
<td>0.07448</td>
<td>0.0004</td>
<td>0.91381</td>
</tr>
</tbody>
</table>

Notes: This Table reports the Variance Decompositions for the panel VAR with Restructured loans as a proxy for risk level. VDCs illustrate the percent of variation in one variable explained by the shock in another variable. We report the accumulated total effects through 10 and 20 periods ahead. TE: technical efficiency; NIM: net interest margin; QE: quantitative easing, proxied by the natural logarithm of total reserves; Risk 2: Restructured loans = past due loans over 3 months but less than 6 months + Restructured loan; s: number of periods.

The effect which is significant up to the second period in both Figures. These findings also further defend those reported in Tables 5 and 6.

Both Figs. 3 and 4 indicate a significant impact of a shock in net interest margin on the response of quantitative easing. This implies total reserves which act as a proxy for quantitative easing would decline if there is a shock to net interest margin. In terms of the effect of a shock in technical efficiency on quantitative easing, we find a positive and significant response of quantitative easing (though only in the first two periods when bankrupt loans are included in the model). The positive response gradually declines over time, with greater magnitude when restructured loans are in the equation system.
The variance decompositions (VDCs) presented in Tables 7 and 8 enlighten our IRFs results. We report the total effect accumulated over 10 and 20 periods ahead. In Table 7, quantitative easing is found to explain 31.2% the forecast error variance of efficiency, followed by bankrupt loans which account for approximately 14% of the variance after 10 periods. The percent of variation in TE attributed to a shock in quantitative easing is higher for 20 periods ahead (increases to 41.6%). In contrast, TE’s variation described by a shock in bankrupt loans decreases to 11.1%. On the other hand, a small part of nearly 1.7% forecast error variance 10 and 20 periods ahead in bankrupt loans is due to the shock in technical efficiency. This implies the causality runs from bankrupt loans to efficiency, suggesting that the “bad luck” hypothesis could be valid. If we also take into account the findings from the IRFs, the “moral hazard” and “skimping” hypothesis is more appropriate to explain the relationship between risk and efficiency. Note that risk triggers the causal chain as indicated by the VDCs estimations.

In the case of restructured loans (Table 8), quantitative easing is also important in explaining 37.1% the forecast error variance of efficiency over 10 periods. Disturbances in restructured loans account for 28% of efficiency’s variation, and become more prominent in explaining up to 44.5% after 20 periods. In contrast, efficiency’s innovations account for only about 1% variation of restructured loans. These results reinforce findings from the IRFs in the sense that the causality runs from restructured loans to efficiency, in line with the “bad luck” hypothesis.

Bankrupt loans and restructured loans are found to elucidate a large percent of the variation on net interest margin and quantitative easing. In contrast, the shock in net interest margin accounts for a small percent of variation in bankrupt loans (about 6%) and restructured loans (about 7.5%), confirming the causality would run from bankrupt and restructured loans to net interest margin. In the case of restructured loans,21 this finding supports the argument in Angbazo (1997), Wong (1997), Demirgüç-Kunt and Huizinga (1999). Net interest margin would increase in response to a higher degree of risk as banks require a higher rate of return to offset the potential loss from risky portfolios. Interestingly, the causal relation between quantitative easing and bankrupt loans is not persuasively confirmed as being run from bankrupt loans. A shock in bankrupt loans explains slightly more variation in the forecast error of quantitative easing (15%) in comparison with a shock in quantitative easing interpreting bankrupt loans’ variation (14%). Either way, the relationship carries a positive sign. However, it is evident that the relationship would run from restructured loans to quantitative easing. In general, our analysis indicates that bankrupt and restructured loans cause the changes of TE and other variables, rather than being affected.

7. Conclusion

This paper provides an additional angle of how to model bank production process so as to include undesirable outputs. We cover a large period that allows us to extensively analyse the changes in bank efficiency and its response to shocks. We report that Japanese banks’ efficiency remains rather low with a mean technical efficiency level of 0.612. The slight downward trend of efficiency also implies that banks do not seem to fully revive or perform more efficiently after overcoming the crisis. We further find that Regional Banks II operate more efficiently than their counterparts do. Unlike Barros et al. (2012), our findings show that City Banks are less efficient than Regional Banks. Regarding the impacts of undesirable outputs, problem loans are more influential in efficiency estimation than problem other earning assets. The model suggests that Japanese banks could increase their good outputs by 63.4%, whilst simultaneously reducing bad outputs and inputs by 38.8%. To enhance efficiency, Japanese banks could also diversify their loan and investment portfolios to achieve the optimal desirable output mix. Additionally, investing in technology innovation would assist a bank to be ahead of their peers in attracting customers. Although short-run costs would rise, the benefits for customers and long-term cost savings could generate higher efficiency in the long-run.

In the latter stage analysis, we explore the impact of bankrupt loans and restructured loans on bank efficiency. We report that the response of technical efficiency is positive to a shock in bankrupt loans, but negative to a shock in restructured loans. There are evidences showing that bankrupt and restructured loans significantly explain the variation in technical efficiency, net interest margin, and quantitative easing. The relationship between bankrupt loans and efficiency resembles the “moral hazard” and “skimping” hypotheses, with the causality originating from bankrupt loans to efficiency. Banks would appear to be more efficient in the short-run because of fewer inputs associated with the loan-issuing process, and the motivation to compensate the loss from bankrupt loans. However, restructured loans are revealed to affect efficiency under the “bad luck” hypothesis. When restructured loans arise due to unexpected events, banks might face excessive operating costs to defend their financial health. We also examine the impact of quantitative easing on bank efficiency. We argue that changes in monetary policy diminish technical efficiency in the short-run, but with a small magnitude. This finding implies that quantitative easing tool might not be useful in strengthening bank performance. Among the panel VAR variables, a shock in net interest margin - a bank specific factor - does not greatly explain the variation of efficiency.

Our analysis sheds light for regulators and supervisors in terms of maintaining financial stability. There is evidence to convince that the favourable appearance of bank efficiency corresponds to more risky portfolios which are represented by the level of bankrupt loans. Regulators might need to prudently control the level of risk-taking in commercial banks as well as their loan issuance process. On the other hand, based on findings from the impact of restructured loans on efficiency, effective regulatory procedures to preserve and enhance financial stability would help lessen bank default risk and improve performance. Both highly efficient banks and worst performers should be supervised thoroughly as their efficiency scores act as a warning for heightened uncertainty.

In light with the ongoing Abenomics policy to drive Japan out of the deflation cycle, our finding for the impact of quantitative easing on technical efficiency and bankrupt loans could be supportive for future research in the Bank of Japan monetary easing policy. As there is no consensus evidence in the literature about the effectiveness of quantitative easing during March 2001-March 2006, the continuation of the zero interest rate policy and asset purchase programs from 2012 could provide an interesting platform for investigating their impact on bank productivity and financial stability. Not exclusively, one could directly control for the effect of bankrupt and restructured loans in measuring bank productivity growth. Departing from this study, we would conjecture a detrimental impact of these risk-monitored loans on bank productivity. Moreover, future research could decompose total factor productivity growth into different components which account for the particular effect of bankrupt and restructured loans.
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Appendix A. Problem assets based on the Financial Reconstruction Law and Risk-monitored loans

<table>
<thead>
<tr>
<th>Problem assets based on the Financial Reconstruction Law</th>
<th>Risk-monitored loans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total loans</td>
<td>Total loans</td>
</tr>
<tr>
<td>Other assets</td>
<td>Other assets</td>
</tr>
<tr>
<td>Bankrupt and quasi-bankrupt assets</td>
<td>Bankrupt loans</td>
</tr>
<tr>
<td>Doubtful assets</td>
<td>Non-accrual loans</td>
</tr>
<tr>
<td>Substandard loans</td>
<td>Past due loans (3 months or more)</td>
</tr>
<tr>
<td>Restructured loans</td>
<td>Restructured loans</td>
</tr>
</tbody>
</table>

(A)                                                                                              (B)                                                                                              (C)

Note: (A) – (B) = (C)

Notes: This Appendix presents the two classifications of problem assets in Japan. The difference between the two is other assets which are problem other earning assets (claims related to securities lending, foreign exchange, accrued interests, suspense payments, customers’ liabilities for acceptances and guarantees, and bank guaranteed bonds sold through private placements). Risk-monitored loans are disclosed in accordance with the Banking Law, which we use to represent the potential risk. In this paper, Bankrupt loans are named after the sum of Bankrupt loans and Non-accrual loans; Restructured loans are named after the sum of past due loans over 3 months but less than 6 months and Restructured loans. Problem loans are the sum of bankrupt, quasi-bankrupt, doubtful loans and substandard loans. Problem other earning assets are the sum of bankrupt, quasi-bankrupt, and doubtful other earning assets. Source: Interim report 2010-Sumitomo Mitsui Financial group.

Appendix B. Panel VAR model

The first order VAR model takes the form of:

$$ w_{it} = \mu_i + \phi w_{it-1} + e_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T \quad (B.1) $$

where $w_{it}$ is a vector of four random variables, technical efficiency $E_f$, net interest margin $NIM$, quantitative easing $QE$, and risk $R$ (bankrupt and restructured loans), $\phi$ is a 4x4 matrix of coefficients, $\mu_i$ is a vector of $m$ individual effects, $\phi_{it}$ is a time dummy, and $e_{it}$ is a multivariate white-noise vector of $m$ residuals. The equation system to be estimated is as follows:

$$ E_{fit} = \mu_{10} + \mu_{11} + \sum_{j=1}^{n} a_{1j} E_{fit-j} + \sum_{j=1}^{n} a_{1j} NIM_{it-j} + \sum_{j=1}^{n} a_{1j} QED_{it-j} + \sum_{j=1}^{n} a_{1j} R_{it-j} + e_{1it} \quad (B.2) $$

$$ NIM_{it} = \mu_{20} + \mu_{21} + \sum_{j=1}^{n} a_{2j} E_{fit-j} + \sum_{j=1}^{n} a_{2j} NIM_{it-j} + \sum_{j=1}^{n} a_{2j} QED_{it-j} + \sum_{j=1}^{n} a_{2j} R_{it-j} + e_{2it} \quad (B.3) $$

$$ QE_{it} = \mu_{30} + \mu_{31} + \sum_{j=1}^{n} a_{3j} E_{fit-j} + \sum_{j=1}^{n} a_{3j} NIM_{it-j} + \sum_{j=1}^{n} a_{3j} QED_{it-j} + \sum_{j=1}^{n} a_{3j} R_{it-j} + e_{3it} $$

$$ R_{it} = \mu_{40} + \mu_{41} + \sum_{j=1}^{n} a_{4j} E_{fit-j} + \sum_{j=1}^{n} a_{4j} NIM_{it-j} + \sum_{j=1}^{n} a_{4j} QED_{it-j} + \sum_{j=1}^{n} a_{4j} R_{it-j} + e_{4it} $$

The residuals $e_{it}$ captures the exogenous shocks to the endogenous variables in the VAR system. The moving average (MA) representation equates $E_{fit}, NIM_{it}, QE_{it}$ and $R_{it}$ on present and past residuals $e_{1t}, e_{2t}, e_{3t}$ and $e_{4t}$ from the VAR estimation:

$$ E_{fit} = a_{10} + \sum_{j=1}^{n} b_{1j} E_{fit-j} + \sum_{j=1}^{n} b_{1j} NIM_{it-j} + \sum_{j=1}^{n} b_{1j} QED_{it-j} + \sum_{j=1}^{n} b_{1j} R_{it-j} + e_{1it} \quad (B.3) $$

The composite impulsive term in the underlying structural model contains no economic implication, unless the equation is transformed. The orthogonalisation of impulse responses enables us to interpret the reaction of one variable to a shock in another variable in the system. Love and Zicchino (2006) opt for this technique in order to separate the influence of different variables in one variable of interest by holding other shocks constant. Because it is very unlikely that the covariance matrix of the error terms is diagonal, it is required that the residuals are decomposed following a procedure (such as Cholesky decomposition) to become orthogonal. A particular ordering is specified according to the degree of endogeneity of each variable. It is assumed that the variables appear first are more exogenous, and the ones appear later are more endogenous. The orthogonalised, or structural, MA representation is:

$$ E_{fit} = \alpha_{10} + \sum_{j=1}^{n} \beta_{1j} E_{fit-j} + \sum_{j=1}^{n} \beta_{1j} NIM_{it-j} + \sum_{j=1}^{n} \beta_{1j} QED_{it-j} + \sum_{j=1}^{n} \beta_{1j} R_{it-j} \quad (B.4) $$

and

$$ \begin{pmatrix} \beta_{11} \beta_{12} \beta_{13} \beta_{14} \\ \beta_{21} \beta_{22} \beta_{23} \beta_{24} \\ \beta_{31} \beta_{32} \beta_{33} \beta_{34} \\ \beta_{41} \beta_{42} \beta_{43} \beta_{44} \end{pmatrix} = \begin{pmatrix} b_{11} & b_{12} & b_{13} & b_{14} \\ b_{12} & b_{13} & b_{14} & b_{15} \\ b_{13} & b_{14} & b_{15} & b_{16} \\ b_{14} & b_{15} & b_{16} & b_{17} \end{pmatrix} \cdot \begin{pmatrix} E_{fit} \\ E_{it} \\ E_{it} \\ E_{it} \end{pmatrix} = \begin{pmatrix} \epsilon_{1it} \\ \epsilon_{2it} \\ \epsilon_{3it} \\ \epsilon_{4it} \end{pmatrix} \quad (B.5) $$
where \( P \) is the Cholesky decomposition of the covariance matrix of the residuals:
\[
\begin{align*}
\text{Cov}(e_{it}, e_{it}) & \text{Cov}(e_{it}, e_{zt}) \text{Cov}(e_{zt}, e_{zt}) \text{Cov}(e_{zt}, e_{uk}) \\
\text{Cov}(e_{zt}, e_{zt}) & \text{Cov}(e_{zt}, e_{uk}) \text{Cov}(e_{uk}, e_{uk}) \\
\text{Cov}(e_{uk}, e_{uk}) & \\
\end{align*}
\]
\[= PP^{-1}\]

### Appendix C. The Boone indicator

Derived from the log-linear relationship between marginal cost \( mc \) and profit \( \pi \) in equation C.1, the Boone indicator should be generally negative (Boone et al., 2007). The larger the Boone indicator in absolute value, the more intensified the competition.

In order to obtain time-varying Boone indicator, we add a time dummy \( d_t \) and run the following regression (Schack and Cihák, 2014; Van Leuvensteijn et al., 2011):

\[
\ln p_t = \alpha + \beta \ln m_{c_t} + \gamma d_t + u_t
\]

In line with Fiordelisi and Mare (2014), marginal cost is obtained from the translog cost function:

\[
TN_c = \alpha + 2 \phi \ln Q + \frac{\phi_2}{2} (Q^2 - Q) + \sum_{j=1}^{2} \phi_j t \ln P_j + \frac{1}{2} \sum_{k=1}^{2} \sum_{j=1}^{2} \phi_{jk} X_{jk}^2
\]

where \( TN_c \) is total costs which are the sum of interest and investment expenses, and general and administrative expenses; \( Q \) is total earning assets (loans, investments, and securities) (Delis, 2012). Price of funds \( P_j \) is defined as interest and investment expenses/deposits and borrowed funds. Due to data unavailability, we are unable to extract data from general and administrative expenses which include personnel expenses and non-personnel expenses associated to physical capital. Hence, in line with Hensel (2006) and Fu et al. (2014), we define the second input price as price of overhead \( P_2 \) as general and administrative expenses divided by the number of employees. Time trend is \( t \), and \( \delta_{it} \) is a two-component error term capturing inefficiency and a two-sided error term.

The marginal costs can be derived from Eq.(C.3) as follows (Fu et al., 2014):

\[
MC_c = \frac{\partial TN_c}{\partial Q} \left( \alpha + 2 \phi \ln Q + \sum_{j=1}^{2} \phi_j t \ln P_j + \phi_2 t \right)
\]
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