HerMES: point source catalogues from Herschel-SPIRE observations II
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ABSTRACT

The Herschel Multi-tiered Extragalactic Survey (HerMES) is the largest Guaranteed Time Key Programme on the Herschel Space Observatory. With a wedding cake survey strategy, it consists of nested fields with varying depth and area totalling ~380 deg². In this paper, we present deep point source catalogues extracted from Herschel-Spectral and Photometric Imaging Receiver (SPIRE) observations of all HerMES fields, except for the later addition of the 270 deg² HerMES Large-Mode Survey (HeLMS) field. These catalogues constitute the second Data Release (DR2) made in 2013 October. A sub-set of these catalogues, which consists of bright sources extracted from Herschel-SPIRE observations completed by 2010 May 1 (covering ~74 deg²) were released earlier in the first extensive data release in 2012 March. Two different methods are used to generate the point source catalogues, the SUSSEXTRACTOR point source extractor used in two earlier data releases (EDR and EDR2) and a new source detection and photometry method. The latter combines an iterative source detection algorithm, STARFINDER, and a De-blended SPIRE Photometry algorithm. We use end-to-end Herschel-SPIRE simulations with realistic number counts and clustering properties to characterize basic properties of the point source catalogues, such as the completeness, reliability, photometric and positional accuracy. Over 500 000 catalogue entries in HerMES fields (except HeLMS) are released to the public through the HeDAM (Herschel Database in Marseille) website (http://hedam.lam.fr/HerMES).
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1 INTRODUCTION

The Herschel Multi-tiered Extragalactic Survey (HerMES; Oliver et al. 2012) is a Guaranteed Time Key Programme on the Herschel Space Observatory. With a wedding cake survey strategy, it consists of nested fields with varying depth and area totalling ~380 deg². In this paper, we present deep point source catalogues extracted from Herschel-Spectral and Photometric Imaging Receiver (SPIRE) observations of all HerMES fields, except for the later addition of the 270 deg² HerMES Large-Mode Survey (HeLMS) field. These catalogues constitute the second Data Release (DR2) made in 2013 October. A sub-set of these catalogues, which consists of bright sources extracted from Herschel-SPIRE observations completed by 2010 May 1 (covering ~74 deg²) were released earlier in the first extensive data release in 2012 March. Two different methods are used to generate the point source catalogues, the SUSSEXTRACTOR point source extractor used in two earlier data releases (EDR and EDR2) and a new source detection and photometry method. The latter combines an iterative source detection algorithm, STARFINDER, and a De-blended SPIRE Photometry algorithm. We use end-to-end Herschel-SPIRE simulations with realistic number counts and clustering properties to characterize basic properties of the point source catalogues, such as the completeness, reliability, photometric and positional accuracy. Over 500 000 catalogue entries in HerMES fields (except HeLMS) are released to the public through the HeDAM (Herschel Database in Marseille) website (http://hedam.lam.fr/HerMES).
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Table 1. Summary of the HerMES observations released in DR1. The columns are the set identification number, the design level, the target name, the observing mode, the area of good pixels $\Omega_{\text{good}}$, where the number of bolometer samples per pixel in the 250 $\mu$m map is greater than half of the median value, and the 5$\sigma$ instrumental noise level at 250, 350 and 500 $\mu$m.

<table>
<thead>
<tr>
<th>Set</th>
<th>Level</th>
<th>Target</th>
<th>Mode</th>
<th>$\Omega_{\text{good}}$ (deg$^2$)</th>
<th>$5\sigma_{\text{ins}}^{250}$ (mJy)</th>
<th>$5\sigma_{\text{ins}}^{350}$ (mJy)</th>
<th>$5\sigma_{\text{ins}}^{500}$ (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CD</td>
<td>Abell 2218</td>
<td>Sp. Nom.</td>
<td>0.10</td>
<td>6.4</td>
<td>5.3</td>
<td>7.6</td>
</tr>
<tr>
<td>3</td>
<td>CD</td>
<td>MS0451.6--0305</td>
<td>Sp. Nom.</td>
<td>0.08</td>
<td>9.2</td>
<td>7.7</td>
<td>11.0</td>
</tr>
<tr>
<td>7</td>
<td>CS</td>
<td>Abell 2219</td>
<td>Sp. Nom.</td>
<td>0.08</td>
<td>9.2</td>
<td>7.7</td>
<td>11.0</td>
</tr>
<tr>
<td>14</td>
<td>L2</td>
<td>GOODS-N</td>
<td>Sp. Nom.</td>
<td>0.55</td>
<td>3.8</td>
<td>3.1</td>
<td>4.5</td>
</tr>
<tr>
<td>15</td>
<td>L2</td>
<td>ECDFS</td>
<td>Sp. Nom.</td>
<td>0.58</td>
<td>4.3</td>
<td>3.6</td>
<td>5.2</td>
</tr>
<tr>
<td>17</td>
<td>L3</td>
<td>Groth Strip</td>
<td>Sp. Nom.</td>
<td>0.60</td>
<td>10.7</td>
<td>8.9</td>
<td>12.8</td>
</tr>
<tr>
<td>19</td>
<td>L3</td>
<td>Lockman-North</td>
<td>Sp. Nom.</td>
<td>0.65</td>
<td>10.6</td>
<td>8.8</td>
<td>12.7</td>
</tr>
<tr>
<td>28</td>
<td>L5</td>
<td>Lockman SWIRE</td>
<td>Sp. Fast</td>
<td>17.37</td>
<td>13.6</td>
<td>11.2</td>
<td>16.2</td>
</tr>
<tr>
<td>30</td>
<td>L5</td>
<td>Bootes HerMES</td>
<td>Parallel</td>
<td>3.25</td>
<td>13.8</td>
<td>11.3</td>
<td>16.4</td>
</tr>
<tr>
<td>31</td>
<td>L5</td>
<td>ELAIS N1 HerMES</td>
<td>Parallel</td>
<td>3.25</td>
<td>13.8</td>
<td>11.3</td>
<td>16.4</td>
</tr>
<tr>
<td>36</td>
<td>L6</td>
<td>XMM-LSS SWIRE</td>
<td>Parallel</td>
<td>18.87</td>
<td>11.2</td>
<td>9.3</td>
<td>13.4</td>
</tr>
<tr>
<td>37</td>
<td>L6</td>
<td>Bootes NDWFS</td>
<td>Parallel</td>
<td>10.57</td>
<td>13.8</td>
<td>11.3</td>
<td>16.4</td>
</tr>
<tr>
<td>38</td>
<td>L6</td>
<td>ADFS</td>
<td>Parallel</td>
<td>7.47</td>
<td>25.8</td>
<td>21.2</td>
<td>30.8</td>
</tr>
<tr>
<td>40</td>
<td>L6</td>
<td>FLS</td>
<td>Parallel</td>
<td>6.71</td>
<td>25.8</td>
<td>21.2</td>
<td>30.8</td>
</tr>
</tbody>
</table>

Space Observatory (Pilbratt et al. 2010). It has a wedding cake survey design which consists of nested fields ranging from shallow and wide fields to deep and narrow fields observed with the Herschel-Spectral and Photometric Imaging Receiver (SPIRE; Griffin et al. 2010) at 250, 350 and 500 $\mu$m$^2$ and the Herschel-Photodetector Array Camera and Spectrometer (PACS; Poglitsch et al. 2010) at 100 and 160 $\mu$m for a sub-set of the HerMES fields. There are 13 target blank fields at approximately seven different depths (Levels 1–7) covering a total area of $\sim$380 deg$^2$ which includes a later addition of a wide HerMES Large-Mode Survey (HeLMS) field (270 deg$^2$) observed by SPIRE alone. In addition to the blank fields, HerMES also targeted 12 known clusters. The first two data releases, Early Data Release (EDR, 2010 July 1) and EDR2 (2011 September 19), included SPIRE high signal-to-noise ratio (SNR $\geq 5$) sources extracted from HerMES Science Demonstration Phase (SDP) and the first Data Release (DR1) fields (see Table 1) generated by the SUSSEXTRACTOR (SXT) point source extractor (Smith et al. 2012) as well as SPIRE maps in the Abell 2218 cluster field.

This paper describes the generation of HerMES point source catalogues extracted from Herschel-SPIRE observations completed by 2010 May 1 and released during the first extensive data release (DR1) of maps and catalogues (2012 March 27) and all observations except HeLMS released during the second extensive data release (DR2; 2013 October 31). All HerMES fields apart from HeLMS (which is not included in DR2) are deliberately chosen to be in relatively cirrus-free regions and therefore avoid issues with false detections associated with cirrus emission. Details of DR1 and DR2 are given in Tables 1 and 2. As catalogues are the starting point for understanding the far-infrared/sub-millimetre (sub-mm) galaxy population in detail (e.g. their spectral energy distributions, redshift distribution and luminosity), a lot of effort has been invested in constructing deep and reliable catalogues. The main challenge is confusion noise which arises when the spatial extent of the emission from distinct sources overlap within the same area, creating signal fluctuations within the telescope beam. At a given wavelength, this will mostly depend on the intrinsic flux density distribution of sources as well as the resolving power and sensitivity of the instrument used for the observations. Nguyen et al. (2010) found that in the limit of infinite integration time (i.e. negligible instrumental noise) the SPIRE confusion noise is at the level of $5\sigma = 24.0, 27.5, 30.5$ mJy at 250, 350 and 500 $\mu$m, respectively (after excluding map pixels at $\geq 5\sigma$). Confusion noise is a significant feature (much larger than instrumental noise) for most of the HerMES fields (from Level 1 to Level 4; see Tables 1 and 2) and sets a fundamental limit on the flux limit of sources that can be detected by a peak finding algorithm such as SXT.

Bright sources that can be resolved individually by Herschel only account for a small fraction of the cosmic infrared background (e.g. Oliver et al. 2010; Glenn et al. 2010; Béthermin et al. 2012). To extract deeper catalogues, we must reduce the level of confusion noise in our maps. In this paper, we present a new source detection and photometry method which combines an iterative source detection algorithm STARFINDER (SF) and a De-blended SPIRE Photometry (DESPHOT) algorithm. SF iteratively detects and removes sources to reduce the confusion noise level and therefore can extract sources below the nominal confusion limit. DESPHOT is optimized for accurate photometry in highly confused images.

The paper is organized as follows. In Section 2, first we describe SPIRE observations and the extracted data products of the HerMES fields released in DR1 and DR2. Then, we describe in detail the two different source extraction methods (SXT and SF combined with DESPHOT) used to generate the DR1 and DR2 point source catalogues. In Section 3, realistic end-to-end Herschel-SPIRE simulations are used to understand the basic properties (e.g. photometric and positional error, completeness and reliability) of the point source catalogues. The issue of extended sources being broken up by our source extraction methods is discussed in Section 4. Finally, we give conclusions and discussions in Section 5.

2 HERMES DR1 AND DR2 POINT SOURCE CATALOGUES

2.1 Overview of DR1 and DR2 SPIRE observations and data products

HerMES DR1 includes bright sources (above 55, 55 and 30 mJy at 250, 350 and 500 $\mu$m, respectively) extracted from the SDP observations as well as all SPIRE observations completed by 2010.
HIPE
At each iteration, the fast SPIRE scan rate at 2010 gives a summary of the HerMES observations re-
in three fundamental ways. First, the stan-

May 1. Table 1 gives a summary of the HerMES observations released in DR1, including the set identification number, the design level, the target name, the observing mode (including the nominal SPIRE scan rate at 30 arcsec s\(^{-1}\), the fast SPIRE scan rate at 60 arcsec s\(^{-1}\) and the SPIRE–PACS parallel mode), the area of good pixels \(\Omega_{\text{good}}\), where the number of bolometer samples per pixel in the 250 \(\mu\)m map is greater than half of the median value, and the 5\(\sigma\) instrumental noise level at 250, 350 and 500 \(\mu\)m. HerMES DR2 includes all point sources from the SDP and DR1 fields as well as all subsequent SPIRE observations except HeLMS. Table 2 gives a summary of the additional HerMES fields included in DR2.

The data obtained from the Herschel Science Archive were pro-

Details of the timeline processing steps in HIPE are described in Dowell et al. (2010) and the SPIRE Observers Manual. Briefly, the raw data are converted into detector voltages and then several corrections are made. The corrections include detection and masking of cosmic ray glitches, correction for the electrical filter response, converting signal-to-flux density, temperature drift removal, corrections for bolometer time response and merging with the telescope-pointing product to produce sky coordinates.

\(\text{SMAP}\) differs from HIPE in three fundamental ways. First, the standard scan-by-scan temperature drift correction module within HIPE is overridden in favour of a custom correction algorithm which stitches together all of the time-ordered data (or time streams), allowing us to fit to and remove a much longer noise mode. Further, the standard processing is modified such that a ‘sigma–kappa’ deglitcher is used instead of a wavelet deglitcher, to improve performance in large blank fields. Lastly, imperfections from thermistor jumps, the ‘cooler burp’ effect and residual glitches are removed manually before map construction.

HerMES maps are created by the SMAP map-maker, SHIM (SPIRE-HerMES Iterative Mapper), iteratively removes a low-order polynomial baseline from each scan. At each iteration \(i\), a

\[\Omega_{\text{good}} = \frac{\text{number of good pixels}}{\text{total number of pixels}}\]
polynomial is fitted to the time-stream residual $R_i = S - M_{i-1}$, where $S$ is the time stream and $M_{i-1}$ is the predicted time stream given the map calculated on the previous iteration. Additionally, each scan is given a weight based on the inverse variance of the time-stream residual. The order or the polynomial baseline varies from 0 to 2, depending on the size of the map. These maps are made with 20 iterations, which appear to provide sufficient convergence. The algorithm is fully described in Levenson et al. (2010) and Viero et al. (2013).

We provide three different types of point source catalogues extracted from the SMAP v4.1 maps as follows.

(i) Independent single-band SXT catalogues at 250, 350 and 500 µm. SXT is used to detect point sources and estimate their positions and fluxes.

(ii) Independent single-band SF catalogues with DESPHOT photometry at 250, 350 and 500 µm. SF is used to detect sources and find their optimal positions, while DESPHOT is used to estimate fluxes for a given list of source positions. For convenience, we will refer to these catalogues as SF catalogues.

(iii) Band-merged SF catalogues with DESPHOT multiband (250, 350 and 500 µm) photometry at the positions of the SF 250 µm sources. We will refer to these catalogues as SF250 catalogues.

The source extraction algorithms, i.e. SXT and SF, as well as our custom-made photometry code DESPHOT are described in detail in Sections 2.2 and 2.3. The point source catalogues can be downloaded from the Herschel Database in Marseille [HeDaM (Roehlly et al. 2011); http://hedam.lam.fr/HerMES]. Apart from the SF250 catalogues, sources are directly detected in the image where we want to perform photometry, with no additional information obtained from other wavelengths. As a result, it allows detection of sources which might be unidentified at other wavelengths. However, when source density is too high, blind source extraction cannot separate blended point sources. The source centroid from blind source catalogues might be less well constrained causing greater difficulty in cross-matching sources detected at different wavelengths. Admittedly, source extraction with prior information (e.g. from deep 24 µm observations) on the spatial distribution of sources in the sky (Roseboom et al. 2010, 2012) will in general provide deeper catalogues and more robust source identification across different wavelengths. But it can risk misidentifying sources with positive noise fluctuations, if we assume that all sources in the prior model have a counterpart in the SPIRE maps.

SPIRE calibration is done by fitting the point spread function to the time-stream signal of Neptune. The measurement is repeatable at 2 per cent level and the quoted uncertainty of the Neptune model is 5 per cent. As a result, the calibration uncertainty is 7 per cent.

### 2.2 SXT versus SF

SXT is a peak finding algorithm (implemented in Java within HIPE) optimized for isolated sources. For the sake of completeness, we briefly summarize the SXT source extraction algorithm here.

(i) First, the image is smoothed with a Gaussian point response function (PRF), with the pixels weighted according to the noise level in the map.

(ii) The PRF-filtered image is then searched for local maxima. A local maximum is a pixel which is higher than all of its immediate neighbours (i.e. the eight pixels surrounding it). Pixels close to the edge of the image are ignored.

(iii) The position of the local maximum is refined by fitting a quadratic function to certain pixels in the PRF-filtered image. This gives the source position to a better accuracy than simply the centre of a pixel.

(iv) The PRF-filtered image gives, for each pixel, the maximum likelihood estimate of the flux density of a source centred on the centre of that pixel (with a separate image giving the estimate of the uncertainty in the flux density). However, for sources not located at the centre of a pixel, this would be an underestimate of the flux. Simulations are performed to determine a correction to be applied to all sources, in order to eliminate a systematic bias in the estimates of the flux. (It should be noted that later releases of HIPE contain a version of SXT that does not have this problem.)

(v) Only those sources with a signal-to-noise ratio (SNR) above a specified detection threshold are accepted as detections.

For more details, please refer to Savage & Oliver (2007), Hobson, Rocha & Savage (2010), Smith et al. (2011) and the detailed documentation contained within HIPE.

SF is an iterative source finding and fitting program (implemented in IDL), originally designed for crowded stellar fields analysis (Diolaiti et al. 2000). SF, thus, is expected to do better at de-blending sources and finding faint sources around bright sources. SF models the observed image as a superposition of shifted scaled replicas of the PRF lying on a smooth background. At each iteration, SF performs the following steps.

(i) Detects new sources by searching for local maxima above a given SNR threshold in the image after subtraction of the known sources.

(ii) Cross-correlates each of the sub-images centred at the newly detected sources with the PRF and accepts those with correlation coefficients (a measure of the similarity between the source profile and our template) above a given threshold.

(iii) For each of the accepted new sources, determines the best-fitting position and flux of the source of interest by fitting to the sub-image centred around the source. Adds all of the new sources with the optimal positions and fluxes to the list of accepted sources and repeats from step (i) with a lower SNR threshold.

In both source extraction methods, for computational efficiency, we use a Gaussian-shaped PRF with the full width half-maximum (FWHM) set to 18.15, 25.15 and 36.3 arcsec at 250, 350 and 500 µm, respectively (Swinyard et al. 2010), although the SPIRE beams are known to be significantly elliptical. As our source photometry is derived from profile fitting, aperture correction is not needed. In principle, we could use a more realistic PRF such as the beam measured from maps of Neptune (a strong point-like source). However, we find that the Gaussian PRF is very good approximation of the real PRF and there is no bias in the flux density measurement for bright sources (see Section 3.3). For faint sources, confusion noise and instrument noise cause a systematic overestimation of the source flux (flux boosting) which is much larger than the photometric uncertainty caused by the Gaussian approximation of the PRF.

In principle, SF should extract a deeper source catalogue than SXT and return more accurate source positions and fluxes. However, when the instrument noise level is high (e.g. our Level 5 and Level 6 observations) or when the source profile is not well sampled, fewer sources would pass the correlation test and therefore SF would return a shallower catalogue than SXT.
2.3 The DESPHOT Algorithm

While SF is effective at identifying ‘peaks’ in crowded images, it is not optimized for accurate photometry in highly confused images such as those from Herschel-SPIRE. The primary reason is that it requires a large fraction of ‘sky’ pixels which are free from any source flux. Having a large number of ‘sky’ pixels allows the background to be accurately determined, and also for crowded clumps of sources to be isolated, i.e. sources may be blended together but are typically separated from other sources enough that placing an annulus around them is appropriate. In Herschel-SPIRE images, nearly every pixel is dominated by signal from sources, meaning that the background actually comes from blended sources which we are trying to extract.

To deal with these issues, we have developed a new algorithm for SPIRE source photometry, DESPHOT. Many of the details of the algorithm have been presented in Roseboom et al. (2010, 2012) in the context of cross-identifications with 24 µm and radio sources. However, a complete description is provided here for the sake of clarity. DESPHOT consists of the following conceptually distinct steps: map segmentation, source photometry, background estimation and noise estimation. We will explain each step in turn.

While in theory source photometry and background estimation do not require segmentation of the map, in practice it is often computationally infeasible to use the full image. We need to break the map into smaller segments that can then be processed independently without affecting the photometric accuracy. This is achieved by locating islands of high-SNR pixels enclosed by low-SNR pixels. The segmentation algorithm operates as follows.

(i) Locates all pixels with an SNR above some threshold (default value of SNR = 1).

(ii) Takes the first of these high-SNR pixel starting in the bottom-left corner of the image.

(iii) ‘Grows’ a region around this pixel by iteratively taking neighbouring high-SNR pixels.

(iv) Once there are no more high-SNR neighbours, jumps to the next high-SNR pixel and repeat from step (iii).

Each of these independent regions of high-SNR pixels is uniquely identified and will be processed separately by the source photometry component. Segment size changes with the depth of map, both in the number of pixels and in the number of sources in each segment. In Table 3, we list the average number of pixels and the average number of sources per segment in fields of different depths (from Level 2 to Level 6).

DESPHOT assumes that the map can be described as the sum of the flux densities from the n known sources

$$d = \sum_{i=1}^{n} P_i f_i + \delta.$$  

where d is the image, $P_i$ the PRF for source i, $f_i$ the flux density of source i and $\delta$ some unknown noise term. A linear equation of this form will have a maximum likelihood solution of the form

$$\hat{f} = (A^T N^{-1} A)^{-1} A^T N^{-1} d,$$  

where A is an m pixel by n source matrix which describes the PRF for each source and $N_f = (\delta \delta^T)$ is the covariance matrix between the image pixels (assumed to be diagonal here). This equation can be solved directly, either by brute-force matrix inversion or via other linear methods (e.g. conjugate gradient methods) but this class of solution can create two significant problems. First, it ignores our prior knowledge that sources cannot have negative flux density. This is not just a conceptual annoyance, as in very degenerate cases (i.e. two sources very close together) the lack of a non-negative prior results in any symmetric pairing of positive and negative flux providing a good fit to the data. The second issue is overfitting. If we cannot provide a 100 per cent reliable input list, a simple linear solution does not have the power to discriminate between spurious and real sources and can result in the overall flux densities of real sources to be underestimated (as some flux is lost to spurious ones).

To solve both issues, Roseboom et al. (2012) introduced the non-negative, weighted, LASSO algorithm (Tibshirani 1996; Zou 2006; ter Braak et al. 2010). LASSO belongs to a class of methods known as ‘active’ set, in that it considers the solution vector (in this case the flux densities of the sources) to be either ‘active’, and to be optimized in the solution, or ‘inactive’, and set to zero. Basically, the algorithm is iterative. It starts with the solution flux vector set to zero. It then turns on a single source at a time (i.e. moves them to the active set) that has the largest partial derivative of the chi-squared $\chi^2$ (i.e. the source that reduces the chi-squared the most). The non-negative prior means that the derivative is only considered for positive values of the flux, and the step taken in each iteration is the largest possible that keeps all the sources in the active set positive, and the activated source $d\chi^2/df$ negative. This process continues until some tolerance level is reached. The active set approach allows the source photometry algorithm to remove sources which are not necessary to provide a good fit to the map, thus alleviating concerns about overfitting.

Next, we need to be able to estimate the level of background emission. SPIRE does not measure the absolute background level. As a result, the background level is unknown and all Herschel-SPIRE maps have been mean subtracted, i.e. the mean of the map is zero. In reality, the background in the final maps is composed of real but confused sources. For simplicity, we will model it as a constant background, and solve for this iteratively starting with the assumption that it is zero.

In DESPHOT, LASSO is used to solve equation (2) for each segment assuming no background. Then, the background, assumed to have a fixed value across the whole map, is estimated using the first-pass photometry values. Thus our model for the map is actually

$$d = \sum_{i=1}^{n} P_i f_i + B + \delta,$$  

where $B$ is the fixed background. While a solution for the background could have been incorporated into equation (2), because we treat each map segment independently in the source photometry step it would not be possible to produce a single value for the entire map in this way. However, given a set of initial estimates for the fluxes $f_i^0$, we can estimate a value for the background $B$ via

$$B = d - \sum_{i=1}^{n} P_i f_i^0.$$  

**Table 3.** The average number of pixels and the average number of sources per segment.

<table>
<thead>
<tr>
<th>Field</th>
<th>N(pixels)</th>
<th>N(sources)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2 COSMOS</td>
<td>23.54</td>
<td>4.39</td>
</tr>
<tr>
<td>L3 Groth Strip</td>
<td>18.98</td>
<td>2.67</td>
</tr>
<tr>
<td>L4 UDS</td>
<td>15.90</td>
<td>3.21</td>
</tr>
<tr>
<td>L5 Lockman SWIRE</td>
<td>9.43</td>
<td>2.47</td>
</tr>
<tr>
<td>L6 ELAIS S1 SWIRE</td>
<td>8.31</td>
<td>2.26</td>
</tr>
</tbody>
</table>

Once the background value is established, the source photometry process is run again with the background subtracted. The flux density estimates from this second pass are the ones which enter the output catalogues.

Finally, we estimate the total noise on our sources, including the effect of confusion. As the use of LASSO and non-negative prior make the source photometry method non-linear, the most obvious way to estimate the noise would be a Monte Carlo simulation of the full DESPHOT algorithm. However, given that the typical processing time for an L5 field is $\sim 2$ d on a large supercomputing node ($\sim 20$ cores and 256 GB of RAM), running simulations on this scale is not feasible. If we approximate the DESPHOT algorithm as linear, then we can get a lower limit on the noise via

$$N_f \geq (A^T N_f^{-1} A)^{-1}. \quad (5)$$

However, this estimate only includes the instrumental noise (via $N_f$) and the degeneracies between the input sources (via $A$). In order to provide some estimate of the remaining confusion noise (i.e. the contaminating fluxes from sources not in the input), we use the global map statistics via the pixel intensity distribution. Specifically, we produce a single estimate of the residual confusion noise by measuring the standard deviation of pixels in the residual map, i.e. the SPIRE map with a reconstructed model using our final estimates of the background and source fluxes removed. The instrumental noise in the residual map must be removed to produce a clean estimate of the confusion noise. Thus, the confusion noise $\sigma_{\text{conf}}$ is calculated by taking the standard deviation of the residual map pixels $\sigma_{\text{res}}$ and removing the average instrumental noise in these pixels in quadrature, $\sigma_{\text{conf}}^2 = \sigma_{\text{res}}^2 - \sigma_{\text{pix}}^2$, where $\sigma_{\text{pix}}$ is calculated directly from the exposure time per pixel.\(^8\) The total noise $\sigma_{\text{tot}}$ for a point source is then calculated from both the instrumental noise (and confusion noise from the known sources), $\sigma_i = \sqrt{\text{diag}((A^T N_f^{-1} A)^{-1})}$, and confusion noise from the unknown sources in the residual map $\sigma_{\text{conf}}$ via $\sigma_{\text{tot}}^2 = \sigma_i^2 + \sigma_{\text{conf}}^2$.

### 3 PROPERTIES OF THE DR1 AND DR2 POINT SOURCE CATALOGUES

In this section, we will discuss the properties of HerMES DR1 and DR2 SXT, SF and SF250 catalogues with realistic end-to-end simulations designed to match real Herschel-SPIRE observations as well as the map-making and the point source extraction process.

#### 3.1 End-to-end realistic simulations

To understand the characteristics of the point source catalogues, we need to make use of realistic simulations of Herschel-SPIRE observations. We give a brief summary of the steps taken to produce the simulations below.

(i) Generate a SPIRE input source catalogue based on the Béthermin et al. (2010) source count model with flux densities at 250, 350 and 500 $\mu$m.

(ii) Assign random coordinates ($x$, $y$) as well as clustered coordinates to the input catalogue generated from step (i) to make mock sky maps. The mock sky is then convolved with Gaussian-shaped PRFs to create mock SPIRE maps. The random mock sky is straightforward to generate by simply distributing the input sources randomly in the map. Source positions are the same in simulations at 250, 350 and 500 $\mu$m. Clustered coordinates are assigned as follows. First, we generate a single background density map with a power spectrum based on the clustering model fit in Viero et al. (2013) (both the one- and two-halo term, but not the Poisson term). Next, we draw positions weighted by the density map and assign source flux densities to each of the three simulated sky map bands for each position. The resulting simulated maps have sources correlated in position and colour, with power spectra resembling that of clustered dusty star-forming galaxies.

(iii) Scan the mock sky at 250, 350 and 500 $\mu$m and make time streams. At the same time, add realistic white and $1/f$ noise\(^9\) to the simulated time streams (Pascale et al. 2011; Viero et al. 2013).

(iv) Run the time streams through the $\text{map}$-making pipeline, and then make final simulated maps which resemble the equivalent $\text{map}$ maps in the real observations. At the same time, it takes the input catalogue and map-specific header file and converts the catalogue coordinates from map pixel coordinates ($x$, $y$) to (RA, Dec.) while excluding those sources located outside the map.

In total, we have simulated five different HerMES fields which are Lockman SWIRE, the Cosmological Evolution Survey field (COSMOS), the Ultra Deep Survey field (UDS), the European Large Area ISO Survey - South 1 field (ELAIS-S1) and the Extended Groth Strip field (EGROTH, covering a range of depth (Level 2 to Level 6). In Fig. 1, we plot the normalized pixel flux distribution in the real observation, simulated observations (both random and clustered) and jackknife noise map of the Lockman SWIRE field at 350 $\mu$m (PMW). The jackknife noise map is made by subtracting two independent maps of the same field using the first and second half of the data. Therefore, the jackknife difference map

\(^8\) Nguyen et al. (2010) showed that the instrumental noise calculated from jackknife maps is consistent with the instrumental noise calculated based on exposure time.

\(^9\) The noise levels are measured from the power spectrum of the difference map of the jackknife map-pairs in Viero et al. (2013). The instrumental noise consists of a scale-independent white noise term and $1/f$ noise. White noise dominates on angular scales $\theta_0 \gtrsim 0.25$ arcmin$^{-1}$, while the $1/f$ noise term dominates on larger scales.
should remove the sky signal and contain only the instrument noise. The overall shape of the histogram in the simulated maps matches very well to the real histogram. The non-Gaussianity of the real or simulated pixel histograms is due to the presence of point sources as well as the variation of the instrument noise level across the map (which results in a sum of Gaussian distributions). The latter is evident in the pixel histogram of the jackknife map.

In the following sections, we will mostly show results (e.g. positional and photometric accuracy) from the simulated COSMOS and Lockman SWIRE field. The other three fields exhibit similar overall trends.

### 3.2 Matching input with output

In the confusion-limited regime, matching the input catalogue with the output catalogue is far from trivial. On one hand, one detection in the output can result from blending of several input sources. On the other hand, one input source can sometimes contribute to more than one detection in the output.

We match the input truth list with the output source list using a likelihood ratio (LR) method similar to Chapin et al. (2011). For each input–output source pair, we calculate the LR, the ratio of probability of being a true match to probability of being a random association, based on the positional offset $r$ and flux difference $\Delta S = S_{\text{in}} - S_{\text{out}}$.

\[
LR(\Delta S, r) = \frac{q(\Delta S)f(r)}{2\pi r \rho(\Delta S)},
\]

where $f(r)$ is the probability distribution function (PDF) of the true matches between the input and output as a function of positional offset, $2\pi r$ is the positional distribution of the random matches (assuming a constant surface density of random matches), $q(\Delta S)$ is the PDF of the true matches as a function of flux difference and $\rho(\Delta S)$ is the PDF of the random matches as a function of flux difference.

In equation (6), we have assumed that the LR is separable in positional offset and flux difference. In other words, the flux difference distribution has no dependence on the positional offset and vice versa. To check whether this assumption is valid, we can look at the two-dimensional (2D) density distribution of real input–output matches in the radial offset $r$ versus flux difference $\Delta S = S_{\text{in}} - S_{\text{out}}$ plane. In the left-hand panels in Fig. 2, we plot the 2D density distribution of all matches between the input and output catalogue in the unclustered COSMOS simulation at 250 µm, which include both the real and random matches between the input and output. In the middle panels in Fig. 2, we plot the density distribution of all matches between the input and randomized output catalogue, which should only include random matches. The difference between the left and the middle panels, plotted in the right-hand panels in Fig. 2, can be approximated as the density distribution of the real input–output matches.

We can see that the flux difference distribution at a given radial offset does not change significantly with which radial offset value we choose and similarly the radial offset distribution at a given flux difference does not change significantly with the flux difference either. Therefore, the separation of positional offset and flux difference in the LR calculation in equation (6) is justified. Simulations with randomly distributed input sources are used in Fig. 2, but the same conclusion that the distribution of positional offset and flux difference can be separated also holds for simulations with clustered input sources.

For the positional PDF of the real input–output matches, we assume a symmetric Gaussian distribution as a function of orthogonal positional coordinates. So, $f(r)$ follows a Rayleigh radial probability distribution,

\[
f(r) = \frac{r}{\sigma_r^2} \exp(-r^2/2\sigma_r^2).
\]
The positional distribution of random sources uncorrelated with the output sources follows a linear trend with the radial offset $r$ assuming a constant surface density of background sources. In Fig. 3, we plot the histogram of radial offsets for all possible pairs between the input and output source within 50 arcsec. The histogram can be fitted by the sum of the true matches following a Rayleigh distribution and the random sources following a linear trend with $r$. Poisson errors in the histogram are used in the fitting procedure. We checked that bootstrap errors are very similar to the Poisson errors in the histogram of radial offsets for all possible pairs between the input and output sources.

Table 4. The $\sigma_r$ value in the Rayleigh radial probability distribution averaged over five different simulated fields at 250, 350 and 500 $\mu$m for SXT and SF catalogues. The top two rows correspond to simulations with randomly distributed input sources, while the bottom two rows correspond to simulations with clustered input sources. In all cases, the SF catalogues have slightly better positional accuracy than the SXT catalogues. By construction, SF250 source catalogues at 250, 350 and 500 $\mu$m have the same $\sigma_r$ value as the SF catalogues at 250 $\mu$m.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSW (arcsec)</th>
<th>PMW (arcsec)</th>
<th>PLW (arcsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SXT (random)</td>
<td>5.3 $\pm$ 0.2</td>
<td>7.9 $\pm$ 0.7</td>
<td>12.7 $\pm$ 0.6</td>
</tr>
<tr>
<td>SF (random)</td>
<td>4.8 $\pm$ 0.2</td>
<td>7.2 $\pm$ 0.4</td>
<td>11.5 $\pm$ 0.5</td>
</tr>
<tr>
<td>SXT (clustered)</td>
<td>5.3 $\pm$ 0.2</td>
<td>7.7 $\pm$ 0.7</td>
<td>13.3 $\pm$ 0.8</td>
</tr>
<tr>
<td>SF (clustered)</td>
<td>4.8 $\pm$ 0.1</td>
<td>7.0 $\pm$ 0.3</td>
<td>11.8 $\pm$ 0.4</td>
</tr>
</tbody>
</table>

The positional distribution of random sources uncorrelated with the output sources follows a linear trend with the radial offset $r$ assuming a constant surface density of background sources. In Fig. 3, we plot the histogram of radial offsets for all possible pairs between the input and output source within 50 arcsec. The histogram can be fitted by the sum of the true matches following a Rayleigh distribution and the random sources following a linear trend with $r$. Poisson errors in the histogram are used in the fitting procedure. We checked that bootstrap errors are very similar to the Poisson errors and do not change the fit. In Fig. 3, we use the SXT 350 $\mu$m catalogue extracted from the unclustered simulation of the COSMOS field. Similar trends are found in other simulations at other wavelengths. In Table 4, we list the best-fitting values and uncertainties for $\sigma_r$ for SXT and SF catalogues averaged over all five simulated fields at 250, 350 and 500 $\mu$m, respectively. The difference between the clustered and unclustered simulations is very small at all wavelengths. By construction, SF250 source catalogues at 250, 350 and 500 $\mu$m have the same $\sigma_r$ value as the SF catalogues at 250 $\mu$m. The SF catalogues have a smaller $\sigma_r$ than the SXT catalogues at all wavelengths, which is expected as SF optimizes the source positions during the local fitting process.

Next, we need to determine the PDF of the true matches and random matches between the input and output catalogue as a function of flux difference, i.e. $q(\Delta S)$ and $\rho(\Delta S)$. It is straightforward to determine $\rho(\Delta S)$. We simply match the input list with the randomized output catalogue and derive the number of random matches as a function of $\Delta S$. To determine $q(\Delta S)$, first we need to identify the search radius within which the SNR of the true matches is highest. Using the optimal search radii, we can then derive the histogram of the flux difference for all matches between the input and output. In Fig. 4, we plot the flux difference distribution of all matches between the input and output catalogue as a function of flux difference (i.e. $q(\Delta S)$) for the SXT, SF and SF250 source catalogues in the simulated unclustered COSMOS field. Errors on the flux difference distribution correspond to Poisson noise. We can see that for both SXT and SF catalogues, the peak of $q(\Delta S)$ shifts to lower values of $\Delta S$ from PSW to PLW, as a result of more severe blending as the beam size increases. The flux difference distribution of the real matches for the SF250 catalogues peaks much closer to zero compared to the SXT and SF catalogues at 350 and 500 $\mu$m. This is because the input SF catalogue extracted from the 250 $\mu$m map significantly reduces the level of confusion noise at 350 and 500 $\mu$m.

Having determined all the necessary positional and photometric PDFs, we can now calculate the LR of all matches between the input and output catalogue. But we still need to isolate the real matches between the input and output from the random matches. When the noise in the data is entirely due to instrumental effects, the probability that a detection is genuine (or spurious) can be estimated from the SNR of the source. However, in these Herschel-SPIRE data, the dominant source of noise is in general the confusion noise. So, the measurement of the flux density of any particular source is contaminated by the flux density of neighbouring sources. This means that the signal-to-(total) noise of a detection cannot be used in a straightforward way to give the probability that it is spurious. To circumvent this problem, we match the randomized output catalogue with the input catalogue and calculate the LR of each matched pair, which basically characterizes the LR distribution of spurious matches between the input and the output. As a result, we can derive the false identification rate as a function of LR threshold. Finally, we select all matches between the input catalogue and the output catalogue with LR above the 10 per cent false identification rate as the true input–output matches.

3.3 Photometric accuracy and completeness

Having matched the input and output catalogue, we can look at the photometric accuracy of the extracted sources. In Fig. 5, we plot the output $-\text{input flux difference} (S_{\text{out}} - S_{\text{in}})$ in input flux $S_{\text{in}}$ ratio for extracted sources in different bins of input flux density at 250, 350 and 500 $\mu$m, for the three different types of source catalogues (SXT, SF and SF250) in the simulated unclustered COSMOS and Lockman SWIRE field. Simulations with clustered input sources give similar results. At the faint end ($<5\sigma$ limit), the output flux is generally larger than the input flux (the well-known flux-boosting effect) and the level of flux-boosting increases with decreasing input flux. At the bright end (flux densities $>5\sigma$ limit), the mean flux

\footnote{The false identification rate is defined as the ratio of the number of matches between the input and randomized output catalogue above a chosen LR threshold to the total number of matches.}
The flux difference distribution of all matches between the input and output (dashed histogram) in the simulated unclustered COSMOS field, between the input and randomized output (dotted histogram), and the difference between the two (solid histogram) for SXT (top panels), SF (middle panels) and SF250 (bottom panels) catalogues. Each column corresponds to a different band (left: 250 μm, PSW; middle: 350 μm, PSW; right: 500 μm, PLW).

The difference to input flux ratio \( \frac{S_{\text{out}} - S_{\text{in}}}{S_{\text{in}}} \) stays close to zero (the dashed line in Fig. 5) with an increasing scatter towards decreasing input flux. For each of the three types of source catalogues, the ratio \( \frac{S_{\text{out}} - S_{\text{in}}}{S_{\text{in}}} \) deviates from the dashed line at a larger \( S_{\text{in}} \) value in the simulated Lockman SWIRE field than the COSMOS field, due to a higher level of instrument noise in the former (see Table 2). For the band-merged SF catalogues (SF250) extracted at the positions of SF 250 μm sources, the ratio \( \frac{S_{\text{out}} - S_{\text{in}}}{S_{\text{in}}} \) deviates from the dashed line at a much smaller \( S_{\text{in}} \) value at 350 and 500 μm compared to the independent single-band SXT or SF catalogues, as a result of reduced confusion noise. We fit a geometric function of the form

\[
(\frac{S_{\text{out}} - S_{\text{in}}}{S_{\text{in}}}) = a_0(S_{\text{in}})^{a_1} + a_2
\]

(8)

to describe the relation between the mean flux difference to input flux ratio as a function of input flux density. Here, \( a_1 \) is negative. So, as the input flux \( S_{\text{in}} \) increases to a very large number, the flux difference to input flux ratio asymptotes to \( a_2 \). \( (S_{\text{out}} - S_{\text{in}})/S_{\text{in}} = a_2 \), \( a_1 \) describes how quickly the flux difference to input flux ratio rises (i.e. deviates from the asymptotic value \( a_2 \)) as a function of decreasing \( S_{\text{in}} \) and \( a_0 \) is related to the input flux density at which \( (S_{\text{out}} - S_{\text{in}})/S_{\text{in}} \) starts to deviate from \( a_2 \). In other words, \( a_1 \) describes the rate of deviation and \( a_0 \) is related to the deviation point. In Table 5, we list the best-fitting values for the parameters in the geometric function at 250, 350 and 500 μm averaged over all five simulated fields, both clustered and unclustered. In all cases, \( a_2 \) is consistent with zero which means that for the bright input sources there is no systematic bias in the flux estimation in the SXT, SF and SF250 catalogues. We can see that averaged over different fields the rate of deviation \( a_2 \) is similar across different bands for the SXT and SF catalogues. The SF250 catalogues have a higher rate of deviation (i.e. steeper rise) and lower deviation point compared to the SXT and SF catalogues at 350 and 500 μm. Simulations with clustered input sources give in general similar results to the unclustered simulations but with a slightly higher deviation point. In Table 6, we list the interpolated output — input flux difference to input flux ratio at 250, 350 and 500 μm as a function of input flux based on the best-fitting geometric function in the unclustered simulation of the COSMOS, EROTH, UDS, ELAIS-S1 and Lockman SWIRE field. Clustered simulations give similar output — input flux difference to input flux ratio.

Completeness fraction is defined as the ratio of the number of input sources matched with sources in the output catalogue (i.e. detected input sources) to the total number of input sources in a given flux interval. As such, completeness fraction is defined as a function of input flux. After matching the input catalogue with the output catalogue as detailed in Section 3.2, it is straightforward to derive the completeness curve for each of our simulations. Input sources
Figure 5. The flux difference (output flux − input flux) to input flux ratio as a function of input flux density at 250, 350 and 500 µm for the three different types of source catalogues (top: SXT; middle: SF; bottom: SF250). The horizontal dashed line corresponds to $S_{\text{out}} = S_{\text{in}}$. The left-hand column corresponds to the simulated unclustered COSMOS field and the right-hand column corresponds to the simulated unclustered Lockman SWIRE field. The curves are the best-fitting geometric functions (equation 8) which describe the ratio of output − input flux difference as a function of input flux density. The best-fitting coefficients averaged over all five simulated fields are listed in Table 5. Simulations with clustered input sources produce similar curves.

that are linked to more than one output source are counted only once to avoid double counting. Fig. 6 compares the completeness curves from SXT, SF and SF250 catalogues at 250, 350 and 500 µm in the simulated unclustered COSMOS and Lockman SWIRE field. In deep fields, SF catalogues are deeper than the SXT fields. In shallower fields, the opposite is true. A higher level of instrument noise in the shallow fields means that fewer sources would pass the correlation test between the source profile and the PRF in the SF source detection method. For a given source extraction method (SXT or SF), the completeness fraction at a given flux density drops as the level of instrument noise increases. Simulations with clustered sources produce similar completeness curves as a function of input.
Table 5. The best-fitting value and scatter for the parameters in the geometric function (equation 8) which describes the ratio of output — input flux difference to input flux as a function of input flux density averaged over five different simulated fields at 250, 350 and 500 μm. The top three rows correspond to simulations with randomly distributed input sources, while the bottom three rows correspond to simulations with clustered input sources. The difference between the clustered and unclustered simulations is small.

<table>
<thead>
<tr>
<th>Method</th>
<th>$a_{250}$ ($\mu$Jy)</th>
<th>$b_{250}$</th>
<th>$c_{250}$</th>
<th>$d_{250}$</th>
<th>$e_{250}$</th>
<th>$a_{350}$ ($\mu$Jy)</th>
<th>$b_{350}$</th>
<th>$c_{350}$</th>
<th>$d_{350}$</th>
<th>$e_{350}$</th>
<th>$a_{500}$ ($\mu$Jy)</th>
<th>$b_{500}$</th>
<th>$c_{500}$</th>
<th>$d_{500}$</th>
<th>$e_{500}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SXT (random)</td>
<td>20.5(4.4)</td>
<td>16.9(3.3)</td>
<td>19.7(4.7)</td>
<td>-1.6(0.1)</td>
<td>-1.5(0.1)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>26.9(7.1)</td>
<td>22.3(4.7)</td>
<td>22.8(5.4)</td>
<td>-1.5(0.0)</td>
<td>-1.4(0.1)</td>
</tr>
<tr>
<td>SF (random)</td>
<td>25.6(7.2)</td>
<td>20.5(4.3)</td>
<td>22.3(4.7)</td>
<td>-1.5(0.0)</td>
<td>-1.4(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>26.9(7.1)</td>
<td>22.3(5.5)</td>
<td>22.9(6.3)</td>
<td>-1.6(0.1)</td>
<td>-1.5(0.1)</td>
</tr>
<tr>
<td>SF250 (random)</td>
<td>25.6(7.2)</td>
<td>17.2(3.1)</td>
<td>8.7(2.2)</td>
<td>-1.5(0.0)</td>
<td>-1.7(0.1)</td>
<td>-2.0(0.2)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>26.9(7.1)</td>
<td>18.7(3.6)</td>
<td>9.3(2.7)</td>
<td>-1.6(0.1)</td>
<td>-1.7(0.1)</td>
</tr>
<tr>
<td>SXT (clustered)</td>
<td>17.9(9.1)</td>
<td>21.0(4.5)</td>
<td>21.4(5.4)</td>
<td>-1.4(0.4)</td>
<td>-1.7(0.4)</td>
<td>-1.4(0.1)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>26.9(7.1)</td>
<td>22.3(5.5)</td>
<td>22.9(6.3)</td>
<td>-1.6(0.1)</td>
<td>-1.5(0.1)</td>
</tr>
<tr>
<td>SF (clustered)</td>
<td>26.9(7.1)</td>
<td>22.3(5.5)</td>
<td>22.9(6.3)</td>
<td>-1.6(0.1)</td>
<td>-1.5(0.1)</td>
<td>-1.4(0.1)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>26.9(7.1)</td>
<td>18.7(3.6)</td>
<td>9.3(2.7)</td>
<td>-1.6(0.1)</td>
<td>-1.7(0.1)</td>
</tr>
</tbody>
</table>

Table 6. The output — input flux difference to input flux ratio at 250, 350 and 500 μm for SXT, SF and SF250 catalogues extracted from unclustered simulations. For each catalogue, we give the interpolated output — input flux difference to input flux ratio at a given flux node based on the best-fitting geometric function (equation 8) in the simulated COSMOS (C), EROTH (EG), UDS (U), ELAIS-S1 (EL) and Lockman-SWIRE (L) field. Clustered simulations give similar output — input flux difference to input flux ratios.

<table>
<thead>
<tr>
<th>$S_{250}$ (mJy)</th>
<th>$S_{500}$ (mJy)</th>
<th>$S_{500}$ (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SF</td>
<td>SF250</td>
</tr>
<tr>
<td></td>
<td>(random)</td>
<td>(random)</td>
</tr>
<tr>
<td></td>
<td>(SXT; random)</td>
<td>(SF; random)</td>
</tr>
<tr>
<td></td>
<td>(SXT; random)</td>
<td>(SF250; random)</td>
</tr>
<tr>
<td>5</td>
<td>1.32</td>
<td>1.27</td>
</tr>
<tr>
<td>10</td>
<td>0.39</td>
<td>0.43</td>
</tr>
<tr>
<td>20</td>
<td>0.11</td>
<td>0.15</td>
</tr>
<tr>
<td>40</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>80</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>160</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

flux. To fit the completeness fraction as a function of input flux density, we can use the generalized logistic function\(^\text{12}\)

\[
C(S_m) = A + \frac{K - A}{1 + Q \exp(-(S_m - M)/B))}. \tag{9}
\]

We can set $A = 0$ (the lower asymptote) and $K = 1$ (the upper asymptote) as the completeness fraction $C$ should approach 100 and 0 per cent when $S_m$ goes to very large and very small values, respectively. In Table 7, we list the interpolated completeness level at 250, 350 and 500 μm as a function of input flux based on the best-fitting generalized logistic function in the unclustered simulation of the COSMOS, EROTH, UDS, ELAIS-S1 and Lockman SWIRE field. Clustered simulations give similar results.

4 EXTENDED SOURCES

Our source detection and extraction methods assume point sources. Objects that are extended on the scale of the SPIRE beam (see Fig. 7) are not expected to be accurately represented. The SXT detection and extraction will lead to inaccurate flux estimation (probably biased low) and very large objects may be misidentified as multiple point sources. Similarly, SF will underestimate fluxes and is expected to break even modestly extended object into multiple point sources. We have thus flagged detections as extended using the following criteria.

We have cross-matched all SPIRE detections with their near- infrared counterparts in the 2MASS Extended Source Catalog (XSC; Jarrett et al. 2000). Any detection matched to a counterpart with a $K$ fiducial Kron elliptical aperture semimajor.

\(^{12}\) The (generalized) logistic function is a type of sigmoid function (‘S’-shaped function), often used to model population growth. It shows initial exponential growth when the independent variable is small, followed by slower growth with increasing values of the independent variable, and eventually reaches saturation point when the independent variable is large.
Figure 6. The completeness fraction as a function of input flux density at 250, 350 and 500 µm for the three different types of source catalogues (top: SXT; middle: SF; bottom: SF250). The horizontal dashed line marks the 90 per cent completeness level. The left-hand column corresponds to the simulated unclustered COSMOS field and the right-hand column corresponds to the simulated unclustered Lockman SWIRE field. The curves are the best-fitting generalized logistic functions to describe the completeness ratio as a function of input flux density. Simulations with clustered input sources produce similar completeness curves.

axis > 9 arcsec is flagged as extended. We have then cross-matched all SPIRE detections with sources in the new catalogue of principal galaxies (PGC2003) which constitutes the HyperLeda data base\textsuperscript{13} (Paturel et al. 2003). A counterpart is identified where a 30 arcsec radius circle around the SPIRE position intersects with the 25 $B$-mag arcsec\textsuperscript{−2} isophotal ellipse. Any detection with a counterpart with diameter at this isophot (D25) > 18 arcsec is flagged as extended. These scales were chosen as they correspond to the FWHM sample, and is thus useful when trying to estimate galaxy sizes in an homogeneous manner.

\textsuperscript{13}PGC2003 contains about one million confirmed galaxies flux limited to $\sim$18 $B$-mag. HyperLeda (http://leda.univ-lyon1.fr) provides the richest catalogue of homogeneous parameters of galaxies for the largest available
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of the SPIRE beam at 250 µm and could conservatively reproduce other classifications, i.e. all objects which we have identified as bright and extended or nearby by eye and clusters of four or more SF detections. This procedure flags 6169 SPIRE detections as extended. The number of detections is much larger than the number of extended galaxies they represent as the detections include objects detected by either of the two techniques, in any SPIRE band, and multiple components of a single galaxy. Some optically extended sources might appear as compact point sources relative to the SPIRE beams (e.g. Smith et al. 2012). These sources will be removed as extended sources using our methods.

Another test which informed and supplemented our flagging method was an analysis of SPIRE-detected sources with a poor PRF fit at the position of the Spitzer 24 µm position. Visual inspection revealed that those detections appeared to be extended. Most of these (~90 per cent) have already been flagged as extended by the methods described above. The remaining 10 per cent (200 detections) were then also flagged as extended which brings the total number of extended sources to 6369. However, this additional safety check has only been done in regions with Spitzer 24 µm data.

Infrared-bright but optically faint extended sources (Cortese et al. 2010) will be difficult to remove by cross-matching to the 2MASS XSC or the PGC2003 catalogue. However, the last method described in this section which uses the goodness of fit of the SPIRE-detected sources by the PRF should be able to remove those sources.

### 5 CONCLUSIONS AND DISCUSSIONS

In this paper, we present independent single-band SXT and SF point source catalogues as well as band-merged SF catalogues (SF250) extracted at the positions of the SF 250 µm sources released in HerMES DR1 and DR2. For SF and SF250 catalogues, we use our own code DESPHOT for accurate photometry. End-to-end simulations with realistic number counts and clustering behaviour matched to the observed counts and power spectra of the SPIRE sources are generated to characterize the basic properties of the source catalogues. We use an LR method to match the simulated input sources with the output sources. The matched input and output catalogues are estimated to have a false identification rate of 10 per cent. We find that the positional distribution of real matches between the input and output peaks at approximately 5, 8 and 13 arcsec for SXT, SF and SF250 catalogues, respectively.

For faint sources, the output flux systematically overestimates the input flux and the level of flux-boosting also increases with the level of instrument noise. The overall calibration uncertainty is 7 per cent. For faint sources, the output flux systematically overestimates the input flux and the level of flux-boosting also increases rapidly with decreasing input flux. At a given input flux, the level of flux boosting also increases with the level of instrument noise. The completeness fraction as function of input flux is also characterized for the three different types of source catalogues based on our simulations. In the deep fields, SF catalogues are generally
deeper than the SXT catalogues. In the shallower fields with a higher instrument noise level, the opposite is true. By construction, the SF250 catalogues are deeper than the independent SF catalogues at 350 and 500 µm but it will miss sources which are only detected at 350 and/or 500 µm. Fitting formulae for the positional accuracy, photometric accuracy and completeness fraction are given in the paper. We find that the impact of source clustering on the positional and photometric accuracy as well as the completeness fraction is small.

The Neptune radiative model has changed since the HerMES DR2 catalogues were made public. This resulted in photometric changes of a few per cent. We advise users to apply flux correction factors of 1.0253, 1.0250 and 1.0125 at 250, 350 and 500 µm, respectively, to sources in the released catalogues.
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