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ABSTRACT

We present an analysis of the deepest Herschel images in four major extragalactic fields GOODS–North, GOODS–South, UDS, and COSMOS obtained within the GOODS–Herschel and CANDELS–Herschel key programs. The star formation picture provided by a total of 10 497 individual far-infrared detections is supplemented by the stacking analysis of a mass complete sample of 62 361 star-forming galaxies from the Hubble Space Telescope (HST) $H$ band-selected catalogs of the CANDELS survey and from two deep ground-based $K$, band-selected catalogs in the GOODS–North and the COSMOS-wide field to obtain one of the most accurate and unbiased understanding to date of the stellar mass growth over the cosmic history.

We show, for the first time, that stacking also provides a powerful tool to determine the dispersion of a physical correlation and describe our method called “scatter stacking”, which may be easily generalized to other experiments.

The combination of direct UV and far-infrared UV-reprocessed light provides a complete census on the star formation rates (SFRs), allowing us to demonstrate that galaxies at $z = 4$ to 0 of all stellar masses ($M_\ast$) follow a universal scaling law, the so-called main sequence of star-forming galaxies. We find a universal close-to-linear slope of the log$_{10}$(SFR)–log$_{10}$(M_\ast) relation, with evidence for a flattening of the main sequence at high masses ($\log_{10}(M_\ast/M_\odot) > 10.5$) that becomes less prominent with increasing redshift and almost vanishes by $z \lesssim 2$. This flattening may be due to the parallel stellar growth of quiescent bulges in star-forming galaxies, which mostly happens over the same redshift range. Within the main sequence, we measure a non-varying SFR dispersion of $0.3$ dex: at a fixed redshift and stellar mass, about $68\%$ of star-forming galaxies form stars at a universal rate within a factor $2$. The specific SFR ($s$SFR = SFR/$M_\ast$) of star-forming galaxies is found to continuously increase from $z = 0$ to 4.

Finally we discuss the implications of our findings on the cosmic SFR history and on the origin of present-day stars: more than two-thirds of present-day stars must have formed in a regime dominated by the “main sequence” mode. As a consequence we conclude that, although omnipresent in the distant Universe, galaxy mergers had little impact in shaping the global star formation history over the last 12.5 billion years.
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* Herschel is an ESA space observatory with science instruments provided by European-led Principal Investigator consortia and with important participation from NASA.

1. Introduction

Most extremely star-forming galaxies in the local Universe are heavily dust obscured and show undeniable signs of an ongo-
ing major merger, however such objects are relatively rare (Ar
mus et al. 1987, Sanders & Mirabel 1996). They have been his-
torically classified as Luminous and Ultra Luminous InfraRed
Galaxies, LIRGs and ULIRGs, based on their bolometric in-
frared luminosity over the wavelength range 8–1000 \( \mu m \), by
\( L_{\text{IR}} > 10^{11} L_\odot \) and \( > 10^{12} L_\odot \), respectively. However, they make
up for only 2% of the integral of the local IR luminosity function,
the remaining fraction mainly produced by more typical isolated
galaxies (Sanders & Mirabel 1996).

More recently, studies at higher redshift showed that the
LIRGs were the dominant population at \( z = 1 \) (Chary & El-
baz 2001, Le Floch et al. 2003), replaced by ULIRGs at \( z = 2 \)
(Magnelli et al. 2013). This was first interpreted as an increasing
contribution of gas-rich galaxy mergers to the global star forma-
tion activity of the Universe, in qualitative agreement with the
predicted and observed increase of the major merger rate (e.g.,

The discovery of the correlation between star formation rate
(SFR) and stellar mass (\( M_\star \)), also called the “main sequence” of
star-forming galaxies (Noeske et al. 2007), at \( z = 0 \) (Brinchmann
et al. 2004), \( z = 1 \) (Noeske et al. 2007, Elbaz et al. 2007), \( z = 2 \)
(Daddi et al. 2007, Pannella et al. 2009, Rodighiero et al. 2011)
Whitaker et al. 2012, \( z = 3 \)–4 (Daddi et al. 2009, Magdis et al.
2010, Heinis et al. 2013, Pannella et al. 2014) and even up to \( z = 7 \)
(e.g., Stark et al. 2009, Bouwens et al. 2012, Stark et al. 2013,
suggested instead a radically new paradigm. The tightness of this
correlation is indeed not consistent with frequent random bursts
induced by processes like major mergers of gas-rich galaxies,
and favors more stable star formation histories (Noeske et al.
2007).

Furthermore, systematic studies of the dust properties of the
“average galaxy” at different redshifts show that LIRGs at \( z = 1 \)
and ULIRGs at \( z = 2 \) bear close resemblance to normal star-
forming galaxies at \( z = 0 \). In particular, in spite of having star
formation rates (SFRs) higher by orders of magnitude, they ap-
pear to share similar star-forming region sizes (Rujopakarn et al.
2011), polycyclic aromatic hydrocarbon (PAH) emission lines
equivalent widths (Pope et al. 2008, Pannella et al. 2010, Elbaz et
al. 2011, Nordon et al. 2013), [CII] to far-infrared (FIR) lumino-
sity (\( L_{\text{FIR}} \)) ratios (Díaz-Santos et al. 2013), and universal FIR
spectral energy distributions (SEDs) (Elbaz et al. 2011). Only
outliers above the SFR–\( M_\star \) correlation (usually called “star-
bursts”, Elbaz et al. 2011) show signs of different dust proper-
ties: more compact geometry (Rujopakarn et al. 2011), excess of
IR8 = \( L_8/L_{\text{FIR}} \) (Elbaz et al. 2011), [CII] deficit (Díaz-Santos et
al. 2013), increased effective dust temperature (Elbaz et al.
2011, Magnelli et al. 2014), and PAH deficit (Nordon et al. 2012,
Murata et al. 2014), indicating that these starburst galaxies are the
true analogs of local LIRGs and ULIRGs. In this paradigm,
the properties of galaxies are no longer most closely related to
their rest-frame bolometric luminosities, but rather to their ex-
cess SFR compared to that of the main sequence.

This could mean that starburst galaxies are actually triggered
by major mergers, but that the precise mechanism that fuels the
remaining vast majority of “normal” galaxies is not yet under-
stood. Measurements of galactic gas reservoirs yield gas frac-
tions evolving from about 10% in the local Universe (Leroy et al.
2008) up to 60% at \( z = 3 \) (Tacconi et al. 2010, Daddi et
al. 2010, Geach et al. 2011, Magdis et al. 2012, Saintonge et
al. 2014, submitted). Compared to the observed SFR, this im-
plies gas-consumption timescales that are much shorter than the
typical duty cycle of most galaxies. It is thus necessary to re-
plish the gas reservoirs of these galaxies in some way. Large
volume numerical simulations (Dekel et al. 2009a) have shown
that streams of cold gas from the intergalactic medium can ful-
fill this role, allowing galaxies to keep forming stars at these high
but steady rates. Since the amount of gas accreted through these
“cold flows” is directly linked to the matter density of the inter-
galactic medium, this also provides a qualitative explanation for
the gradual decline of the SFR from \( z = 3 \) to the present day
(e.g., Davé et al. 2011).

This whole picture relies on the existence of the main se-
quence. However, actual observations of the SFR–\( M_\star \) correla-
tion at \( z > 2 \) rely mostly on ultraviolet-derived star formation
rates, which need to be corrected by large factors to account for
dust extinction (Calzetti et al. 1994, Madau et al. 1998, Meurer
et al. 1999, Steidel et al. 1999). These corrections, performed us-
ing the UV continuum slope \( \beta \) and assuming an extinction law,
are uncertain and still debated. Although dust-corrected SFRs
are able to match more robust estimators on average in the lo-
cal Universe (Calzetti et al. 1994, Meurer et al. 1999) and be-
yond (e.g., Pannella et al. 2009, Overzier et al. 2011, Rodighiero
et al. 2014), it has been shown for example that these corrections
cannot recover the full star formation rate of the most active ob-
jects (Goldader et al. 2002, Buat et al. 2005, Elbaz et al. 2007,
Rodighiero et al. 2011, Wuyts et al. 2011, Penner et al. 2012,
Oteo et al. 2013, Rodighiero et al. 2014). More recently, several
studies have pointed toward an evolution of the calibration be-
tween the UV slope and UV attenuation as a function of redshift,
possibly due to changes in the ISM properties (e.g., Pannella
et al. 2014, Castellano et al. 2014) or even as a function of envi-
noment (Koyama et al. 2013). It is therefore possible that using
UV-based SFR estimates modifies the normalization of the main
sequence, and/or its dispersion. In particular, it could be that the
tight scatter of the main sequence observed at high redshift (e.g.,
Bouwens et al. 2013, Salmon et al. 2014) is not real but induced
by the use of such SFRs, thereby questioning the very existence
of a main sequence at these epochs. Indeed, a small scatter is a
key ingredient without which the main sequence loses its mean-

Here we take advantage of the deepest data ever taken with \textit{Herschel} in the Great Observatories Origins Deep Survey (GOODS, PI: D. Elbaz), covering the GOODS–North and GOODS–South fields, and the Cosmic Assembly Near-Infrared Deep Extragalactic Legacy Survey (CANDELS, PI: M. E. Dickinson) covering a fraction of the Ultra-Deep Survey\(^1\) (UDS) and Cosmic Evolution Survey (COSMOS) fields, to infer stricter constraints on the existence and relevance of the main sequence in the young Universe up to \(z = 4\). To do so, we first construct a mass-selected sample with known photometric redshifts and stellar masses and then isolate star-forming galaxies within it. We bin this sample in redshift and stellar mass and stack the \textit{Herschel} images. This allows us to infer their average \(L_{\text{IR}}\), and thus their SFRs. We then present a new technique we call “scatter stacking” to measure the dispersion around the average stacked SFR, taking nondetected galaxies into account. Finally, we cross-match our sample with \textit{Herschel} catalogs to study individually detected galaxies.

In the following, we assume a \(\Lambda\)CDM cosmology with \(H_0 = 70\ \text{km s}^{-1}\text{Mpc}^{-1}\), \(\Omega_M = 0.3\), \(\Omega_\Lambda = 0.7\) and a Salpeter \(1955\) initial mass function (IMF), to derive both star formation rates and stellar masses. All magnitudes are quoted in the AB system, such that \(M_{AB} = 23.9 - 2.5 \log_{10}(S_\nu\ [\mu\text{Jy}])\).

\section{Sample and observations}

We use the ultra-deep \(H\)-band catalogs provided by the CANDELS–HST team (Grogin et al. \textit{2011}; Koekemoer et al. \textit{2011}) in three of the CANDELS fields, namely GOODS–South (GS Guo et al. \textit{2013}), UDS (Galametz et al. \textit{2013}), and COSMOS (Nayyeri et al. in prep.). With the GOODS–North (GN) CANDELS catalog not being finalized at the time of writing, we fall back to a ground-based \(K_s\)-band catalog. To extend our sample to rarer and brighter objects, we also take advantage of the much wider area provided by the \(K_s\)-band imaging in the COSMOS field acquired as part of the UltraVISTA program (UVISTA). In the following, we will refer to this field as “COSMOS UltraVISTA”, while the deeper but smaller region observed by CANDELS will be called “COSMOS CANDELS".

Using either the \(H\) or the \(K_s\) as the selection band will introduce potentially different selection effects. In practice, these two bands are sufficiently close in wavelengths that one does not expect major differences to arise: if anything, the \(K_s\)-band catalogs are potentially more likely to be mass-complete, since this band will probe the rest-frame optical up to higher redshifts. However these catalogs are ground based, and lack both angular resolution and depth when compared to the \(HST\) \(H\)-band data. It is thus necessary to carefully estimate the mass completeness level of each catalog, and only consider mass-complete regimes in the following analysis.

All these fields were selected for having among the deepest \textit{Herschel} observations, which are at the heart of the present study, along with high-quality, multi-wavelength photometry in the UV to NIR. The respective depths of each catalog are listed in Table 1. We next present the details of the photometry and source extraction of each field.

\subsection{GOODS–North}

GOODS–North is one of the fields targeted by the CANDELS–HST program, and the last to be observed. Consequently, the data reduction was delayed compared to the other fields and there was no available catalog when we started this work. We thus use the ground-based \(K_s\)-band catalog presented in Pannella et al. \textit{2014}, which is constructed from the deep CFHT WIRCAM \(K_s\)-band observations of Wang et al. \textit{2010}. This catalog contains 20 photometric bands from the NUV to IRAC \(8\ \mu\text{m}\) and was built using SExtractor (Bertin & Arnouts \textit{1996}) in dual image mode, with the \(K_s\)-band image as the detection image. Fluxes are measured within a \(2''\) aperture on all images, and the effect of varying point spread function (PSF) and/or seeing is accounted for using PSF-matching corrections. Per-object aperture corrections to total are provided by the ratio of the FLUX\_AUTO as given by SExtractor and the aperture \(K_s\)-band flux. This results in a \(0.8''\) angular resolution catalog of 79 003 sources and a 5\% limiting magnitude of \(K_s = 24.5\).

The \(K_s\)-band image extends over 0.25 deg\(^2\), but only the central area is covered by \textit{Spitzer} and \textit{Herschel}. We therefore only keep the sources that fall inside the coverage of those two instruments, i.e., 15 284 objects in 168 arcmin\(^2\). We also remove stars identified either from the SExtractor flag CLASS\_STAR for bright enough objects \((K_s < 20)\), or using the \(BzK\) color-color diagram (Daddi et al. \textit{2004}). Our final sample consists of 14 828 galaxies, 12 317 of which are brighter than the 5\% limiting magnitude, with 3 775 spectroscopic redshifts.

The \textit{Herschel} images in both PACS and SPIRE were obtained as part of the GOODS–\textit{Herschel} program (Elbaz et al. \textit{2011}). The source catalog of \textit{Herschel} and \textit{Spitzer} MIPS 24\(\mu\text{m}\) are taken from the public GOODS–\textit{Herschel} DR1. \textit{Herschel} PACS and SPIRE 250\(\mu\text{m}\) flux densities are extracted using PSF fitting at the position of MIPS priors, themselves extracted from IRAC priors. SPIRE 350\(\mu\text{m}\) and 500\(\mu\text{m}\) flux densities are obtained by building a reduced prior list out of the 250\(\mu\text{m}\) detections. This procedure, described in more detail in Elbaz et al. \textit{2011}, yields 2 681 MIPS and 1 039 Herschel detections \((> 5\sigma\) in any PACS band or \(> 5\sigma\) in SPIRE, following Elbaz et al. \textit{2011}\) that we could cross-match to the \(K_s\)-band catalog using their IRAC positions.

\subsection{GOODS–South, UDS, \& COSMOS CANDELS}

In GOODS–South, UDS and COSMOS CANDELS we use the official CANDELS catalogs presented, respectively, in Guo et al. \textit{2013} (version 121114), Galametz et al. \textit{2013} (version 120720) and Nayyeri et al. (in prep.) (version 130701). They are built using SExtractor in dual image mode, using the \textit{HST} \(H\)-band image as the detection image to extract the photometry at the other \textit{HST} bands. The ground-based and \textit{Spitzer} photometry is obtained with TFIIT (Laidler et al. \textit{2007}). The \textit{HST} photometry was measured using the FLUX\_ISO from SExtractor and corrected to total magnitudes using either the FLUX\_BEST or FLUX\_AUTO measured in the \(H\)-band while the ground-based and \textit{Spitzer} photometry is already “total” by construction. These catalogs gather 16 photometric bands in GOODS–South, 19 in UDS, and 27 in COSMOS, ranging from the \(U\) band to IRAC 8\(\mu\text{m}\), for a total of 34 930 (respectively 35 932 and 38 601) sources, 1 767 (respectively 575 and 1 175) of which have a spectroscopic redshift. The \(H\)-band exposure in the fields is quite heterogeneous, the 5\% limiting magnitude ranging from 27.4 to 29.7 in GOODS–South, 27.1 to 27.6 in UDS, and 27.4 to 27.8 in COSMOS, but it always goes much deeper than the available ground-based photometry. These extreme depths can also become a problem, especially when dealing with sources so faint that they are significantly detected in the \textit{HST} images only. The SED of these objects is so poorly constrained that we cannot

\footnote{This field is also known as the Subary XMM Deep Survey (SXDS) field.}
is 11 bands for each source (along with the 16th and 84th percentiles) than 26. This ensures that the median number of UV to NIR H BzK fraction of morphology and 18 in 184 arcmin 2 in GOODS-South come from three separate programs. The PACS images are taken as part of the CANDELS–Herschel program, and are slightly shallower than those in the two GOODS fields. The MIPS 24 μm images, however, are clearly shallower, since they reach a noise level of approximately 40 μJy (1σ), as compared to the 20 μJy in GOODS. In COSMOS, however, the MIPS map contains a “deep” region (Sanders et al. 2007) that covers roughly half of the COSMOS CANDELS area with a depth of about 30 μJy.

In those two fields, sources are extracted with the same procedure as in GOODS–North (Inami et al. in prep). These catalogs provide, respectively, 2 461 and 2 585 MIPS sources as well as 730 and 1 239 Herschel detections within the HST coverage. Since the IRAC priors used in the source extraction come directly from the CANDELS catalog, no cross-matching has to be performed.

The Herschel images in GOODS–South come from three separate programs. The PACS images are the result of the combined observation of both GOODS–Herschel and PEP (Lutz et al. 2011), while SPIRE images were obtained as part of the HerMES program (Oliver et al. 2012). The PACS fluxes are taken from the public PEP DR1 catalog (Magnelli et al. 2013), and were extracted using the same procedure as in GOODS–North. For the SPIRE fluxes, we downloaded the individual level-2 data products covering the full ECDFS from the Herschel ESA archive 4 and reduced them following the same procedure as the other sets of SPIRE data used in GOODS and CANDELS–Herschel. This catalog provides 1 875 MIPS and 1 058 Herschel detections within the HST coverage, which were cross matched to the CANDELS catalog using their IRAC positions.

### Table 1. Catalog depths for each field.

<table>
<thead>
<tr>
<th>Field</th>
<th>Area 2</th>
<th>NIR (5σ)</th>
<th>24 μm</th>
<th>100 μm</th>
<th>160 μm</th>
<th>250 μm</th>
<th>350 μm</th>
<th>500 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>GN</td>
<td>168 arcmin 2</td>
<td>Ks &lt; 24.5</td>
<td>21</td>
<td>1.1</td>
<td>2.7</td>
<td>7.3</td>
<td>7.8</td>
<td>13</td>
</tr>
<tr>
<td>GS</td>
<td>184 arcmin 2</td>
<td>H &lt; 27.4–29.7</td>
<td>20</td>
<td>0.8</td>
<td>2.4</td>
<td>7.0</td>
<td>7.5</td>
<td>13</td>
</tr>
<tr>
<td>UDS</td>
<td>202 arcmin 2</td>
<td>H &lt; 27.1–27.6</td>
<td>40</td>
<td>1.7</td>
<td>3.9</td>
<td>10</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>COSMOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-CANDELS</td>
<td>208 arcmin 2</td>
<td>H &lt; 27.4–27.8</td>
<td>27–40</td>
<td>1.5</td>
<td>3.1</td>
<td>11</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>-UVISTA</td>
<td>1.6 deg 2</td>
<td>Ks &lt; 23.4</td>
<td>27–40</td>
<td>4.6</td>
<td>9.9</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

(a) This is the sky coverage of our sample, and may be smaller than the nominal area of the detection image.

Robustly identify them as galaxies, or compute accurate photometric redshifts. To solve this issue, one would like to only keep sources that have a sufficient wavelength coverage, e.g., imposing a significant detection in at least ten UV to NIR bands, but this would introduce complex selection effects. Here we decide to only keep sources that have an H-band magnitude brighter than 26. This ensures that the median number of UV to NIR bands for each source (along with the 16th and 84th percentiles) is 11±2, 16±3 and 21±3, respectively, as compared to 9±4, 13±5 and 18±5 when using the whole catalogs.

As for GOODS–North, we remove stars using a combination of morphology and BzK classification, and end up with 18 364 (respectively 21 552 and 24 396) galaxies with H < 26 in 184 arcmin 2 (respectively 202 arcmin 2 and 208 arcmin 2).

In both UDS and COSMOS, the Herschel PACS and SPIRE images were taken as part of the CANDELS–Herschel program, and are slightly shallower than those in the two GOODS fields. The MIPS 24 μm images, however, are clearly shallower, since they reach a noise level of approximately 40 μJy (1σ), as compared to the 20 μJy in GOODS. In COSMOS, however, the MIPS map contains a “deep” region (Sanders et al. 2007) that covers roughly half of the COSMOS CANDELS area with a depth of about 30 μJy.

In those two fields, sources are extracted with the same procedure as in GOODS–North (Inami et al. in prep). These catalogs provide, respectively, 2 461 and 2 585 MIPS sources as well as 730 and 1 239 Herschel detections within the HST coverage. Since the IRAC priors used in the source extraction come directly from the CANDELS catalog, no cross-matching has to be performed.

The Herschel images in GOODS–South come from three separate programs. The PACS images are the result of the combined observation of both GOODS–Herschel and PEP (Lutz et al. 2011), while SPIRE images were obtained as part of the HerMES program (Oliver et al. 2012). The PACS fluxes are taken from the public PEP DR1 catalog (Magnelli et al. 2013), and were extracted using the same procedure as in GOODS–North. For the SPIRE fluxes, we downloaded the individual level-2 data products covering the full ECDFS from the Herschel ESA archive 4 and reduced them following the same procedure as the other sets of SPIRE data used in GOODS and CANDELS–Herschel. This catalog provides 1 875 MIPS and 1 058 Herschel detections within the HST coverage, which were cross matched to the CANDELS catalog using their IRAC positions.

#### 2.3. COSMOS UltraVISTA

Only a small region of the COSMOS field has been observed within the CANDELS program. For the remaining area, we have to rely on ground-based photometry. To this end, we consider two different Ks-band catalogs, both based on the UltraVISTA DR1 (McCracken et al. 2012).

The first catalog, presented in Muzzin et al. (2013b), is built using SExtractor in dual image mode, with the Ks-band image as detection image. The photometry in the other bands is extracted using PSF-matched images degraded to a common resolution of ~1.1“ and an aperture of 2.1“, except for the Spitzer bands and GALEX. Here, an alternative cleaning method is used, where nearby sources are first subtracted using the PSF–convolved Ks-band profiles (u‘ band for GALEX), then the photometry of the central source is measured inside an aperture of 3“. In both cases, aperture fluxes are corrected to total using the ratio of FLUX.AUTO and aperture Ks-band flux. In the end, the catalog contains 30 photometric bands ranging from GALEX FUV to IRAC 8 μm (we did not use the 24 μm photometry), for a total of 262 615 objects and a 5σ limiting magnitude of Ks = 23.4. As for the CANDELS fields, stars are excluded using a combination of morphological and BzK classification, resulting in a final number of 249 823 galaxies within 1.6 deg 2, 168 509 of which are brighter than the 5σ limiting magnitude, with 5 532 having spectroscopic redshifts.

The second catalog, presented in Illbert et al. (2013), is very similar in that, apart from missing GALEX and Subaru g, it uses the same raw images and was also built with SExtractor. The difference lies mostly in the extraction of IRAC fluxes. Here, and for IRAC only, SExtractor is used in dual image mode, with the Subaru i-band image as the detection image. Since the IRAC photometry was not released along with the rest of the photometry, we could not directly check the consistency of the two catalogs, nor use this photometry to derive accurate galaxy properties. Nevertheless, the photometric catalog comes with a set of photometric redshifts and stellar masses that we can use as a consistency check. These were built using a much more extensive but private set of spectroscopic redshifts, and are thus expected to be of higher quality. A direct comparison of the two photometric redshift estimations shows a constant relative scatter of 4% below z = 2. At higher redshifts, the scatter increases to 10% because of the ambiguity between the Balmer and Lyman breaks. This ambiguity arises because of the poor wavelength coverage caused by the shallow depths of these surveys, but it takes place in a redshift regime where our results are mostly based on the deeper, and therefore more robust, CANDELS data. We also checked that redoing our analysis with Illbert et al.’s catalog yielded very similar results in the mass-complete regimes.
Finally, while the Spitzer MIPS imaging is the same as that in COSMOS CANDELS, the Herschel PACS images in this wide field were taken as part of the PEP program, at substantially shallower depth (Lutz et al. 2011). The Spitzer MIPS and Herschel PACS photometry are taken from the public PEP DR1 catalog, itself based on the MIPS catalog of Le Floc’h et al. (2009), yielding 37 544 MIPS and 9 387 PACS detections successfully cross-matched to the first $K_s$ band catalog.

2.4. Photometric redshifts and stellar masses

Photometric redshifts (photo-z) and stellar masses are derived using the procedure described in Pannella et al. (2014). Briefly, photo-z’s are computed using EAZY\(^3\) (Brammer et al. 2008) in its standard setup. Global photometric zero points are adjusted iteratively by comparing the photo-z to the available spectroscopic redshifts (spec-z), and minimizing the difference between the two. We emphasize that, although part of these adjustments are due to photometric calibration issues, they also originate from defects in the adopted SED template library. To estimate the quality of the computed photo-z, we request that the odds computed by EAZY, which is the estimated probability that the true redshift lies within $\Delta z = 0.2 \times (1 + \hat{z}_{	ext{spec}})$ (Benitez 2000), be larger than 0.8. A more stringent set of criteria is adopted in COSMOS CANDELS, because of the lower quality of the photometric catalog. To prevent contamination of our sample from issues in the photometry, we prefer to be more conservative and only keep odds $> 0.98$ and impose that the $\chi^2$ of the fit be less than 10 to remove catastrophic fits. The median $\Delta z = \frac{\hat{z}_{\text{phot}} - \hat{z}_{\text{spec}}}{1 + \hat{z}_{\text{spec}}}$ is respectively 3.0%, 3.2%, 1.8%, 2.0%, and 0.8% in GOODS–North, GOODS–South, UDS CANDELS, COSMOS CANDELS, and COSMOS UltraVISTA.

We stress however that the representativeness of this accuracy also depends on the spectroscopic sample. In COSMOS UltraVISTA, for example, we only have spec-z’s for the brightest objects, hence those that have the best photometry. Fainter and more uncertain sources thus do not contribute to the accuracy. Although there exist other calibrations that are applicable to higher redshifts (e.g., Elbaz et al. 2011), we do not know how they would impact the measurements. This is also an issue for massive galaxies with low star formation activity (e.g., Salim et al. 2009). Because of the opacity of old stars that trace the total stellar mass content rather than the star formation history, we analyze such cases. Since we remove these galaxies from our sample, we should not be affected by this bias.

2.5. Rest-frame luminosities and star formation rates

Star formation rates are typically computed by measuring the light of young OB stars, which emit the bulk of their light in the UV. However this UV light is most of the time largely absorbed by the interstellar dust, and re-emitted in the IR as thermal radiation. To obtain the total SFR of a galaxy, it is therefore necessary to combine the light from both the UV and the IR.

Rest-frame luminosities in the FUV ($1500\,\AA$), $U$, $V$, and $J$ bands are computed with EAZY by convolving the best-fit SED model from the stellar mass fit with the filter response curves. The FUV luminosity is then converted into SFR using the formula from Daddi et al. (2004), i.e.,

$$\text{SFR}_{\text{UV}} = 2.17 \times 10^{-10} L_{\text{UV}} [L_\odot].$$

The infrared luminosity $L_{\text{IR}}$ is computed following the procedure of Elbaz et al. (2011). We fit the Herschel flux densities with CE01 templates, and compute $L_{\text{IR}}$ from the best-fit template. In this procedure, photometric points below 30 $\mu$m rest-frame are not used in the fit since this is a domain that is potentially dominated by active galactic nuclei (AGN) torus emission, and not by star formation (e.g., Mullaney et al. 2011). We come back to this issue in section 2.6. This IR luminosity is, in turn, converted into dust-processed SFR using the formula from Kennicutt (1998),

$$\text{SFR}_{\text{IR}} = 1.72 \times 10^{-10} L_{\text{IR}} [L_\odot].$$

The total SFR is finally computed as the sum of SFR$_{\text{UV}}$ and SFR$_{\text{IR}}$. The above two relations are derived assuming a Salpeter (1955) IMF and assume that the SFR remained constant over the last 100 Myr.

A substantial number of galaxies in this sample (50% in the CANDELS fields, 75% in COSMOS UltraVISTA) are detected by Spitzer MIPS but not by Herschel. Although for these galaxies we only have a single photometric point in the MIR, we can still infer accurate monochromatic SFRs using the original $L_{\text{IR}}$ calibration of the CE01 library. This calibration is valid up to $z < 1.5$, as shown in Elbaz et al. (2011), hence we only use MIPS-derived SFRs for sources not detected by Herschel over this redshift range. Although there exist other calibrations that are applicable to higher redshifts (e.g., Elbaz et al. 2011; Wuyts et al. 2011), we do not know how they would impact the measurement of the scatter of the main sequence. We therefore prefer not to use them and discard the 24 $\mu$m measurements above $z = 1.5$. Galaxies not detected in the MIR ($z < 1.5$) or FIR have no individual SFR estimates and are only used for stacking. When working with detections alone (section 4.6), this obviously leads to an SFR selected sample and is taken into account by estimating the SFR completeness.

Lastly, there are some biases that can affect our estimates of SFR from the IR. In particular, the dust can also be heated by old stars that trace the total stellar mass content rather than the star formation activity (e.g., Salim et al. 2009). Because of the relatively low luminosity of these stars, this will most likely be an issue for massive galaxies with low star formation activity, i.e., typically quiescent galaxies (see, e.g., Appendix A where we analyze such cases). Since we remove these galaxies from our sample, we should not be affected by this bias. This is also confirmed by the excellent agreement of IR-based SFR estimates with those obtained from the radio emission (e.g., Pannella et al. 2014), the latter not being affected by the light of old stars.

\(^3\) http://www.mpe.mpg.de/ir/Research/PEP/DR1
\(^4\) http://code.google.com/p/eazy-photo-
\(^5\) http://astro.berkeley.edu/~mariska/FAS1.html
\(^6\) Using another IMF would systematically shift both our M and SFRs by approximately the same amount, and therefore would not affect the shape of the main sequence.
\(^7\) Other star formation histories were considered, in particular with a constant or exponentially declining SFR. Selecting all galaxies from $z > 0.3$ to $z < 5$, no systematic offset is found, while the scatter evolves mildly from 0.12 dex at $M_*=1 \times 10^8 M_\odot$ to 0.08 at $M_*=3 \times 10^{11} M_\odot$. 
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2.6. A mass-complete sample of star-forming galaxies

Table 2. Number of object in our sample per field.

<table>
<thead>
<tr>
<th>Field</th>
<th>All galaxies</th>
<th>SF*</th>
<th>Spec-c</th>
<th>Herschel</th>
</tr>
</thead>
<tbody>
<tr>
<td>GN</td>
<td>6 973</td>
<td>5 358</td>
<td>2 605</td>
<td>867</td>
</tr>
<tr>
<td>GS</td>
<td>5 539</td>
<td>4 630</td>
<td>2 275</td>
<td>947</td>
</tr>
<tr>
<td>UDS</td>
<td>7 455</td>
<td>6 372</td>
<td>504</td>
<td>654</td>
</tr>
<tr>
<td>COSMOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CANDELS</td>
<td>7 580</td>
<td>6 599</td>
<td>811</td>
<td>976</td>
</tr>
<tr>
<td>UVISTA</td>
<td>58 202</td>
<td>39 375</td>
<td>7 376</td>
<td>7 053</td>
</tr>
</tbody>
</table>

(a) Number of galaxies in our mass-complete NIR sample, removing stars, spurious sources, and requiring Spitzer and Herschel coverage.
(b) Final subsample of good quality galaxies classified as star-forming with the UVJ criterion (see section 2.6).
(c) Subsample of galaxies with a spectroscopic redshift (various sources, see catalog papers for references).
(d) Subsample of galaxies with a detection in any Herschel band, requiring $>3\sigma$ significance in PACS or $>5\sigma$ in SPIRE (following Elbaz et al. 2011).

We finalize our sample by selecting actively star-forming galaxies. Indeed, the observation of a correlation between mass and SFR only applies to galaxies that are still forming stars, and not to quiescent galaxies. The latter are not evolving anymore and pile up at high stellar masses with little to no detectable signs of star formation. Nevertheless, they can still show residual IR emission due to the warm inter stellar medium (ISM). This cannot be properly accounted for with the CE01 library, and will be misinterpreted as an SFR tracer.

Several methods exist to exclude quiescent galaxies. The most obvious is to select galaxies based on their specific SFR ($sSFR \equiv SFR/M_\ast$). Indeed, quiescent galaxies have very low SFR by definition, and they are preferentially found at high $M_\ast$. Therefore, they will have very low $sSFR$ compared to star-forming galaxies. This obviously relies on the very existence of the correlation between SFR and $M_\ast$, and removing galaxies with too low $sSFR$ would artificially create the correlation even where it does not exist. On the other hand, selecting galaxies based on their SFR alone would destroy the correlation, even where it exists (Rodighiero et al. 2011; Lee et al. 2013). It is therefore crucial that the selection does not apply directly to any combination of SFR or $M_\ast$. Furthermore, these methods require that an accurate SFR is available for all galaxies, and this is something we do not have since most galaxies are not detected in the mid- or far-IR. We must therefore select star-forming galaxies based on information that is available for all the galaxies in our sample, i.e., involving optical photometry only.

There are several color-magnitude or color-color criteria that are designed to accomplish this. Some, like the $BzK$ approach (Daddi et al. 2004), are based on the observed photometry and are thus very simple to compute, but they also select a particular redshift range by construction. This is not desirable for our sample, and we thus need to use rest-frame magnitudes. Color-magnitude diagrams (e.g., $U - r$ versus $r$-band magnitude as in Baldry et al. 2004) tend to wrongly classify some of the red galaxies as passive, while they could also be red because of high dust attenuation. Since high mass galaxies suffer the most from dust extinction (Pannella et al. 2009), it is thus likely that color-magnitude selections would have a nontrivial effect on our sample. It is therefore important to use another color to disentangle galaxies that are red because of their old stellar populations and those that are red because of dust extinction.

To this end, Williams et al. (2009) devised the UVJ selection, based on the corresponding color-color diagram introduced in Wuyts et al. (2007). It uses the $U - V$ color, similar to the $U - r$ from the standard color-magnitude diagram, but combines it to the $V - J$ color to break the age–dust degeneracy. Although the bimodality stands out clearly on this diagram, the locus of the passive cloud has been confirmed by Williams et al. (2009) using a sample of massive galaxies in the range $0.8 < z < 1.2$ with little or no [OII] line emission, while the active cloud falls on the Bruzual & Charlot (2003) evolutionary track for a galaxy with constant SFR. One can then draw a dividing line that passes between those two clouds to separate one population from the other. We use the following definition, at all redshifts and stellar masses:

$$
\text{quiescent} = \begin{cases} 
U - V > 1.3, \\
V - J < 1.6, \\
U - V > 0.88 \times (V - J) + 0.49.
\end{cases}
$$

This definition differs by only 0.1 magnitude compared to that of Williams et al. (2009). Rest-frame colors can show offsets of similar order from one catalog to another, because of photometric coverage and uncertainties in the zero-point corrections. It is thus common to adopt slightly different definitions to account for these effects (see e.g., Cardamone et al. 2010; Whitaker et al. 2011; Brammer et al. 2011; Strauzzullo et al. 2013; Viero et al. 2013; Muzzin et al. 2013b). In COSMOS UltraVISTA, we follow the definition given by Muzzin et al. 2013b.

The corresponding diagram in bins of mass and redshift for the CANDELS fields is shown in Fig.1. Here we also overplot the location of the galaxies detected by Herschel; because of the detection limit of the surveys, the vast majority of Herschel detections have high SFRs. We therefore expect them to fall on the UVJ “active” region. This is indeed the case for the vast majority of these galaxies, even when the majority of optical sources are quiescent as is the case at $z = 0.5$ and $\log_{10}(M_\ast/M_\odot) > 10$. In total, only 5% of the galaxies in our Herschel sample are classified as passive, and about a third of those have a probability larger than 20% to be misclassified because of uncertainties in their UVJ colors. The statistics in COSMOS UltraVISTA are similar.

The number of galaxies with reliable redshifts and stellar masses (see section 2.4) that are classified with this diagram as actively star-forming are reported in Table 2. These are the galaxies considered in the following analysis. As a check, we also analyze separately the quiescent galaxies in Appendix A.

Finally, we do not explicitly exclude known AGNs from our sample. We expect AGNs to reside in massive star-forming galaxies (Kauffmann et al. 2003; Mullaney et al. 2012; Santini et al. 2012; Juneau et al. 2013; Rosario et al. 2013). While the most luminously optically unobscured AGNs may greatly perturb the optical photometry, and therefore the measurement of redshift and stellar mass, they will also degrade the quality of theSED fitting because we have no AGN templates in our fitting libraries. This can produce an increased $\chi^2$, hence selecting galaxies with $\chi^2 < 10$ (see section 2.4) helps remove some of these objects. Also, their point-like morphology on the detection image tends to make them look like stars, which are systematically removed from the sample. The more common moderate luminosity AGNs can still be fit properly with galaxy templates (Salvato et al. 2011). Therefore, several AGNs do remain in our sample without significantly affecting the optical SED fitting and stellar masses. Still, obscured AGNs will emit some fraction of
their light in the IR through the emission of a dusty torus. To prevent pollution of our FIR measurements by the light of such dusty AGNs, we only use the photometry at rest-frame wavelengths larger than 30 µm, where the contribution of the AGN is negligible (Mullaney et al. 2011). Indeed, while the most extreme AGNs may affect mid-to-far IR colors, such as 24-to-70 µm color, their far-IR colors are indistinguishable from that of star-forming galaxies (Hatziminaoglou et al. 2010). By rejecting the most problematic cases, and mitigating against AGN contribution to the IR, we aim to remove severe contamination while retaining a high sample completeness.

2.7. Completeness and mass functions

The last step before going through the analysis is to make sure that, in each stellar mass bin we will work with, as few galaxies as possible are missed because of our selection criteria. The fact that we built these samples by starting from an NIR selection makes it much simpler to compute the corresponding mass completeness: the stellar mass of a galaxy at a given redshift is indeed well correlated with the luminosity in the selection band (either H or Ks), as illustrated in Fig. 2 the scatter around the correlation being caused by differences of age, attenuation, and to some extent flux uncertainties and k-correction. From our sample, we can actually see by looking at this correlation with various bands (H, Ks, and IRAC channels 1 and 2) that this scatter is minimal (0.14 dex) when probing the rest-frame 1.7 µm, but it reaches 0.4 dex in the rest-frame UV (3500 Å). While this value is of course model dependent, it stresses the importance of having high-quality NIR photometry, especially the Spitzer IRAC bands (observed 3–5 µm).

To estimate the mass completeness, we decided to use an empirical approach, where we do not assume any functional form for the true mass function. Instead, we directly compute the completeness assuming that, at a given redshift, the stellar mass is well estimated by a power law of the luminosity (measured either from the observed H or Ks band), i.e., \( M_* = C L^\alpha \), plus a Gaussian scatter in log space. We fit this power law and esti-

![Fig. 1. UVJ diagrams in each bin of redshift (horizontally) and mass (vertically) of our CANDELS sample. The central value of the redshift and mass bins are shown at the top and on right-hand side of the figure, respectively. The dividing line between active and passive galaxies is shown as a solid orange line on each plot, with passive galaxies located on the top-left corner. We show in the background the distribution of sources from the H-band catalogs in gray scale. We also overplot the position of sources detected with Herschel as blue contours or, when the source density is too low, as individual blue open circles. On the top-left corner of each plot, we give the fraction of H-band-selected galaxies that fall inside the quiescent region, and on the bottom-right corner we show the fraction of Herschel sources that reside in the star-forming region.](image-url)
estimate what would be their luminosity in the selection band by using the above relation and adding a Gaussian scatter to the logarithm of the luminosity. The completeness is then computed as the fraction of galaxies that have a luminosity greater than the limiting luminosity at the considered redshift. We consider our catalogs as “complete” when the completeness reaches at least 90%.

The same procedure is used on COSMOS UltraVISTA and GOODS–North separately, and the estimated completeness levels are all reported in Table 5. We compared the values obtained in GOODS–North with those reported in Pannella et al. (2014), where the completeness is estimated following Rodighiero et al. (2010) using a stellar population model. The parameters of the model chosen in Pannella et al. (2014) are quite conservative, and their method consistently yields mass limits that are on average 0.3 dex higher than ours. In COSMOS UltraVISTA, we obtain values similar to that of Muzzin et al. (2013).

Finally, we build stellar mass functions by simply counting the number of galaxies in bins of redshift and stellar masses in the three CANDELS fields that are H-band selected, and normalize the counts by the volume that is probed. These raw mass functions are presented in Fig. 3 as dashed lines. Assuming that the counts follow a Schechter-like shape, i.e., rising with a power law toward low stellar mass, the incompleteness of our sample is clearly visible. We then use the estimated completeness (top panel in Fig. 2) to correct the stellar mass functions. Here, we limit ourselves to reasonable corrections of at most a factor two in order not to introduce too much uncertainty in the extrapolation. The resulting mass functions are shown as solid lines in Fig. 3 with shaded areas showing the Poisson noise. The obtained mass functions are in good agreement with those already published in the literature (e.g., Ilbert et al. 2013).

3. Deriving statistical properties of star-forming galaxies

Because of the limitations of the Herschel surveys (the result of photometric or confusion noise), we cannot derive robust individual SFRs for all the sources in our sample (see section 2.5). Indeed, the fraction of star-forming galaxies detected in the FIR ranges from 80% at $M_*>3 \times 10^{10} M_\odot$ and $z<1$, to almost 0% for $M_*<10^{10} M_\odot$ and $z>1$. Above $z=1$, the completeness in FIR detections reaches better than 60% only above $M_*=10^{10} M_\odot$ and up to $z=2.5$. Below this mass and above that redshift, the FIR completeness is lower than 20–30%.

We overcome these limitations by stacking the Herschel images. Stacking is a powerful and routinely used technique that combines the signal of multiple sources at various positions on the images, known from deeper surveys (see, e.g., Dole et al. 2006, where it was first applied to FIR images). This effectively increases the signal to noise ratio of the measurement, allowing us to probe fainter fluxes than can be reached by the usual source extraction. The price to pay is that we lose information about each individual source, and only recover statistical properties of the considered sample. Commonly, this method is used to determine the average flux density of a selected population of objects. We will show in the following that it can also be used to obtain information on the flux distribution of the sample, i.e., not only its average flux, but also how much the stacked sources scatter around this average value.

This scatter is crucial information. If we measure an average correlation between SFR and $M_*$, as has been measured in several other studies at different redshifts, this correlation cannot be

![Fig. 2. Correlation between the stellar mass and the luminosity in the observed-frame H band at $0.7 < z < 1.2$ (left) and $3.5 < z < 5$ (right) in the three CANDELS fields GOODS–South, UDS, and COSMOS. On the bottom plots, the two horizontal orange lines show the position of the $H=26$ limiting magnitude at $z=z_{\text{min}}$ and $z=z_{\text{max}}$. The red line is the best-fit relation, and the dotted lines above and below show the 1σ dispersion (0.2 and 0.5 dex, respectively). The blue vertical line shows the locus of the estimated 90% mass completeness in each redshift bin. The top plots show the evolution of completeness (i.e., the estimated fraction of detected objects) with stellar mass, and the horizontal orange line shows the 90% completeness level.

![Fig. 3. Evolution of the star-forming galaxy stellar mass function with redshift in the three CANDELS fields GOODS–South, UDS, and COSMOS for galaxies brighter than $H=26$. Raw, incomplete counts are shown as dashed lines, while solid lines show the corrected counts. The shaded areas correspond to Poissonian errors.](image-url)
called a "sequence" if the sources show a large dispersion around it.

Several studies have already measured this quantity. Noeske et al. (2007) and Elbaz et al. (2007) at $z = 1$ reported a 1σ dispersion in $\log_{10}(SFR)$ of around 0.3 dex from Spitzer MIPS observations of a flux-limited sample. At $z = 2$, Rodighiero et al. (2011) reported 0.24 dex, using mostly UV-derived SFRs, while Whitaker et al. (2012) reported 0.34 dex from Spitzer MIPS observations. These two studies tested the consistency of their SFR estimator on average, but we do not know how they impact the measure of the dispersion. The variation found in these two studies suggests that this is indeed an issue (see for example the discussion in Speagle et al. 2014). On the one hand, UV SFRs have to be corrected for dust extinction. If one assumes a single extinction law for the whole sample, one might artificially reduce the dispersion. On the other hand, MIPS 24 μm at $z = 2$ probes the rest-frame 8 μm. While Elbaz et al. (2011) have shown that it correlates well with $L_R$, this same study also demonstrates that it misses a fraction of $L_R$ that is proportional to the distance from the main sequence. This can also have an impact on the measured dispersion.

Here we measure for the first time the SFR–$M_*$ main sequence and its dispersion with a robust SFR tracer down to the very limits of the deepest Herschel surveys to constrain its existence and relevance at higher redshifts and lower stellar masses.

### 3.1. Simulated images

All the methods described in this section have been extensively tested to make sure that they are not affected by systematic biases or, if they are, to implement the necessary corrections. We conduct these tests on simulated Herschel images that we set up to be as close as possible to the real images, in a statistical sense. In other words, we reproduce the number counts, the photometric noise, the confusion noise, and the source clustering. The algorithms, the methodology, and the detailed results are described fully in Appendix [A].

### 3.2. The stacking procedure

We divide our star-forming galaxy sample into logarithmic bins of stellar mass and redshift, as shown in Fig. 3 to have a reasonable number of sources in each bin. We then go to the original Herschel images of each field and extract $N \times N$ pixel cutouts around each source in the bin, thus building a pixel cube. We choose $N = 41$ for all Herschel bands, which is equivalent to 8 times the full-width at half maximum (FWHM) of the PSF, and $N = 61$ for Spitzer MIPS (13 × FWHM), as a substantial fraction of the Spitzer flux is located in the first Airy ring. Since the maps were reduced in a consistent way across all the CANDELS fields, we can safely merge together all the sources in a given bin, allowing us to go deeper while mitigating the effects of cosmic variance.

In parallel, we also stack the sources of the COSMOS UltraVISTA catalog in the wider but shallower FIR images. These stacked values are mostly used as consistency checks, since they do not offer any advantage over those obtained in the CANDELS fields: the shallow Herschel exposure is roughly compensated by the large area, but the mass completeness is much lower.

In the literature, a commonly used method consists of stacking only the undetected sources on the residual maps, after extracting sources brighter than a given flux threshold. This removes most of the contamination from bright neighbors, and thus lowers the confusion noise for the faint sources, while potentially introducing a bias that has to be corrected. Detected and stacked sources are then combined using a weighted average (as in, e.g., Magnelli et al. 2009). We prefer here to treat both detected and undetected sources homogeneously in order not to introduce any systematic error tied to either the adopted flux threshold or the details of the source extraction procedure. Although simpler, this procedure nevertheless gives accurate results when applied to our simulated images. Indeed, the contribution of bright neighbors is a random process: although it is clear that each source suffers from a varying level of contamination, statistically they are all affected in the same way. In other words, when a sufficient number of sources are stacked, the contribution of neighbors tends to average out to the same value $\mu_{\text{gal}}$ on all pixels, which is the contribution of galaxies to the Cosmic InfraRed Background (CIRB). But this is only true in the absence of galaxy clustering (Béthermin et al. 2010). When galaxies are clustered, there is an increased probability of finding a neighbor close to each stacked galaxy (Chary & Pope 2010), so that $\mu_{\text{gal}}$ will be larger toward the center of the stacked image. Kurczynski & Gawiser (2010) proposed an alternative stacking technique (implemented by Viero et al. 2013, in the SIMSTACK code) that...
should get rid of most of this bias, and that consists of simultaneously fitting for the flux of all sources within a given volume (i.e., in a given redshift bin). It is however less versatile, and in particular it is not capable of measuring flux dispersions. Béthermin et al. (2014, submitted) also show that it can suffer from biases coming from the incompleteness of the input catalog.

The next step is to reduce each cube into a single image by combining the pixels together. There are several ways to do this, the two most common being to compute the mean or the median flux of all the cutouts in a given pixel. The advantage of the mean stacking is that it is a linear operation, thus one can exactly understand and quantify its biases (e.g., Béthermin et al. 2010). More specifically, it can be shown that the mean stacked value corresponds to the covariance between the input source catalog and the map (Marsden et al. 2009). Median stacking, on the other hand, has the nice property of naturally filtering out bright neighbors and catastrophic outliers and thus produces cleaner flux measurements. On the down side, we show in Appendix B.1 that this measurement is systematically biased in a nontrivial way (see also White et al. 2007). Correcting for this bias requires some assumptions about the stacked flux distribution, e.g., the dispersion. Since this is a quantity we want to measure, we prefer to use mean over median stacking. An example of a mean stacked cutout from the SPIRE 250 µm images is shown in Fig. 5 (left). However, in two bins at low masses and high redshifts ($z = 1.5$ and $\log_{10}(M_*/M_\odot) = 9.75$, as well as $z = 3.0$ and $\log_{10}(M_*/M_\odot) = 10.25$), the mean stacked fluxes have signal to noise ratios that are too low and thus cannot be used, while the median stacked fluxes are still robustly measured. To extend our measurement of the main sequence SFR, we allow ourselves to use the median stacked fluxes in these particular bins only. This is actually a regime where we expect the median stacking to most closely measure the mean flux (see Appendix B.1), hence this should not introduce significant biases. Lastly, we are interested in the mode of the main sequence, which is not strictly speaking the mean SFR we measure. We calibrated the difference between those two quantities with our simulations, and in all the following we refer to the SFR of the main sequence as the mode of the distribution. For example, for a log-normal distribution of $\sigma = 0.3$ dex, this difference is about 0.1 dex.

To measure the stacked flux, we choose to use PSF fitting in all the stacked bands. In all fields, we use the same PSFs as those used to extract the photometry of individual objects, and apply the corresponding aperture corrections. This method assumes that the stacked image is a linear combination of: 1) a uniform background; and 2) the PSF of the instrument, since none of our sources is spatially resolved. The measured flux is then obtained as the best-fit normalization factor applied to the PSF that minimizes the residuals. In practice, we simultaneously fit both the flux and the background within a fixed aperture whose radius is 0.9 times the FWHM of the PSF. The advantage of this choice is that although we use less information in the fit, the background computed this way is more local, and the flux measurement is more robust against source clustering. Indeed, the amplitude of the clustering is a continuous function of angular distance: although a fraction of clustered sources will fall within a radius that is much smaller than the FWHM of the PSF, the rest will generate signal over a scale that is larger than the PSF itself, such that it will be resolved. Estimating the background within a small aperture will therefore remove the contribution of clustering coming from the largest scales.

We quantify the expected amount of flux boosting due to source physical clustering using our simulated maps. We show in Appendix B.2 that it is mostly a function of beam size, i.e., there is no effect in the PACS bands but it can boost the SPIRE fluxes

Fig. 6. Stacked SEDs of our star-forming mass-selected samples in bins of redshift (horizontally) and stellar mass (vertically). Stacked points are shown as empty circles, and the best-fit CE01 template is shown as the solid red curve. Gray data points were not used in the fit because they are probing rest-frame wavelengths below 30 µm. The data points have been corrected for the contribution of galaxy clustering (see Table B.2). In the bins where the signal is too low (typically $< 5\sigma$), we plot $3\sigma$ upper limits as downward triangles.
by up to 25% at 500 μm. We also compare our flux extraction method to other standard approaches and show that it does reduce the clustering bias by a factor of 1.5 to 2.5, while also producing less noisy flux measurements. The value of 0.9 × FWHM was chosen to get the lowest clustering amplitudes and flux uncertainties.

To obtain an estimate of the error on this measure, we also compute the standard deviation \( \sigma_{\text{RES}} \) of the residual image (i.e., the stacked image minus the fitted source) and multiply it by the PSF error scaling factor

\[
\sigma_{\text{IMG}} = \sigma_{\text{RES}} \times \left( \frac{|P|^2 - |P|^2}{N_{\text{pix}}} \right)^{-1/2},
\]

where \( N_{\text{pix}} \) is the number of pixels that are used in the fit, \( |P| \) is the sum of all the pixels of the PSF model within the chosen aperture, and \( |P|^2 \) is the sum of the squares of these pixels. This is the formal error on the linear fit performed to extract the flux (i.e., the square root of the diagonal element corresponding to the PSF in the covariance matrix), assuming that all pixels are affected by a similar uncorrelated Gaussian error of amplitude \( \sigma_{\text{RES}} \). In practice, since the PSFs that we use are all sampled by roughly the same number of pixels (approximately two times the Nyquist sampling), this factor is always close to 0.5 divided by the value of the central pixel of the PSF. Intuitively, this comes from the fact that the error on the measured flux is the combination of the error on all the pixels that enter in the fit, weighted by the amplitude of the PSF. It is thus naturally lower than the error on one single pixel. In other words, using PSF fitting on these stacks allows for measuring fluxes that are twice as faint as those obtained when using only the central pixel of the image. Simple aperture photometry yields \( \sigma_{\text{APER}} = \sigma_{\text{RES}} \times \left( \sum_{\text{pix}} N_{\text{pix}}^2 / N_{\text{bg}} \right) / |P| \), where \( N_{\text{bg}} \) is the number of pixels used to estimate the background (e.g., within an annulus around the source). If \( N_{\text{bg}} \) is sufficiently large (\( \geq N_{\text{pix}} \)), this error is lower than that obtained with our PSF fitting technique because the background is estimated independently of the flux. The price to pay is that this background is not local, hence the aperture flux will be more sensitive to clustering. Finally, if there is no clustering, PSF fitting will give the lowest errors of all methods, provided the full PSF is used in the fit. The optimal strategy is therefore always to use PSF fitting, varying the aperture within which the fit is performed depending on the presence of clustering.

To be conservative, we compute an alternative error estimate using bootstrapping: we randomly discard half of the sources, stack the remaining ones, measure the stacked flux, and repeat this procedure 100 times. The error \( \sigma_{\text{ES}} \) is then computed as the standard deviation of the measured flux in these 100 realizations, divided by \( \sqrt{2} \) since we only work with half of the parent sample. Using our simulated images, we show in Appendix B.3 that accurate error estimates are obtained by keeping the maximum error between \( \sigma_{\text{IMG}} \) and \( \sigma_{\text{ES}} \). For the SPIRE bands, however, the same simulations show that both error estimates are systematically underestimated and need to be corrected by a factor of \( \sim 1.7 \). We demonstrate in Appendix B.3 that this comes from the fact that the error budget in the SPIRE bands is mostly generated by the random contribution of nearby sources rather than instrumental or shot noise. In this case, the error on each pixel is largely correlated with that of its neighbors, and the above assumptions do not hold.

We apply the above procedure to all the redshift and stellar mass bins of Fig. 4 and stack all the MIR to FIR images, from MIPS 24 μm to SPIRE 500 μm. Using the measured mean fluxes, we build effective SEDs in each bin, shown in Fig. 6. We fit the Herschel photometry with CE01 templates, leaving the normalization of each template free and keeping only the best-fit, and obtain the mean \( L_R \). As for the individual detections, we do not use the photometry probing rest-frame wavelengths below 30 μm (see section 2.3). The MIPS 24 μm photometry is used as a check only. Converting the measured \( L_R \) to \( SFR_{\text{IR}} \) with the Kennicutt (1998) relation and adding the mean observed \( SFR_{\text{UV}} \) (non-dust-corrected contribution), we obtain the mean total SFR in each bin.

3.3. Measuring flux dispersion with scatter stacking

To measure the flux dispersion, we introduce a new method. The idea is to come back to the pixel cube and build a dispersion image by measuring the scatter of each pixel around its average value. Stacked pixels away from the center measure the background fluctuations (the combination of photometric noise and random contribution from nearby sources), while pixels in the central region show enhanced dispersion due to flux heterogeneities in the stacked population, as in Fig. 5. In particular, if all the stacked sources had the same flux, the dispersion map would be flat.

Again, this can be achieved in different ways. Computing the standard deviation of pixels is the most straightforward approach, but it suffers from similar issues as mean stacking with respect to bright neighbor contamination, in a more amplified manner because pixels are combined in quadrature. Our simulations also show that this method is not able to reliably measure high dispersion values. We thus use the median absolute deviation (MAD), which is more effective in filtering out outliers while providing the same information.

The MAD is formally defined as the half-width of the range that is centered on the median flux \( \langle S \rangle \) and contains 50% of the whole sample. In other words

\[
\phi \left( \langle S \rangle + \text{MAD} \right) - \phi \left( \langle S \rangle - \text{MAD} \right) = \frac{1}{2},
\]

where \( \phi \) is the cumulative probability distribution function of the flux.

To interpret this value in terms of more common dispersion indicators, we will convert the MAD to a log-dispersion \( \sigma \) assuming that fluxes follow a Gaussian distribution in \( \log_{10}(S) \), i.e., a log-normal distribution in \( S \). There are two reasons that justify this choice: 1) it allows for direct comparison of our measured dispersions to the data from literature that quote standard deviations of \( \log_{10}(S) \) and 2) log-normal distributions are good models for describing SFR distributions in the regimes where we can actually detect individual sources (see, e.g., Rodighiero et al. 2011, Sargent et al. 2012, Gladders et al. 2013, Guo et al. 2013, and also section 4.6). For this family of distributions,

\[
\phi(S) = \frac{1}{2} \text{erfc} \left( -\frac{\log_{10}(S)}{\sqrt{2} \sigma} \right)
\]

where \( \text{erfc} \) is the complementary error function. In this case there is no analytical solution to Eq. 5 but it can be solved numerically. It turns out that one can relate the MAD and \( \langle S \rangle \) directly

\[ \sigma \approx \text{MAD} \]

These SEDs are effective in the sense that they are not necessarily the SED of the average galaxy in the sample: they are potentially broadened by the range of redshifts and dust temperatures of the galaxies in the stacked samples. In practice, we checked that the broadening due to the redshift distribution is negligible, and the photometry is well fitted by standard galaxy templates, as can be seen in Fig. 6.
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numerically for a log-normal distribution of \( \langle S \rangle \). The solid line is the best-fit of Eq. 7 to the numerical solutions, and the dashed line is the one-to-one correlation.
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\( \text{Fig. 7.} \) Median absolute deviation (MAD) computed by solving Eq. 5 numerically for a log-normal distribution of \( \langle S \rangle = 1 \) as a function of the chosen \( \sigma \). The solid line is the best-fit of Eq. 7 to the numerical solutions, and the dashed line is the one-to-one correlation.

\[ \text{MAD} = \frac{1.552 \sigma}{1 + 0.663 \sigma^2}, \]  
\[ \text{for } \sigma \in [0.05, 1.0] \text{ dex}, \]  
\[ \text{with a maximum absolute error of less than 0.01}. \]

This relation can, in turn, be inverted to obtain \( \sigma \). Defining the “normalized” median absolute deviation \( \text{NMAD} \equiv \text{MAD}/ \langle S \rangle \), and only keeping the positive solution of Eq. 7 we obtain

\[ \sigma \approx \frac{1.171}{\text{NMAD}} \left( 1 - \sqrt{1 - (\frac{\text{NMAD}}{0.953})^2} \right). \]

Therefore, measuring the MAD allows us to obtain the intrinsic log-normal flux dispersion \( \sigma \) of the stacked sample. To do so, we perform PSF fitting on the squared images (since the dispersion combines quadratically with background noise) and fit a constant background noise plus the square of the PSF on all the pixels within a fixed radius of 0.6 \( \times \) FWHM. Here we do not use the same 0.9 \( \times \) FWHM cut as for the flux extraction, since the MAD does not fully preserve the shape of the PSF when its pixels are low in signal to noise (see below). We thus restrain ourselves to a more central region to prevent being dominated by these faint pixels. Again, this value was chosen using the simulated maps in order to produce the least biased and least uncertain measurements.

Even then, the dispersion measured with this method is slightly biased toward higher values, but this bias can be quantified and corrected in a self-consistent way with no prior information using Monte Carlo simulations. For each source in the stack, we extract another cutout at a random position in the map. We then place a fake source at the center of each random cutout, whose flux follows a log-normal distribution of width \( \sigma_{MC} \), and with a mean flux equal to that measured for the real sources.

\[ \text{Fig. 8.} \] Correction procedure for the measured dispersion. Each point is a simulated dispersion measurement with a different input value. Error bars show the scatter observed among the 20 realizations. The dashed line shows the one-to-one relation. The plots display two examples of simulated dispersions for the PACS 100\( \mu \)m band, at \( z = 0.6 \) for \( M_* = 3 \times 10^{10} \) (left panel), and at \( z = 1.5 \) for \( M_* = 2 \times 10^{10} \) (right panel). These bins were chosen to illustrate the two regimes of high and low signal to noise, respectively.

\[ \text{Fig. 9.} \] Dispersion of the ratio \( L_{\text{IR}}/L_\nu \) as a function of wavelength in bins of redshift and for the five Herschel bands in the four CANDELS fields. The wavelength is normalized here to the “peak” wavelength, where the FIR SED in \( L_\nu \) reaches its maximum (calibrated from our stacked SEDs, Fig. 3). The \( L_{\text{IR}} \) is computed by fitting all the available Herschel bands (we require a minimum of three) together with CE01 templates, while \( L_\nu \) is the flux in a single Herschel band converted to rest-frame luminosity. Open symbols denote measurements where \( L_\nu \) comes from MIPS 24\( \mu \)m. Error bars come from simple bootstrapping. The contribution of photometric errors was statistically removed. The red line shows a fit to the data points to guide the eye.

We apply our scatter stacking technique to measure the dispersion on the resulting mock flux cube, and compare it to \( \sigma_{MC} \). We repeat this procedure for different values of \( \sigma_{MC} \) (from 0.1 to 0.7 dex), and derive the relation between the intrinsic and measured dispersion. Examples are shown in Fig. 8. To average out the measurement error, we repeat this procedure 20 times for each value of \( \sigma_{MC} \). In practice, this correction is mostly negligible, except for the lowest measured mass bins at any redshift where it reaches up to 0.1 dex.

\[ \text{This analysis was performed with Mathematica.} \]
3.4. SFR dispersion from scatter stacking

The procedure described in the previous section allows us to measure the log-normal flux dispersion, while we are interested in the dispersion in SFR.

The first step is to obtain the $\log_{10}(L_{IR})$ dispersion $\sigma_{IR}$. Using detected sources, we observe that the dispersion in $L_{IR}$ of a population of galaxies having the same flux at a given redshift depends on the rest-frame wavelength probed, as illustrated in Fig. 9. The data points in this figure are produced by looking at multiple bins of redshift, and measuring the scatter of the correlation between $L_{IR}$ measured by fitting all available FIR bands, and the flux in each Herschel band converted to rest-frame luminosity ($\nu L_\nu$). By spanning a range of redshift, the five Herschel bands will probe a varying range of rest-frame wavelengths, allowing us to observe the behavior of the $L_{IR}$ scatter with rest-frame wavelength. The smaller dispersions are found at wavelengths close to the peak of the SED, in which case the dispersion drops as low as 0.05 dex. This is due to galaxies showing a variety of effective dust emissivities and temperatures that both influence the shape of the FIR SED, respectively longward and shortward of the peak.

Therefore, to obtain $\sigma_{IR}$, we simply measure the flux dispersion of the Herschel band that is the closest to the peak. We thus first measure the peak wavelength $\lambda_{peak}$ from the stacked SEDs (Fig. 6), and interpolate the measured log-normal flux dispersions at $\lambda_{peak}$. By construction, this also tends to select Herschel measurements with the highest signal to noise ratio.

One then has to combine the dispersion in $L_{IR}$ with that in $L_{UV}$, since we combine both tracers to derive the total SFR. This is not straightforward, as the two quantities are not independent (i.e., at fixed SFR, more attenuated objects will have higher $L_{IR}$ and lower $L_{UV}$). In particular, we see on individual detections that the dispersion of SFR = $SFR_{IR} + SFR_{UV}$ is actually lower than that of $SFR_{IR}$ alone.

To address this issue, we choose to work directly on “SFR stacks”. First, we use our observed FIR SEDs to derive $L_{IR}$ monochromatic conversion factors for all bands in each of our redshift and stellar mass bins. Second, in each stacked bin, we convert all cutouts to SFR$_{IR}$ units, using the aforementioned conversion factor and the Kennicutt (1998) relation. Third, we add to each individual cutout an additional amount of SFR equal to the non-dust-corrected SFR$_{UV}$, as a centered PSF. Finally, to correct for the smearing due to the width of the redshift and mass bins, we also use our observed relation between mass, redshift, and SFR (given below in Eq. 9) and normalize each cutout to the reference mass and redshift of the sample by adding SFR$_{MS}(z, M_\star) - SFR_{MS}(z, M_\star)$. This last step is a small correction: it reduces the measured dispersion by only 0.02 to 0.03 dex.

We stack these cutouts and again run the dispersion measurement procedure, including the bias correction. Interpolating the measured dispersions in the five Herschel bands at $\lambda_{peak}$ as described earlier, we obtain $\sigma_{SFR}$. As expected, the difference between the flux dispersion at the peak of the SED and the SFR dispersion is marginal, except for the lowest mass bins where it can reach 0.05 dex. This is mainly caused by the increasing contribution of the escaping UV light to the total SFR, as SFR$_{IR}$/SFR$_{UV}$ approaches unity in these bins.

A remaining bias that we do not account for in this study is the impact of errors on the photo-$z$ and stellar masses. As pointed out in section 2.4, the measured percent accuracy on the photo-$z$ only applies to the bright sources, and we do not know the reliability of the fainter sources. We measure statistical uncertainties on both these quantities, but this does not take systematic errors coming from the library or gaps in the photometry into account. Intuitively, one can expect these errors to increase the dispersion, but this would be true only if the true error was purely random. It could be that our SED fitting technique is too simplistic in assuming a universal IMF, metallicity, and SFH functional form for all galaxies, and as such erases part of the diversity of the population. This could in turn decrease the measured dispersion (see discussion in Reddy et al. 2012). It is therefore important to keep in mind that our measurement is tied to the adopted modeling of stellar mass.

4. Results

4.1. The SFR of main-sequence galaxies

The first results we present concern the evolution of the main sequence with redshift, as well as its dependence on stellar mass. In section 4.2, we start by describing the redshift evolution of the sSFR = $SFR/M_\star$, and we then address the mass dependence of the slope of the main sequence in section 4.3.

These results are summarized in Fig. 10 where, for the sake of visualization, we also run our full stacking procedure on sliding bins of mass, i.e., defining a fine grid of $M_\star$ and selecting galaxies within mass bins of constant logarithmic width of 0.3 dex. The data points are not independent anymore, since a single galaxy is included in the stacked sample of multiple neighboring points, but this allows us to better grasp the evolution of the main sequence with mass. These “sliding averages” of the SFR are displayed as solid colored lines, while the points obtained with regular mass bins are shown as filled circles.
By fitting these points (filled circles only), we parametrize the SFR of main-sequence galaxies with the following formula, defining \( r = \log_{10}(1 + z) \) and \( m = \log_{10}(M_*/10^9 M_\odot) \):

\[
\log_{10}(\text{SFR}_{\text{Ms}}[M_\odot/\text{yr}]) = m - m_0 + a_0 r
- a_1 \left[ \max(0, m - m_1 - a_2 r) \right]^2 ,
\]

with \( m_0 = 0.5 \pm 0.07 \), \( a_0 = 1.5 \pm 0.15 \), \( a_1 = 0.3 \pm 0.08 \), \( m_1 = 0.36 \pm 0.3 \) and \( a_2 = 2.5 \pm 0.6 \). The choice of this parametrization is physically motivated: we want to explicitly describe the two regimes seen in Fig. 10 and explored in more detail in section 4.3, namely a sequence of slope unity whose normalization increases with redshift (first terms), and a “bending” that vanishes at both low masses and high redshifts (last term). The precise functional form however is arbitrary, and was chosen as the simplest expression that accurately reproduces the bending behavior. This SFR will be used in the following as a reference for the locus of the main sequence.

4.2. Redshift evolution of the sSFR: the importance of sample selection and dust correction

We show in Fig. 11 the evolution of sSFR (\( \equiv \text{SFR}/M_* \)) as a function of both redshift and stellar mass. Our results at \( z \leq 3 \) are in good agreement with previous estimates from the literature, showing the dramatic increase of the sSFR with redshift. At \( z = 4 \), we still measure a rising sSFR, reaching 5 Gyr\(^{-1} \), i.e., a mass doubling timescale of only 200 Myr.

At this redshift, however, our measurement is substantially higher than UV-based estimates (Daddi et al. 2009; Stark et al. 2009). More recent results (Bouwens et al. 2012; Stark et al. 2013; González et al. 2014) seem to be in better agreement, but it is important to keep in mind that these studies mostly focus on relatively low mass galaxies, i.e., typically \( 3 \times 10^9 M_\odot \). Therefore the quoted sSFR values only formally apply to galaxies in this range, i.e., to galaxies a factor of 10 to 100 times less massive than those in our sample. Extrapolating their measurements to match the mass range we are working with requires that we know the slope of the sSFR–\( M_* \) relation. In their study, Bouwens et al. (2012) measured this slope from \( M_* \approx 10^8 \) to \( 10^{10} M_\odot \) at \( z = 4 \) and found it to be around \(-0.27 \). Assuming that this holds for all masses, this means that we should reduce the SFR by about 0.4 dex to be able to compare it directly to our result. This is illustrated by the gray arrow in Fig. 11.

Previous observations of the sSFR “plateau” (Daddi et al. 2009) could be the consequence of two key issues. First, selection effects: these studies are based either on Lyman break galaxies (LBGs) or rest-frame FUV-selected samples that, while less prone to lower redshift contaminants, are likely to miss highly attenuated and thus highly star-forming galaxies. Our sample is mass-complete, so we do not suffer from such biases. Second, failure of dust extinction correction: UV-based SFR estimates are plagued by uncertainties in dust attenuation. Most studies rely on observed correlations between UV SED features and dust attenuation that are calibrated in the local Universe, such as the IRX–\( \beta \) relation (Meurer et al. 1999). Recent studies tend to show that these correlations are not universal and evolve with redshift, possibly due to subsolar metallicity (Castellano et al. 2014), ISM conditions, or dust geometry (Oteo et al. 2013; Pannella et al. 2014).

---

**Fig. 11.** Evolution of the average sSFR of star-forming galaxies with redshift. **Left:** comparison of our results at \( M_* = 2 \times 10^{10} M_\odot \) (red curve) to published values in the literature (filled and open symbols). Filled symbols compile various results that were derived from mass-complete samples with SFRs computed either from the IR (Daddi et al. 2007; Noeske et al. 2007; Elbaz et al. 2007; Magdis et al. 2010; Reddy et al. 2012; Heinis et al. 2014; Magnelli et al. 2014; Pannella et al. 2014) or the radio (Pannella et al. 2009, 2014). When possible, these were rescaled to a common main sequence slope of Bouwens et al. (2012). When necessary, data from the literature have been converted to a Salpeter IMF.

**Right:** This work: \( \log_{10} M_* = 9.8 \), \( \log_{10} M_* = 10.3 \), \( \log_{10} M_* = 10.8 \), \( \log_{10} M_* = 11.3 \).
4.3. Mass evolution of the SFR and varying slope of the main sequence

It is also worth noting the dependence of the SFR on stellar mass from Fig. 19. Low mass bins ($M_*/2 < 3 \times 10^{10} M_\odot$) are well fit with a slope of unity. Many studies have reported different values of this slope, ranging from 0.4 to unity (Brinchmann et al. 2004; Noeske et al. 2007; Elbaz et al. 2007; Daddi et al. 2007; Santini et al. 2009; Pannella et al. 2009; Rodighiero et al. 2011). A slope of unity can be interpreted as a signature of the universality of the star formation process, since it implies a constant star formation timescale $\tau \equiv 1/\text{sSFR}$ at all stellar masses, with $M_*(t) \sim \exp(t/\tau)$. As suggested by Peng et al. (2010), it is also a necessary ingredient for explaining the observed shape invariance of the stellar mass function of star-forming galaxies.

We find however that the SFR of the highest mass bin ($M_*/2 \sim 2 \times 10^{11} M_\odot$) falls systematically below the value expected for a linear relation, effectively lowering the high mass slope of the SFR–M$_*$ relation at $z = 0.5$. Other studies obtain similar “broken” shapes for the SFR–M$_*$ sequence (Rodighiero et al. 2010; Whitaker et al. 2012; Magnelli et al. 2014). Our results are also in very good agreement with Whitaker et al. (2014), who used a very similar approach, albeit only using MIPS 24 $\mu$m for stacking.

The reason for this bending of the slope is still unknown. Abramson et al. (2014) showed that the relation between the disk mass $M_{\text{disk}}$ and SFR has a slope close to one with no sign of bending at $z = 0$, suggesting that the bulge plays little to no role in star formation. We will investigate if this explanation holds at higher redshifts in a forthcoming paper.

4.4. Mass evolution of the SFR dispersion around the main sequence

We present in Fig. 12 the evolution of the measured SFR dispersion $\sigma_{\text{SFR}}$ as a function of both redshift and stellar mass. We show our measurements only from stacking Herschel bands. Spitzer MIPS is more sensitive and thus allows measurements down to lower stellar masses, but it is less robust as an SFR indicator. This is mostly an issue at $z > 2$, where the 24 $\mu$m is probing the rest-frame 8 $\mu$m. Elbaz et al. (2011) have shown that the 8 $\mu$m luminosity $L_8$ correlates very well with $L_{24}$ (0.2 dex scatter), except for starburst galaxies. Inferring SFR from 8 $\mu$m thus has the tendency to erase part of the starburst population, effectively reducing the observed SFR dispersion. We checked that our results are nevertheless in good agreement between MIPS and Herschel, with MIPS derived dispersions being smaller on average by only $0.03 \pm 0.02$ dex.

As a sanity check, we also show an estimation of $\sigma_{\text{SFR}}$ from individual Herschel detections. We select all galaxies in our Herschel sample that fall in a given redshift bin and mass, and compute their offset from the main sequence $R_{SB} \equiv \text{SFR}/\text{SFR}_{\text{MS}}$, where $\text{SFR}_{\text{MS}}$ is the average SFR of “main sequence” galaxies given in Eq. 9. Following Elbaz et al. (2011), we call this quantity the “starburstness”. Because of the sensitivity of Herschel, this sample is almost never complete, and is biased toward high values of $R_{SB}$: since this sample is SFR selected, all the galaxies at low mass are starbursts. To avoid completeness issues, we remove the galaxies that have $R_{SB} < 1$, i.e., galaxies that are below the main sequence, and compute the 68th percentile of the resulting $R_{SB}$ distribution. By construction, this value does not need to be corrected for the width of the redshift and mass bins. However, it is only probing the upper part of the SFR–M$_*$ correlation, while the stacked measurements also take undetected sources below the sequence into account. In spite of this difference, the values obtained are in very good agreement with the stacked values. There is a tendency for these to be slightly higher by 0.03 dex on average, and this could be due to uncertainties in the individual SFR measurements. We conclude that the SFR distributions must be quite symmetric. This however does not rule out a “starburst” tail, i.e., a subpopulation of galaxies with an excess of star formation. Indeed, simulating a log-normal distribution of $R_{SB}$ with a dispersion of 0.3 dex and adding 3% more sources with an excess SFR of 0.6 dex (following Sargent et al. 2013) gives a global dispersion measured with MAD of 0.309 dex, while the 68th percentile of the $R_{SB} > 1$ tail is 0.319 dex, a difference of only 0.01 dex, which is well within the uncertainties.

4.4.1. Implications for the existence of the main sequence

Probably the most striking feature of Fig. 12 is that $\sigma_{\text{SFR}}$ remains fairly constant over a large fraction of the parameter space we explore, only increasing for the lowest redshift bin and at high stellar masses. This increase is most likely caused by the same phenomenon that bends the sequence at high stellar mass (see section 4.3, e.g., a substantial population of bulge-dominated objects that blur the correlation). On average, Herschel stacking thus gives $\sigma_{\text{SFR}} = 0.30^{+0.06}_{-0.06}$ dex, with a random error of 0.01 dex, and can be considered almost constant. Doing the same analysis in COSMOS UltraVISTA consistently yields $\sigma_{\text{SFR}} = 0.33^{+0.06}_{-0.06}$ dex, with a random error of 0.01 dex, showing that this result is not tied to specifics of our input $H$-band catalogs.

More importantly, this value of 0.3 dex means that, at a given stellar mass, 68% of actively star-forming galaxies have the same SFR within a factor of two. This confirms the existence of the
Fig. 13. Evolution of the cosmic star formation rate density $\rho_{\text{SFR}}$ with redshift. The orange dash-dotted line traces the SFR density inferred from individual Spitzer MIPS (for $z < 1.5$) and Herschel detections alone. The solid purple line represents the contribution of stacked sources with significant signal ($> 5\sigma$), and the dotted line is the extrapolation of the stacked SFR down to $M_* = 3 \times 10^9 M_\odot$ assuming constant ssFR and using the mass functions of Fig. 3. The green line shows the fraction of $\rho_{\text{SFR}}$ in regimes where we have probed the existence of the main sequence. The lines are slightly offset in redshift for clarity. Light shaded regions in the background show the corresponding $1\sigma$ statistical errors. We compare these to the literature compilation of Madau & Dickinson (2014), shown as open triangles, with their best-fit plotted as a solid gray line.

Fig. 14. Contribution to the total $\rho_{\text{SFR}}$ (purple dotted line in Fig. 13) as a function of redshift for the various sub-samples of Fig. 13. Background colors represent how galaxies of different stellar masses contribute to the total $\rho_{\text{SFR}}$ from top to bottom: $\log_{10}(M_*/M_\odot) = 11.2$, 10.8, 10.2 and 9.8, lighter colors indicating regions where $\rho_{\text{SFR}}$ is extrapolated. The colored lines are defined as in Fig. 13: the solid purple line shows the contribution of stacked sources with significant signal, the green line shows the contribution of galaxies in the regimes where we have probed the existence of the main sequence, and the orange line is the contribution of individually detected FIR sources.

Fig. 15. Predicted evolution of the cosmic stellar mass density $\rho_*$ with redshift. The lines show the inferred mass density by extrapolating our stacked SFRs down to $M_* = 3 \times 10^9 M_\odot$ and out to $z = 6$ using the trend from Madau & Dickinson (2014) and integrating as a function of time. Stellar lifetimes are accounted for, and the mass of stellar remnants is included in $\rho_*$ (see text). Colors are the same as in Fig. 13: the solid purple line shows the contribution of stacked sources with significant signal, the green line shows the contribution of galaxies in the regimes where we have probed the existence of the main sequence, and the orange line is the contribution of individually detected FIR sources. Shaded regions in the background show the corresponding $1\sigma$ statistical errors. We compare these results to the literature compilation of Madau & Dickinson (2014) shown as open triangles.

4.5. Contribution of the main sequence to the cosmic SFR density

Using our stacked SFRs, we can infer the contribution of each of our stacked bins to the cosmic star formation rate density $\rho_{\text{SFR}}$ (Lilly et al. 1996, Madau et al. 1996). To this end, we use the stellar mass functions described in section 2.7 and extrapolate our results to obtain a prediction for the total $\rho_{\text{SFR}}$, assuming a main-sequence slope of unity for low mass galaxies, and integrating the mass functions down to $M_* = 3 \times 10^9 M_\odot$ (i.e., $\sim 0.03 M^*$). The results of this analysis are presented in Figs. 13 and 14 and compared to the literature compilation of Madau & Dickinson (2014) (where luminosity functions are integrated down to 0.03 $L^*$, and should thus match our measurements to first order).

We also infer the total stellar mass density $\rho_*$ by integrating $\rho_{\text{SFR}}$ as a function of time. At each time step, we create a new population of stars whose total mass is given by $\rho_{\text{SFR}}$, and let it evolve with time. We account for stellar mass loss using the Salpeter (1955) IMF to model the population, allowing stars to evolve and die assuming the stellar lifetimes of Bressan et al. (1993) for solar metallicity. As stars die, some of the matter is left in the form of stellar remnants that are traditionally also included in $\rho_*$, i.e., neutron stars and white dwarfs. We parametrize
the masses of these remnants following Prantzos & Silk (1998). The contribution of these remnants continuously rises with time to reach about 12% at \( z = 0 \). The result is presented in Fig. 15.

One can see from these figures that individual Herschel detections in the ultra-deep GOODS and CANDELS surveys (orange dash-dotted line) uneven about 50% of the star formation budget below \( z = 2 \), but less than 10% at \( z = 4 \). In total, and over the redshift range probed here, these galaxies have built 49% of the mass of present day stars, and are thus to be considered as major actors in the stellar mass build up in the Universe. Stacking (purple line) allows us to go much deeper, since we reach almost 100% of the total \( \rho_{\text{SFR}} \) at \( z < 2 \), and accounts for 83% of the mass of present day stars. Extrapolating our observations to lower stellar masses using the mass functions and to \( z = 0 \) using the best-fit \( \rho_{\text{SFR}} \) of Madau & Dickinson (2014), we obtain an estimate of the total amount of star formation in the Universe (purple dotted line). Integrating it to \( z = 0 \) gives \( \rho_*(z = 0) = (5.3 \pm 0.1) \times 10^8 \, M_\odot \, \text{Mpc}^{-3} \), consistent with the value reported by Cole et al. (2001) and Bell et al. (2003) (our error estimate being purely statistical).

Although the range in redshift and stellar mass over which we are able to probe the existence of the main sequence is limited, it nevertheless accounts for 66% of the mass of present day stars. This number climbs up to 73% if we take other studies that have observed a tight correlation down to \( z = 0 \) (Briczmann et al. 2004) into account. We show in the next section that starburst galaxies make up about 15% of the SFR budget in all the redshift and mass bins that we probe with individual detections, and that the remaining fraction is accounted for by a single population of “main sequence” galaxies. Subtracting these 15% from the above 73%, we can say that at least 62% of the mass of present day stars was formed by galaxies belonging to the main sequence. In other words, whatever physical phenomenon shapes the main sequence is the dominant mode of star formation in galaxies.

4.6. Quantification of the role of starburst galaxies and the surprising absence of evolution of the population

4.6.1. An overview of the main sequence

We summarize the previous results in Fig. 16. Here we show the distribution of individually detected galaxies on the SFR–M* plane at various redshifts. The locus of our stacked SFRs (solid blue lines) may not appear to coincide with the average of the detections because of the SFR detection limit, symbolized by the horizontal dashed line. We discuss later on (in Fig. 17) the distribution of these detected sources and confirm that the stacks and the detections are in perfect agreement.

We also show for reference the \( z = 0 \) sample taken from the Sloan Digital Sky Survey (SDSS DR4, Brinchmann et al. 2004) as presented in Elbaz et al. (2007). In this data set, actively star-forming galaxies are selected according to their rest-frame \( U-V \) colors only (i.e., what is usually referred to as the “blue cloud”), and SFRs are estimated from the dust-corrected H\( \alpha \) line. These differences of observables and sample selection are likely to affect the shape of the main sequence. In particular, it is clear that the bending at high mass is less pronounced in the SDSS sample, and this is likely due to the selection. Therefore, the comparison of this \( z = 0 \) data set with our own sample should be done with caution. This nevertheless resembles our own results quite closely and allows us to paint a consistent picture from \( z = 0 \) to \( z = 3 \).

4.6.2. “Starburstiness” distributions

Although the depth of the Herschel surveys is limited, there is still a lot to be learned from the individually detected sources, in particular for the bright starburst galaxies. Now that we have a good definition of the main sequence, we can study these galaxies in more detail. Rodighiero et al. (2011) have used similar data in COSMOS and found that the distribution of star-forming galaxies on and off the main sequence is bimodal: a population of normal star-forming galaxies shapes the main sequence with a log-normal distribution of sSFR at a given mass, while another smaller population of “starbursts” boosts the high sSFR counts. Their work was restricted to \( z = 2 \) because of the BzK selection, so we want to extend it here to a mass-complete sample over wider range of redshifts to see what we can learn about the starburst population.

In Fig. 17 we show the distributions of “starburstiness” \( R_{\text{SB}} \), defined as the ratio between the actual SFR of each galaxy and SFRMS, the SFR they would have if they were exactly following the main sequence defined in Eq. 9. We analyze these distributions in the same bins that were used for stacking, to make the comparison simpler. Since the CANDELS fields have a relatively similar depth, we group them together into a single distribution (blue curve), and following Rodighiero et al. (2011) we keep the COSMOS UltraVISTA sources apart (orange curve) where the catalog is mass-complete.

As was the case for the stellar mass functions discussed in section 2.7 these distributions are affected by completeness issues. To correct this, we use a procedure very similar to that used for the mass functions. We assume that the total \( L_{\text{IR}} \) of a galaxy at a given redshift is well modeled from the rest-frame monochromatic luminosity in each Herschel band by a power law plus a Gaussian scatter in logarithmic space. In each bin of redshift and stellar mass, we select galaxies that are detected in at least three Herschel bands, fit this power law and measure the dispersion as in Fig. 2. In this case, this dispersion is mainly due to differences in dust temperature, and is found to be minimal at the peak of the FIR emission (see Fig. 9). Thus, for each Herschel band, in each redshift and mass bin, we then generate a mock population of 10 000 galaxies with uniform redshift and mass distribution within the bin and attribute a starburstiness with uniform probability to each mock galaxy. We multiply this starburstiness by the SFR\( \text{avg} \) of the galaxy computed from its redshift and mass, subtract the average observed SFR\( \text{avg} \) in this bin (we assume no scatter in SFR\( \text{avg} \) for simplicity), convert the remaining SFR into \( L_{\text{IR}} \), and finally the \( L_{\text{IR}} \) into monochromatic luminosity in the considered Herschel band, adding a random logarithmic scatter whose amplitude is given by the dispersion measured earlier. The completeness is then given as the fraction of mock galaxies with simulated monochromatic luminosity larger than the limiting luminosity at the corresponding redshift.

Since we include in our sample all sources provided that they are detected in at least one Herschel band, we then take the maximum completeness among all bands. In Fig. 17 raw incomplete counts are shown as light curves in the background, and corrected counts are shown as darker lines. Error bars indicate Poisson noise and for clarity are only shown for the CANDELS counts.

In all fields, the low \( R_{\text{SB}} \) counts at \( z < 1.2 \) come from MIPS derived SFRs. Since the MIPS imaging in COSMOS UltraVISTA is only half as deep as the deepest CANDELS fields (see section 2.3 and Table 1), the two curves probe almost similar ranges of \( R_{\text{SB}} \). At \( z \geq 1.2 \) (i.e., starting from the bin at \( z = 1.5 \)) MIPS is not used any more, and the difference in depth of the
Fig. 16. Compilation of both detections and stacking results on the SFR–$M_*$ plane for the CANDELS fields. The top left panel shows the results obtained with the Sloan Digital Sky Survey (SDSS) in the local Universe, as presented in Elbaz et al. (2007), while each subsequent panel displays our result for increasing redshifts. The blue line shows the average stacked SFR (section 4.2), and the green lines above and below show the 1σ dispersion obtained with scatter stacking (section 4.4). Both of these were performed on sliding bins of mass for the sake of visualization, and for this figure only. The SFR detection limit of each sample is indicated with a solid orange line. We also show the sliding median and percentiles of the SDSS distribution with purple and yellow lines, respectively, to emphasize that both the SFR tracer and the sample selection are different (see text). This correlation, observed in the local Universe, is reproduced as a gray line on each panel. The density of individual detections is shown in gray scale in the background, except for the two highest redshift bins where we show the individual galaxies as gray filled circles.

**Herschel** surveys becomes quite obvious. Reassuringly, we see very good agreement between the two data sets where they overlap.

4.6.3. Evolution of the fraction of starbursts

From these distributions, we can derive interesting statistical properties of our star-forming galaxy sample. In particular, Rodighiero et al. (2011) reported that only 2 to 3% of the galaxies in their $z = 2$ sample were in a “starburst” mode, with an SFR increased by more than a factor 4 (or 0.6 dex) compared to the main sequence (i.e., $R_{SB} > 4$). Using our data set, we are able to measure this fraction at different redshifts and look for an evolution of this population. To do so, we select in each redshift bin all star-forming galaxies more massive than $5 \times 10^{10} M_\odot$ (this mass threshold is chosen to avoid SFR completeness issues), and compute the fraction of objects for which the observed SFR is at least a factor $X_{SB}$ above the main sequence. Following Rodighiero et al. (2011), we choose $X_{SB} = 4$. However, to make sure that our results are not affected by this somewhat arbitrary choice, we also do this analysis with $X_{SB} = 3$ and 2.5. By lowering this threshold, the number of objects increases and the statistics become more robust, at the price of having a higher number of nonstarburst contaminants scattering from the main sequence. We could have overcome this problem by fitting the observed counts, decomposing the total SFR distribution as coming from two populations: a main-sequence component and a starburst component, as was done in Sargent et al. (2012). While such a deconvolution provides a more physical definition of a “starburst”, it is also dependent on the model one chooses to describe the starburst population. Also, except in a few low redshift bins, our data do not probe a wide enough range to be able to robustly perform this decomposition. We therefore choose this simpler approach of a fixed $R_{SB}$ threshold for now, and will come back...
to the decomposition later. The results are presented in Fig. 18. Between $z = 0.5$ and $z = 4$ and for $X_{SB} = 4$, we measure a roughly constant value ranging between 2 and 4%, and no clear trend with redshift emerges. We discuss the implication of this fact in section 5.2.

4.6.4. Quantifying the contribution of starbursts to the total SFR budget

We now normalize the counts by the integral of the stellar mass function in all bins and, supported by our findings on the constant width of the main sequence (Fig. 12) and on a constant starburst fraction (Fig. 18), we assume that the $R_{SB}$ distribution does not vary. With this same assumption of an unvarying distribution, Sargent et al. (2012) managed to reconstruct the IR luminosity function at various redshifts. With the increased statistics, we are now able to perform a two-component decomposition of
the whole distribution. We thus fit all the counts simultaneously with a double log-normal distribution following Sargent et al. 2012. The chosen parametrization for the fit is

$$\phi_{R_{SB}}(x) = \frac{1 - f_{SB} - f_{miss}}{\sqrt{2\pi}\sigma_{MS}} \exp\left[-\frac{\log_{10}(x/x_0)^2}{2\sigma_{MS}^2}\right] + \frac{f_{SB}}{\sqrt{2\pi}\sigma_{SB}} \exp\left[-\frac{\log_{10}(x/B_{SB})^2}{2\sigma_{SB}^2}\right], \quad (10)$$

where $\sigma_{MS}$ and $\sigma_{SB}$ are the widths of the main sequence and starburst distributions, respectively, $f_{SB}$ is the fraction of starbursts, and $B_{SB}$ is the median multiplicative SFR boost of starburst galaxies. We also introduce $f_{miss}$ as the fraction of star-forming galaxies that are neither “main sequence” nor “starburst” galaxies (e.g., “green valley” galaxies), and $x_0$ the median $R_{SB}$ of main-sequence galaxies. By construction, the latter two parameters should be close to 0 and 1, respectively, but we allow them to vary to check for the consistency between the detections and the stacks.

The result is shown in Fig. 19. Leaving all parameters free, the fit of the starburst population is highly uncertain, so we decided to fix $\sigma_{SB} = \sigma_{MS}$, and fit the logarithm of the counts. We obtain $\sigma_{MS} = 0.31 \pm 0.02$ dex, $x_0 = 3.3\% \pm 1.5\%$, $B_{SB} = 5.3 \pm 0.4$, $f_{miss} = 0\% \pm 2\%$, and $x_0 = 0.87 \pm 0.04$.

These numbers depend heavily on the chosen parametrization of the starburst population. For example, not imposing $\sigma_{SB} = \sigma_{MS}$ would change the values of $B_{SB}$ considerably, hence the measured values should be used with caution. The integrated contribution of the starburst population is however well constrained (Sargent et al. 2012). Taking these numbers at face value, we reach a similar conclusion as Rodighiero et al. 2011 and Sargent et al. 2012, i.e., that starbursts are rare and happen in only about 3% of galaxies at a given instant. However, they form stars on average ~ 5 times faster than their main-sequence counterparts, and thus contribute to ~ 15% of the SFR budget. It is worth noting that the bimodality, if any, is not clearly apparent in our data, and the high $R_{SB}$ counts can also be fit with a single power law (with a slope close to $-2$). While our goal is not to demonstrate the validity of this bimodal decomposition, we want to stress that the absence of a “gap” in the distribution between the peaks of the two components does not rule out the bimodal hypothesis.

The main-sequence distribution, on the other hand, is very well constrained and both its average and the measured $\sigma_{MS}$ are in agreement with the stacked value. The fact that $f_{miss}$ is close to zero means that we are able to recover essentially all the star-forming galaxies with this model. More precisely, if there is another population of star-forming galaxies, we can say with 70% probability that it can only make up for less than 2% of the counts.

Last but not least, the accuracy of the fit in all the bins (as shown in Fig. 17) confirms the validity of our hypothesis of a universal $R_{SB}$ distribution.

**Fig. 18.** Evolution of the observed “starburst” fraction with redshift, where starbursts galaxies are defined as having an SFR enhanced by at least a factor $X_{SB}$ compared to the SFR on the main sequence. Our results are shown for $X_{SB} = 4$, 3 and 2.5 as diamonds (black, gray, and white, respectively), slightly offset in redshift for clarity. Only points where the starburst sample is complete are shown, and error bars are estimated using bootstrapping. We also show the value observed by Kartaltepe et al. (2007) as open blue with a double log-normal distribution following Sargent et al. The chosen parametrization for the fit is a single power law (with a slope close to $-2$). While our goal is to fit all the counts simultaneously, a posteriori, we want to stress that the absence of a “gap” in the distribution between the peaks of the two components does not rule out the bimodal hypothesis.

**Fig. 19.** Combined starburstiness ($R_{SB}$) distributions from Fig. 17 normalized to the total number of star-forming galaxies in each bin. The green line shows our best-fit model from Eq. (10) and the blue and orange lines show the contributions of main sequence and starburst galaxies, respectively. The residuals of the fit are shown at the top of the figure.
5. Discussion

5.1. Connection of the main-sequence dispersion with feedback processes

The nonevolution of the main-sequence dispersion, as described in section 5.4, is intriguing. Indeed, this dispersion can originate from several completely different processes. On the one hand, the scatter within the star formation history (SFH) of individual galaxies, i.e., bursts of star formation due to major or minor merging and feedback from AGNs or supernova winds, will naturally broaden the distribution of SFR. On the other hand, the scatter may also be due to one or more missing variables, such as age, metallicity, geometry, or environment. For example, Salimi et al. (2012) found, using 24\,µm based SFRs at \( z \sim 1 \), that the dispersion of the main sequence could artificially be reduced to about 0.15\,dex by introducing the rest-frame \( U-V \) color as well as \( z \)-band clumpiness as extra variables. This also shows that most of the observed scatter of the main sequence is physical and not due to measurement errors.

Hopkins et al. (2014) have computed the expected scatter of SFH from a set of numerical simulations, and found it to be a strong function of halo mass, and thus of stellar mass. Performing abundance matching using their \( M_\ast-M_{\text{halo}} \) relation, one finds that they predict a variation of the SFR (averaged over 200\,Myr, hence comparable to the timescale of our FIR SFR tracer) of about 0.1\,dex at \( M_\ast > 10^{11} M_\odot \), rising up to 0.4\,dex as stellar mass decreases down to \( 10^8 M_\odot \). They also find that this evolution is coming predominantly from the rising importance of stellar feedback, and not from merging or global gravitational instabilities. Intuitively, the smaller the galaxy, the more sensitive it is to the impact of stellar winds and super novae, since the characteristic length scale over which these phenomena tend to heat and blow away the gas is more or less constant. Since there are other components that add up to the total scatter in SFR (age, environment, metallicity, etc.), this prediction should be considered as a lower limit.

The predicted values of Hopkins et al. (2014) are shown as the purple line in Fig. 12. The dependence of their prediction on stellar mass is clear, yet we seem to measure a constant value. Even though there are other sources of scatter at play, it would be a strange conspiracy for them to exactly counterbalance the evolution of the scatter within the SFH to maintain a constant main-sequence scatter (see however Sparre et al. 2014). Our interpretation is thus the following.

Stellar feedback is a necessary ingredient in numerical simulations. Without it, galaxies would consume their gas too efficiently, and with the amount of infalling gas they receive from the inter-galactic medium, they would end up today with extremely high stellar masses that are not observed. The real strength of the stellar feedback is poorly constrained, so it is usually considered as a free parameter and fine-tuned to reproduce the local stellar mass density. However, our observations show that it cannot be arbitrarily high. Other processes can be considered to either decrease the star formation efficiency of galaxies, or reduce the amount of infalling gas they receive (e.g., Gabor & Bournaud 2014).

5.2. Connection between starbursts and mergers

We have shown in section 4.6 that the starburst population is not evolving, both in relative numbers and SFR excess with respect to the main sequence. This is intriguing in many aspects. Both observations (Le Fèvre et al. 2008, Kartaltepe et al. 2007, Lotz et al. 2011, and references therein) and numerical simulations (e.g., Somerville et al. 2008, Hopkins et al. 2010a) predict an increase of the major merger rate with increasing redshift, typically proportional to \((1+z)^6\). Although the slope \( m \) of the evolution of the merger fraction is quite uncertain (see discussion in Kampczyk et al. 2007), it is always found to be positive, ranging from \( m = 0 \) up to \( m = 6 \). For example, Kartaltepe et al. (2007) analyzed the fraction of close pairs from \( z = 0 \) to \( z = 1.2 \), and found \( m = 3.1 \pm 0.1 \). Their \( z = 0 \) value of 0.7\% \pm 0.1\% is comparable to our observed starburst fraction with \( X_{SB} = 4 \), however extrapolating this relation to \( z = 2 \) would predict a pair fraction of about 50\% (20\% if we consider instead the numerical simulation of Hopkins et al. 2010a). If all or a constant fraction of those pairs do lead to gas-rich major mergers, this would have a huge impact on the number of starburst, at odds with our observations.

On the other hand, Perret et al. (2014) ran several numerical simulations of mergers of \( z = 2 \) clumpy galaxies, and found little to no impact of the merger on star formation when compared to isolated galaxies. Their point is that by \( z = 2 \) star formation is already fairly active in isolated galaxies and actually close to a saturation point due to feedback processes. When the merger happens, it therefore cannot increase the total SFR by a large amount because star formation is already at its maximum. So even if mergers were more frequent in the past, they were also less efficient at triggering bursts of star formation, and this could explain why we are not seeing a huge increase in the number of starburst galaxies. This goes in the same direction as the results of Hopkins et al. (2010b) who found in their simulations that merger-driven bursts contribute to the same fraction (5–10\%) of the IR luminosity function at all redshifts, but it does not explain why the fraction of such bursts remains constant over time.

Although the most extreme starburst events are unambiguously associated with major mergers in the local Universe (e.g., Armus et al. 1987), another interpretation of our results is that the situation may be different at earlier epochs, and that some other phenomena may be responsible for such bursts of star formation, such as large scale dynamical instabilities (e.g., Dekel et al. 2009b).

6. Conclusions

We have put together a catalog of star-forming galaxies that is mass-complete above \( 2 \times 10^{10} M_\odot \) and extends up to \( z = 4 \), using the deep UV to NIR observations in the CANDELS fields. By stacking the Herschel images at the positions of these galaxies, using bins of mass and redshift, we measured their average star formation rates in a dust-unbiased way. We then derived a new technique called “scatter stacking” to measure the scatter in SFR around the average stacked value. We also analyzed sources individually detected on the Herschel images to study the SFR distribution in more detail over a more limited range of redshift and stellar mass.

We observe a continuously rising sSFR \( \equiv SFR/M_\ast \) up to \( z = 4 \), with no clear sign of a saturation or plateau at the highest redshifts. Previous observations of this type of saturation are mostly based on LBG samples that lack observations in the FIR to reliably constrain the dust extinction. Earlier results are likely due to a combination of selection effects and biases in the dust extinction correction. It is therefore mandatory to have mass-complete samples and rest-frame MIR or FIR data to provide reliable constraints on the star formation activity of actively star-forming galaxies.

We find that the slope of the SFR–\( M_\ast \) relation is close to unity, except for high mass galaxies (\( M_\ast \gtrsim 10^{10.5} M_\odot \)), where the...
slope is shallower. Furthermore, the high mass slope is evolving from \( \sim 0.8 \) at high redshifts down to almost 0 at \( \sim 0.5 \). One possible explanation is the increasing contribution of the bulge to the stellar mass of these galaxies, while the star formation rates come mostly from the disk (Abramson et al. 2014).

At fixed mass and redshift, the scatter around the average SFR appears to be constant and close to 0.3 dex from \( M_* = 3 \times 10^9 M_\odot \) to \( 2 \times 10^1 M_\odot \), with no clear redshift dependence. We therefore confirm the existence of the “main sequence” of star-forming galaxies over a large range of mass and redshift with a robust star formation rate tracer. We show that at least 66% of present day stars were formed in main-sequence galaxies. Consequently, whatever physical process produces the main sequence is the dominant mode of stellar growth in galaxies.

The non-evolution of the SFR scatter with mass can be connected to the expected strength of stellar feedback. State-of-the-art numerical simulations indeed predict that stellar feedback generates additional scatter in the star formation histories of galaxies, a scatter whose amplitude is strongly anticorrelated with halo mass and thus galaxy mass. Our observations provide useful constraints for numerical simulations where stellar feedback often is used as an efficient star formation regulator. We show here that it cannot be arbitrarily high.

Refining the above analysis with individual Herschel detections, we look for starburst galaxies whose SFRs are systematically higher than those of main-sequence galaxies. In agreement with Sargent et al. (2012) and extending their analysis to higher redshifts and more complete samples, we find that the fraction of these starburst galaxies does not evolve with time. This question the usual interpretation of starburst as the consequence of triggering by major mergers. Several studies, both of simulations and observations, indeed show that the fraction of mergers was substantially higher in the past. An alternative explanation is that mergers may be less efficient at creating bursts of star formation within high redshift galaxies.

We have pushed Herschel as far as possible to study the main sequence of star-forming galaxies, but it is still necessary to dig deeper than that, i.e., probing higher redshifts or lower stellar masses. Most of what we know at present about the high redshift Universe \( (z > 4) \) comes from rest-frame UV-based studies, and we have shown here that dust extinction plays an important role even at these redshifts. Therefore it will be necessary to explore these epochs of the Universe with an independent and more robust SFR tracer to confirm the pioneering results obtained with the UV light alone. Probing lower stellar masses will also be an important challenge since, owing to their small sizes, low mass \( (M_* < 3 \times 10^9 M_\odot) \) galaxies are probably most sensitive to smaller scale physics, e.g., stellar or AGN feedback.

Valuable insights already come from the study of lensed galaxies. This technique allows us to observe galaxies along the order of magnitude fainter than the nominal instrument depths, either by chance in blank fields (e.g., the Herschel ATLAS, Eales et al. 2010), or by explicitly targeting large galaxy clusters (e.g., the Herschel Lensing Survey, Egami et al. 2010). Studying these regimes on statistically relevant samples and with a dust-unbiased SFR tracer will only be possible with a new generation of instruments. The most promising candidate available today for the high redshift Universe is certainly the Atacama Large Millimeter/submillimeter Array (ALMA), and interesting science is already on its way. In particular, we are now waiting for the completion of Cycle 2 observations targeting a mass-complete sample of \( z \approx 4 \) star-forming galaxies down to \( \log_{10} (M_* / M_\odot) = 7.1 \). With only a few minutes of on-source integration, this data will allow us to probe SFRs at five times lower than those available with the deepest Herschel surveys. As for the low mass galaxies, substantial progress is likely to happen in a few years thanks to the exceptional MIR capabilities of the James Webb Space Telescope (JWST).
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Appendix A: The UVJ selection

To further test the reliability of the UVJ selection technique, we have separately stacked the galaxies classified as quiescent. The result is presented in Fig. A.1. On this plot we show what the location of the quiescent galaxies would be on the SFR–$M_\star$ plane assuming that all their IR luminosity is coming from star formation. This is certainly wrong because in these massive galaxies dust is mostly heated by old stars, so the SFR we derive is actually an upper limit on the true star formation activity of these galaxies. However, even with this naive assumption, the derived SFRs are an order of magnitude lower than that of the star-forming sample. We also observe that the effective dust temperature, inferred from the wavelength at which the FIR emission peaks, is lower and this is expected if dust is indeed mainly heated by less massive stars.

Appendix B: Tests of our methods on simulated images

To test all of these procedures, we build a set of simulated images. We design these to be as close as possible to the real images in a statistical sense, i.e., the same photometric and confusion noise, and the same number counts.

To do so, we start from our observed $H$-band catalogs, knowing redshifts and stellar masses for all the galaxies. Using our results from stacking Herschel images, we can attribute an SFR to each of these galaxies. We then add a random amount of star formation, following a log-normal distribution of dispersion 0.3 dex. We also put 2% of our sources in a starburst mode, where their SFR is increased by 0.6 dex. Next, we assign an FIR SED to each galaxy following the observed trends with redshift (no mass dependence) and excess SFR (Magnelli et al. 2014). Starburst galaxies are also given warmer SEDs.

From these simulated source catalogs, we generate a list of fluxes in all Herschel bands. Given noise maps (either modeled from RMS maps assuming Gaussian noise, or constructed from the difference between observing blocks), we build simulated images by placing each source as a PSF centered on its sky position, with a Gaussian uncertainty of 0.45º and a maximum offset of 0.9º. We randomly reposition the sources inside the fields using uniform distributions in right ascension and declination, to probe multiple realizations of confusion. These simulated images have pixel distribution, or $P(D)$ plots, very close to the observed images, and are thus good tools to study our methods. An example is shown in Fig. B.1 for the GOODS–South field at 100 µm.
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We produce 400 sets of simulated catalogs and images, each with a different realization of photometric noise, confusion noise and SFR. We then run our full stacking procedure on each, using the same setup as for the real images (i.e., using the same redshift and mass bins), to test the reliability of our flux extraction and the accuracy of the reported errors.

Appendix B.1: Mean and median stacked fluxes

For each of the 400 realizations we compare the measured flux densities using both mean and median stacking to the expected mean and median flux densities, respectively. The results are shown in Fig. [B.2] for the PACS 100 µm band. The other bands show similar behavior.

Although less noisy, median fluxes are biased toward higher values (at most by a factor 2 here). This is because the median is not a linear operation, so it is not true in general that $(a + b) = \langle a \rangle + \langle b \rangle$, where $\langle \cdot \rangle$ denotes the median. In particular, this means that if we compute the median of our noisy stacked image and subtract the median value of the noise, we do not exactly recover the median flux density. We will call this effect the noise bias in what follows. White et al. (2007) show that this bias arises when: 1) the signal to noise ratio of stacked sources is low; and 2) the distribution of flux is skewed toward either faint or bright sources. The latter is indeed true in our simulations, since we used a log-normal distribution for the SFR. Correcting for this effect is not trivial, as it requires knowledge of the real flux distribution. Indeed, Fig. [B.3] shows the amplitude of this bias for different log-normal flux dispersions, the highest dispersions producing the highest biases. White et al. (2007) argue that the median stacked flux is still a useful quantity, since it is actually a good measure of the mean of the distribution, but this is only true in the limit of low signal to noise ratios. In their first example, a double normal distribution, the measured median reaches the true mean for SNR < 0.1, but correctly measures the true median for SNR > 3.

![Fig. A.1. Same as Fig. 16 this time also showing the location of UVJ passive galaxies. In each panel, the blue line shows the average stacked SFR (section 4.2), and the green lines above and below show the 1σ dispersion obtained with scatter stacking. The orange horizontal line shows the detection limit of Herschel in SFR. The red line shows the stacked SFR of UVJ passive galaxies, naively assuming that all the IR light comes from star formation. This is a conservative upper limit, since in these galaxies dust is predominantly heated by old stars, and the effective dust temperature inferred from the FIR SED is much colder than for actively star-forming galaxies of comparable mass.](image)
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C. Schreiber et al.: The *Herschel* view of the dominant mode of galaxy growth from $z = 4$ to the present day

Fig. B.1. Real *Herschel* PACS 100\,$\mu$m image (left) and one of our simulations (right). The green region shows the extent of the PACS coverage, while the red region shows the *Hubble* ACS coverage, i.e., the extent of our input catalog. The two images are shown here with the same color bar.

Table B.1. Ratio of the $L_{IR}$ values obtained from median and mean stacking using the same sample on the real *Herschel* images.

<table>
<thead>
<tr>
<th>$\log_{10}(M_*/M_\odot)$</th>
<th>z = 0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.2</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.2</td>
<td>0.79</td>
<td>0.95</td>
<td>0.84</td>
<td>0.88</td>
<td>0.82</td>
<td>0.86</td>
</tr>
<tr>
<td>10.8</td>
<td>0.63</td>
<td>0.90</td>
<td>0.92</td>
<td>0.94</td>
<td>0.77</td>
<td>—</td>
</tr>
<tr>
<td>10.2</td>
<td>0.84</td>
<td>0.98</td>
<td>0.90</td>
<td>0.97</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>9.8</td>
<td>0.89</td>
<td>0.91</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

To see how this affects the measured $L_{IR}$ in practice, we list in Table B.1 the ratio of the median to mean measured $L_{IR}$ in each stacked bin, as measured on the real images. We showed in section 4.4 that the dispersion in $L_{IR}$ is about 0.3 dex. Therefore, assuming a log-normal distribution, we would theoretically expect the ratio of the median to mean $L_{IR}$ to be close to 0.78. It is, however, clear from Table B.1 that this is not the case in practice: the median is usually (but not always) much closer to the mean than expected for a noiseless situation. Therefore, the median stacked fluxes are often not measuring the median fluxes or the mean fluxes, but something in between. Since correcting for this bias requires assumptions on the flux distribution, we prefer (when possible) to use the more noisy but unbiased mean fluxes for this study.

Appendix B.2: Clustering correction

Among our 400 random realizations, the measured mean fluxes do not show any systematic bias. However these simulations do...
Among all the 400 realizations, while error bars show the 16th and 84th percentiles of the distribution. Filled circles indicate measurements that are individually significant at > 5\sigma on average, i.e., those we would actually use, while open circles indicate measurements at < 5\sigma to illustrate the trend. On each plot, gray circles show the values obtained with the other method (i.e., median and mean) for the sake of direct comparison. It is clear that mean fluxes are more noisy, while median fluxes exhibit a systematic bias.

These values were obtained by computing the ratio of measured mean stacked fluxes to the expected mean fluxes in simulated images using our flux extraction method (see section 3.2). Median stacked fluxes are affected the same way, after removing the noise bias described in Appendix B.1. We also show the 16th and 84th percentiles of the bias distribution. The methods are: A, using our own flux extraction procedure section 3.2; B, using the full PSF; and C, using only the central pixel.

These values were obtained by computing the ratio of measured mean stacked fluxes to the expected mean fluxes in simulated images using our flux extraction method (see section 3.2). Median stacked fluxes are affected the same way, after removing the noise bias described in Appendix B.1. We also show the 16th and 84th percentiles of the bias distribution. The methods are: A, using our own flux extraction procedure section 3.2; B, using the full PSF; and C, using only the central pixel.

These values were obtained by computing the ratio of measured mean stacked fluxes to the expected mean fluxes in simulated images using our flux extraction method (see section 3.2). Median stacked fluxes are affected the same way, after removing the noise bias described in Appendix B.1. We also show the 16th and 84th percentiles of the bias distribution. The methods are: A, using our own flux extraction procedure section 3.2; B, using the full PSF; and C, using only the central pixel.

Not take the flux boosting caused by source physical clustering into account, because we assigned random positions to the sources in our catalog. To test the effect of clustering, we generate a new set of 200 simulations, this time using the real optical positions of the sources and only varying the photometric noise and the SFRs of the sources.

If galaxies are significantly clustered in the image, then the measured fluxes will be boosted by the amount of light from clustered galaxies that falls inside the beam. Since the beam size here is almost a linear function of the wavelength, we expect SPIRE bands to be more affected than PACS bands. Since the same beam at different redshifts corresponds to different proper distances, low redshift measurements (z < 0.5) should be less affected. However, because of the flatness of the relation between redshift and proper distance for z > 0.5, this should not have a strong impact for most of our sample. Indeed, we do not observe any significant trend with redshift in our simulations. No trend was found with stellar mass either, hence we averaged the clustering signal over all stacked bins for a given band, and report the average measured boost in Table B.2 ("method A") along with the 16th and 84th percentiles. Although we limited this analysis to fluxes measured at better than 5\sigma, the scatter in the measured bias is compatible with being only caused by uncertainties in flux extraction.

Table B.3. Ratio of the LIRs obtained after and before applying clustering corrections listed in Table B.2.

<table>
<thead>
<tr>
<th>log_{10}(M_*/M_\odot)</th>
<th>z = 0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.2</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.2</td>
<td>0.96</td>
<td>1.01</td>
<td>0.90</td>
<td>0.93</td>
<td>0.91</td>
<td>0.75</td>
</tr>
<tr>
<td>10.8</td>
<td>0.96</td>
<td>1.02</td>
<td>0.87</td>
<td>0.97</td>
<td>0.93</td>
<td>—</td>
</tr>
<tr>
<td>10.2</td>
<td>0.99</td>
<td>0.98</td>
<td>0.96</td>
<td>0.90</td>
<td>0.94</td>
<td>—</td>
</tr>
<tr>
<td>9.8</td>
<td>0.99</td>
<td>0.95</td>
<td>0.78</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Although negligible in PACS, this effect can reach 30% in SPIRE 500\mu m data. Here we correct for this bias by simply de-
boosting the real measured fluxes by the factors listed in Table B.2 band by band. The net effect on the total measured $L_\text{IR}$ is reported in Table B.3.

By construction, these corrections are specific to our flux extraction method. By limiting the fitting area to pixels where the PSF relative magnitude is larger than 10%, we absorb part of the large scale clustering into the background level. If we were to use the full PSF to measure the fluxes, we would measure a larger clustering signal (see section B.2). We have re-extracted all the fluxes by fitting the full PSF, and we indeed measure larger biases. These are tabulated in Table B.2 as "method B". An alternative to PSF fitting that is less affected by clustering consists of setting the mean of the flux map to zero before stacking and then only using the central pixel of the stacked cutout (Béthermin et al. 2012). Because of clustering, the effective PSF of the stacked sources will be broadened, and using the real PSF to fit this effective PSF will result in some additional boosting. Therefore, by only using the central pixel, one can get rid of this effect. We show in Table B.2 as "method C" how the figures change using this alternative method. Indeed the measured boosting is smaller than when using the full PSF, and is consistent with that reported by Béthermin et al. (2014, submitted), but our method is even less affected thanks to the use of a local background.

**Appendix B.3: Error estimates**

We now study the reliability of our error estimates on the stacked fluxes. We compute the difference between the observed and input flux for each realization, $\Delta S$. We then compute the median ($\langle\Delta S\rangle$), which is essentially the value plotted in Fig. B.2 i.e., it is nonzero mostly for median stacked fluxes. We subtract this median difference from $\Delta S$, and compute the scatter $\sigma$ of the resulting quantity using median absolute deviation, i.e., $\sigma \equiv 1.48 \times \text{MAD}(\Delta S - \langle\Delta S\rangle)$. We show in Fig. B.3 the histograms of $(\Delta S - \langle\Delta S\rangle)/\sigma$ for the mean and median stacked PACS 100 $\mu$m fluxes in each stacked bin. By construction, these distributions are well described by a Gaussian of width unity (black curve).

We have two error estimates at our disposal. The first, $\sigma_{\text{IMG}}$, is obtained by measuring the RMS of the residual image (after the stacked fluxes have been fitted and subtracted), and multiplying this value by the PSF error factor (see Eq. 4). The second, $\sigma_{\text{BS}}$, is obtained by bootstrapping, i.e., repeatedly stacking half of the parent sample and measuring the standard deviation of the resulting flux distribution (again, see section B.2). Each of these method provides a different estimation of the error on the flux measurement, and we want to test their accuracy.

In Fig. B.4 we show as red and blue lines the predicted error distribution according to $\sigma_{\text{IMG}}$ and $\sigma_{\text{BS}}$, respectively. When the predicted distribution is too narrow or too broad compared to the observed distribution (black curve), this means that the estimated error is respectively too low or too high.

For median stacked fluxes, it appears that $\sigma_{\text{BS}}$ is accurate in all cases. It tends to slightly overestimate the true error on some occasions, but not by a large amount. On the other hand, $\sigma_{\text{IMG}}$ dramatically underestimates the error when the measured $S/N$ of stacked sources is high (or the number of stacked sources is low).

The situation for mean stacked fluxes is quite different. The behavior of $\sigma_{\text{IMG}}$ is the same, but $\sigma_{\text{BS}}$ show the completely opposite trend, i.e., it underestimates the error at low signal to noise and high number of stacked sources. This may be caused by the fact that bootstrapping will almost always produce the same confusion noise, since it uses the same reason. The reason why this issue does not arise for median stacked fluxes might be because the median naturally filters out bright neighbors, hence reducing the impact of confusion noise.

The results are the same for the PACS 70 and 160 $\mu$m band. Therefore, keeping the maximum error between $\sigma_{\text{IMG}}$ and $\sigma_{\text{BS}}$ ensures that one has an accurate error measurement in all cases for the PACS bands.

The SPIRE fluxes on the other hand show a substantially different behavior. We reproduce the same figures in Fig. B.6 this time for the SPIRE 350 $\mu$m band. Here, and except for the highest mass bin, the errors are systematically underestimated by a factor of $\sim 1.7$, regardless of the estimator used. We therefore use this factor to correct all our measured SPIRE errors in these bins.

We believe this underestimation of the error is an effect of confusion noise. Indeed, it is clear when looking at the stacked maps at these wavelengths (e.g., Fig 5) that there is a substantial amount of large scale noise coming from the contribution of the neighboring bright sources. The main issue with this noise is that it is spatially correlated. This violates one of the assumptions that were made when deriving the error estimation of Eq. 4 which may thus give wrong results. The reason why only the SPIRE bands are affected is because the noise budget here is (by design) completely dominated by confusion. This is clear from Fig. B.4 (left): when putting little to no instrumental noise $\sigma_{\text{conf}}$ on the simulated maps, the total error $\sigma_{\text{tot}}$ on the flux measurements is completely dominated by the confusion noise $\sigma_{\text{conf}}$ (blue line), and it is only by adding instrumental noise of at least 10 mJy (i.e., ten times more than what is present in the real maps) that the image becomes noise dominated. By fitting

$$\sigma_{\text{tot}}^2 = \sigma_{\text{conf}}^2 + \sigma_{\text{inst}}^2,$$

we obtain $\sigma_{\text{conf}} = 4.6$ mJy. This value depends on the model we used to generate the simulated fluxes, but it is in relatively good agreement with already published estimates from the literature (e.g., Nguyen et al. 2010 who predict $\sigma_{\text{conf}} = 6$ mJy).

We then show in Fig. B.4 (right) that the error underestimation in the SPIRE bands, here quantified by the ratio $\sigma/\sigma_{\text{IMG}}$, goes away when the image is clearly noise dominated, meaning that this issue is indeed caused by confusion and the properties of the noise that it generates.
Fig. B.4. True error $\sigma$ on the stacked flux measurements as a function of the instrumental white noise level $\sigma_{\text{inst}}$ that is put on the image (here normalized to a “PSF” noise in mJy, i.e., the error on the flux measurement of a point source in the absence of confusion). We generated multiple simulations of the 250 $\mu$m maps using varying levels of white noise, and compute $\sigma$ from the difference between the measured fluxes and their expected values.

**Left:** evolution of the average total noise per source $\sigma_{\text{tot}} = \sigma \times \sqrt{N_{\text{stack}}}$ where $N_{\text{stack}}$ is the number of stacked sources. This is the total error when extracting the flux of a single source on the map. When the instrumental noise (red line) is high, it dominates the error budget over the confusion noise. However, when reaching too low values, the measured total noise is dominated by the confusion noise $\sigma_{\text{conf}}$ (blue line).

We fit this evolution as $\sigma_{\text{tot}}^2 = \sigma_{\text{inst}}^2 + \sigma_{\text{conf}}^2$ (orange line) to obtain $\sigma_{\text{conf}} = 4.6$ mJy. The red circle marks the instrumental noise level reached in the real maps.

**Right:** comparison between the estimated error from the stack residual $\sigma_{\text{IMG}}$ and the true error $\sigma$. The points show the median of $\sigma/\sigma_{\text{IMG}}$, and the error bars are showing the 16th and 84th percentiles of the distribution. The green horizontal line is the line of perfect agreement, and the blue vertical line marks the confusion noise at 250 $\mu$m. The red circle marks the instrumental noise level reached in the real maps.
Fig. B.5. Normalized distribution of $(\Delta S - \langle \Delta S \rangle) / \sigma$ of the mean (top) and median (bottom) stacked PACS 100\,µm fluxes in each stacked bin. The black, blue, and red curves show Gaussians of width $1$, $\sigma_{BS}/\sigma$, and $\sigma_{IMG}/\sigma$, respectively. The estimation of the true signal to noise ratio of the flux measurement is displayed in dark red, while the average number of stacked sources is shown in dark blue.
Fig. B.6. Same as Fig. B.5 for SPIRE 350 µm.