Multispecies virial expansions

Article (Accepted Version)


This version is available from Sussex Research Online: http://sro.sussex.ac.uk/48806/

This document is made available in accordance with publisher policies and may differ from the published version or from the version of record. If you wish to cite this item you are advised to consult the publisher’s version. Please see the URL above for details on accessing the published version.

Copyright and reuse:
Sussex Research Online is a digital repository of the research output of the University.

Copyright and all moral rights to the version of the paper presented here belong to the individual author(s) and/or other copyright owners. To the extent reasonable and practicable, the material made available in SRO has been checked for eligibility before being made available.

Copies of full text items generally can be reproduced, displayed or performed and given to third parties in any format or medium for personal research or study, educational, or not-for-profit purposes without prior permission or charge, provided that the authors, title and full bibliographic details are credited, a hyperlink and/or URL is given for the original metadata page and the content is not changed in any way.

http://sro.sussex.ac.uk
Multispecies Virial Expansions

Sabine Jansen¹, Stephen J. Tate², Dimitrios Tsagkarogiannis³, Daniel Ueltschi²

¹ Leiden University, Postbus 9512, 2300 RA Leiden, The Netherlands.
E-mail: sabine.jansen@math.leidenuniv.nl
² Department of Mathematics, University of Warwick, Coventry CV4 7AL, UK.
E-mail: s.j.tate@warwick.ac.uk; daniel@ueltschi.org
³ Department of Applied Mathematics, University of Crete, P.O. Box 2208, 71003 Heraklion, Greece
E-mail: tsagkar@tem.uoc.gr

Received: 8 April 2013 / Accepted: 11 June 2013
© The Author(s) 2014

Abstract: We study the virial expansion of mixtures of countably many different types of particles. The main tool is the Lagrange–Good inversion formula, which has other applications such as counting coloured trees or studying probability generating functions in multi-type branching processes. We prove that the virial expansion converges absolutely in a domain of small densities. In addition, we establish that the virial coefficients can be expressed in terms of two-connected graphs.

1. Introduction

One of the central questions of statistical mechanics is the calculation of the thermodynamic properties of a given fluid starting from the forces between the molecules. A major contribution in this direction is the work of Mayer and his collaborators [May37, MA37, HM38, MH38]. This was further developed by Born and Fuchs [BF38], and Uhlenbeck and Kahn [UK38]. All of these papers concern the theory of non-ideal gases for which the pressure is written as a power series in the activity or density. The convergence of such power series was investigated much later, during the 1960’s, by Groeneveld, Lebowitz, Penrose and Ruelle. Parallel to the study of monoatomic gases, multi-component systems were also investigated, for example in [May39] for the case of a two-component system and later in [Fuc42] for a mixture with an arbitrary (but finite) number of different components. Although briefly mentioned already in [Fuc42], the complete study of the convergence of the activity expansion comes later in [BL64] for mixtures of finitely many components.

The generalisation of virial expansions and approximate equations of state from the monoatomic gas to mixtures is not straightforward. The van der Waals equation for binary mixtures of hard spheres, for example, comes in different versions, distinguished by different “mixing rules” for obtaining effective parameters of the mixture [HL70];
see also [LR64] for the Percus–Yevick and virial equations of state. Going from binary mixtures to multi-component systems is not easy either—in Fuchs’ words, “for the most intricate parts of the calculation even the theory of the two-component system does not give any indication as to the results for the many-component system (e.g., the reduction of the cluster integrals to the irreducible cluster integrals)” [Fuc42]. Even less trivial is the extension from finitely to infinitely many types of particles, in particular for estimating the domain of convergence.

The present work deals with the virial expansion for countably many types of particle, addressing in particular the problem of convergence. Our motivation is twofold. Firstly, mixtures, as studied in physical chemistry, are of interest in their own right. Secondly, multi-component systems arise as effective models as in “the consideration of certain phenomena connected with the order-disorder transition in alloys” [Fuc42], or in the treatment of a monoatomic gas as a mixture of “droplets” (groups of particles close in space) [Hil56, Chapter 5.27]. A droplet can comprise arbitrarily many particles, and there can be arbitrarily many droplet sizes—this is why we are interested in mixtures with infinitely many species.

In the first part of this article, we are given a pressure function that depends on countably many fugacity parameters. This yields countably many densities (that are also functions of fugacities) and the goal is to write the pressure as a function of densities. In the case of one parameter, this can be done using Lagrange inversion [LP64]. We note that this analytical method is also a standard tool in combinatorics [BLL98, Chapter 3]. In the case of multicomponent systems, the key ingredient is Good’s generalisation of the Lagrange inversion to several variables [Good60]. The Lagrange-Good inversion has attracted attention in a variety of contexts [Abd03, Bru83, Ges87, EM94]. Faris has recently noticed its relevance for the virial expansion [Far12]. Our main focus is on the convergence of the expansion. Despite recent renewed interest on the single-species virial expansion [Jan12, PT12, Tate13, MP13], this question does not seem to have been addressed before in the case of infinitely many species. Our main result is the existence of a non-trivial domain of convergence for the expansion of the pressure as a function of densities. A novel feature is to use Lagrange–Good for proving convergence.

The second part of this article deals with a gas of classical particles with two-body interactions. There are many species of particles. Under some assumptions, the virial coefficients are given in terms of two-connected graphs (irreducible cluster integrals). Early derivations for systems with one, two, or finitely many components can be found in [BF38, May39, Fuc42]. Thanks to the work of Mayer, a systematic connection with combinatorics has been initiated, linking the enumeration of connected and two-connected graphs with cluster and virial expansions. This connection has been further developed in the work of Leroux and collaborators [Ler04], leading to modern proofs for the expression of virial coefficients. This was generalised by Faris to the case of many species [Far12]. The present article has some overlap, but there are several differences. In particular, we formulate sufficient conditions on the interactions that guarantee the convergence of the virial expansion.

We would like to emphasise that our results have relevance beyond statistical mechanics. Indeed, our main result can be formulated as an inverse function theorem for functions between Banach spaces that are not necessarily Fréchet-differentiable (Sect. 2.2). In addition, our result can be applied in the original context of the Lagrange-Good inversion formula: Good motivated his work by stochastic branching processes and combinatorics of coloured trees [Good60, Good65]. Recursive properties of trees lead to functional equations between generating functions. When combined with the inversion
formula they yield expressions of probabilities or tree cardinalities as contour integrals; Good explicitly computed some of those integrals. Our result yields bounds for cardinalities without having to compute the integrals, which may come in handy when explicit computations prove too complicated.

The article is organised as follows. In Sect. 2 we give the general setting of the virial expansion in the context of formal power series. The main theorem proposes sufficient conditions under which the virial power series is absolutely convergent. This is done by deriving explicit bounds on the virial coefficients via the Lagrange–Good inversion formula. In Sect. 3 we prove a dissymmetry theorem for coloured weighted graphs and deduce that the virial coefficients are given by the two-connected graphs; this result holds whenever the weights satisfy a block factorisation property. Finally, in Sect. 4, we consider a mixture of rigid molecules and, using the results on the convergence of the cluster expansion given in [Uel04,PU09], we show that the mixture meets the conditions of Sect. 2.

2. General Virial Expansions

2.1. Setting and results. Let \( z = (z_1, z_2, \ldots) \) denote a sequence of complex numbers. Consider the formal series

\[
p(z) = \sum_n b(n) z^n,
\]

where the sum is over all multi-indices \( n = (n_1, n_2, \ldots), n_i \in \mathbb{N}, \) with finitely-many non-zero entries and \( \sum_{i \in \mathbb{N}} n_i \geq 1. \) We assume that for all \( i \in \mathbb{N}, \) the coefficient \( b(0, \ldots, 1, 0, \ldots) \) of \( z_i \) in \( p(z) \) is non-zero; this is the only condition needed for Lagrange inversion techniques. In Sects. 3 and 4 we will need the additional assumption that the coefficients are normalized as \( b(0, \ldots, 1, 0, \ldots) = 1, \) as is the case in most applications in Statistical Mechanics.

We use the notation \( z^n = \prod_i z_i^{n_i}. \) In statistical physics, \( z_i \) represents the “activity” (or “fugacity”) of the species \( i, \) and \( p(z) \) is the pressure of the system with many species. A physically relevant quantity is the density \( \rho_i \) of the species \( i, \) whose definition is

\[
\rho_i(z) = z_i \frac{\partial p}{\partial z_i}(z).
\]

We do not suppose yet that the series for \( p(z) \) is convergent, and the equation above should be understood in the sense of formal series. To be precise, \( \rho_i(z) \) is the formal series with coefficients \( n_i b(n). \)

In statistical physics, the virial expansion is the expansion of the pressure in powers of the density. Accordingly, we define the coefficients \( c(n) \) by the equation

\[
p(z) = \sum_n c(n) \rho(z)^n.
\]

Here also, we use the notation \( \rho(z)^n = \prod_i \rho_i(z)^{n_i}. \) Let us check that the coefficients \( c(n) \) are well-defined in the sense of formal series. Observe that \( [z^k] \rho(z)^n \neq 0 \) only if \( n \leq k, \) i.e., if \( n_i \leq k_i \) for all \( i; \) the notation \( [z^k] \rho(z)^n \) refers to the coefficient of \( z^k \) in
the formal power series \( \rho(z)^n \). Then \( (\rho(z)^n)_n \) is a “summable family” of formal series in the sense of Def. 2.2 in [EM94], and the coefficients of \( z^k \) in (2.3) satisfy

\[
b(k) = [z^k] \sum_n c(n) \rho(z)^n = \sum_{n \leq k} c(n)[z^k] \rho(z)^n,
\]

(2.4)

the latter sum being finite. Then Eq. (2.4) can be inverted recursively, and \( c(k_1, \ldots, k_\ell, 0, \ldots) \) can be expressed in terms of \( b(n) \) and \( c(n_1, \ldots, n_\ell, 0, \ldots) \) with \( n_i \leq k_i, i = 1, \ldots, \ell - 1, \) and \( n_\ell < k_\ell \).

Our goal is to control the convergence of the virial expansion, assuming convergence of the series \( p(z) \). In the following the statement “\( |\log f(z)| \leq a \)” means that there is a \( A(z) \in \mathbb{C} \) such that \( f(z) = \exp(A(z)) \) and \( |A(z)| \leq a \), i.e., the precise choice of the branch of the logarithm is irrelevant.

**Theorem 2.1.** Assume that there exist \( 0 < r_i < R_i \) and \( a_i \geq 0, i = 1, 2, \ldots, \) such that

- \( p(z) \) converges absolutely in the polydisc \( D = \{ z \in \mathbb{C}^N : \forall i \in \mathbb{N} : |z_i| < R_i \} \).
- \( |\log \frac{\partial p}{\partial z_i}(z)| < a_i \) for all \( i \geq 1 \) and all \( z \in D \).
- \( \sum_{i \geq 1} \sqrt{\frac{r_i}{R_i}} < \infty \) and \( \sum_{i \geq 1} \frac{r_i a_i^2}{R_i} < \infty \).

Then there exists a constant \( C < \infty \) (which depends on the \( r_i, R_i, a_i \), but not on \( n \)) such that

\[
|c(n)| \leq C \sup_{z \in D} |p(z)| \prod_{i \geq 1} \left( \frac{e^{a_i}}{r_i} \right)^{n_i}.
\]

(2.5)

The estimate for \( c(n) \) guarantees convergence of the series \( \sum_n c(n) \rho^n \) for all \( \rho \) in a polydisc

\[
D' = \left\{ \rho \in \mathbb{C}^N : \forall i \in \mathbb{N} : |\rho_i| < r_i e^{-a_i}, \sum_{i \in \mathbb{N}} |\rho_i| \frac{e^{a_i}}{r_i} < \infty \right\}.
\]

(2.6)

Theorem 2.1 is proved in Sect. 2.3.

We can also address the following question: Consider the functions \( z_i(\rho) \) obtained by inverting (2.2); for given \( \rho \in D' \), does \( z(\rho) \) belong to \( D \), so that \( p(z(\rho)) \) is given by an absolutely convergent series? The following result provides a partial answer, as it guarantees convergence when \( \rho \) belongs to a smaller domain.

**Theorem 2.2.** Under the same assumptions as in Theorem 2.1, we have

\[
\left| |\rho^n| \frac{z(\rho)^k}{\rho^k} \right| < C \prod_{i \geq 1} \frac{e^{a_i(n_i+k_i)}}{r_i^{n_i}}.
\]

The constant \( C \) is the same as in Theorem 2.1, and the proof is similar. It can be found at the end of Sect. 2.3.

Let \( i \in \mathbb{N} \) and choose \( k = (k_j) = (\delta_{i,j}) \) in Theorem 2.2. We get that for all \( \rho \in D' \),

\[
|z_i(\rho)| \leq C |\rho_i| e^{a_i} \prod_{j \geq 1} \left( 1 - \frac{e^{a_j} |\rho_j|}{r_j} \right)^{-1},
\]

(2.7)

so that \( z(\rho) \in D \) for \( \rho \) small enough. The inequality (2.7) is the analogue of the bound \( |\rho_k(z)| \leq |z_k| \exp(a_k) \), valid for \( z \in D \) under the assumptions of Theorem 2.1.
2.2. The point of view of the inverse function theorem. The formulation of Theorem 2.1 is geared towards the virial expansion in statistical mechanics. The theorem in itself is, however, purely analytic. In this section we rephrase it as a type of inverse function theorem and discuss its relation to traditional inverse function theorems.

Let \((F_k(w))_{k \in \mathbb{N}}\) be a family of power series in the complex variables \(w_j\) (\(j \in \mathbb{N}\)) such that \(F_k(0) \neq 0\), for all \(k \in \mathbb{N}\). The goal is to invert the system of equations \(u_k = w_k F_k(w)\). On the level of formal power series, the inversion is always possible: there is a unique family of power series \(G_k(u), k \in \mathbb{N}\), such that the inverse is given by \(w_k(u) = u_k G_k(u)\), i.e., for all \(k \in \mathbb{N}\), we have \(w_k(u) F_k(w(u)) = u_k\), as an identity of formal power series.

**Theorem 2.3.** Assume that there exist \(0 < r_i < R_i\) and \(a_i \geq 0\), \(i = 1, 2, \ldots\), such that

- The series \(F_k(w), k \in \mathbb{N}\), converge absolutely in the polydisc \(D = \{w \in \mathbb{C}^N | \forall i \in \mathbb{N} : |w_i| < R_i\}\).
- \(|\log F_i(w)| < a_i\) for all \(i \geq 1\) and all \(w \in D\).
- \(\sum_{i \geq 1} \frac{r_i}{R_i} < \infty\) and \(\sum_{i \geq 1} \frac{r_i a_i^2}{R_i^4} < \infty\).

Then there exists a constant \(C < \infty\) (which depends on the \(r_i, R_i, a_i\), but not on \(n\)) such that for all \(k \in \mathbb{N}\),

\[
||u^n||G_k(u) \leq C e^{a_k} \prod_{i \geq 1} \left(\frac{a_i}{r_i}\right)^{n_i}.
\]

The proof is similar to the proofs of Theorems 2.1 and 2.2 and it is omitted. In order to better understand the analytic structure of the theorem, it is convenient to introduce Banach spaces of complex sequences. To simplify matters, suppose that the first two assumptions of the theorem hold with \(a_k = ak\), where \(a > 0\) is some \(k\)-independent constant, and \(R_k = \exp(-ak)\). Situations of this type occur in the context of cluster expansions. Choose \(r_k := k^{-4} \exp(-ak)\). Define the weighted \(\ell^1\)-norms \(||w||_{p,q} := \sum_{k \in \mathbb{N}} k^p \exp(qak)|w_k|\). Let us define

\[
B_{p,q}(\epsilon) := \{w \in \mathbb{C}^N : ||w||_{p,q} < \epsilon\}. \quad (2.8)
\]

Fix \(\epsilon \in (0, 1)\) small enough so that \(C\epsilon/(1 - \epsilon) < 1\) and set \(c_\epsilon := (1 - \epsilon)^{-1} \exp(-\epsilon)\).

As a consequence of Theorem 2.3 we get the well-defined functions

\[
f : B_{0,1}(1) \to B_{0,0}(1) \quad g : B_{4,2}(\epsilon) \to B_{4,1}(C\epsilon/(1 - \epsilon)) \subset B_{0,1}(1)
\]

\[
w \mapsto (u_k F_k(w))_{k \in \mathbb{N}} \quad u \mapsto (u_k G_k(u))_{k \in \mathbb{N}}.
\]

Then for every \(u \in B_{4,2}(\epsilon)\), we have

\[
f(g(u)) = u. \quad (2.10)
\]

It is instructive to compare this with traditional inverse function theorems: suppose that \(f\), considered as map from the Banach space with norm \(||\cdot||_{4,1}\) to the space with norm \(||\cdot||_{4,2}\), was Fréchet-differentiable with invertible derivative in a neighbourhood of the origin. Then we would get the existence of open neighbourhoods of the origin such that \(f\) is a bijection between these neighbourhoods \([\text{Zei95, Chapter 4.10}]\). Our result yields a weaker conclusion: we have a bijection between \(B_{4,2}(\epsilon)\) and \(g(B_{4,2}(\epsilon))\), but in general the latter set need not be open with respect to \(||\cdot||_{4,1}\). The reason is that Theorem 2.3
operates under conditions that are weaker than those of the inverse function theorem: for infinitely many variables, the existence of continuous partial derivatives $\partial f / \partial w_k$ does not imply that $f$ is Fréchet-differentiable—we do not know whether the Jacobi matrix $(\partial f^\ell / \partial w_k)$ represents a bounded operator. Our condition $\exp(-a_k) \leq |f_k(w)/w_k| \leq \exp(a_k)$ replaces the traditional condition that the derivative and its inverse are bounded operators between Banach spaces.

2.3. Lagrange–Good inversion and bounds of virial coefficients. The Lagrange–Good inversion formula gives explicit expressions for $c(n)$ and $[\rho^n] z^k$, which can then be estimated. Let $N$ be the largest index $i$ such that $n_i \neq 0$, and consider the $N \times N$ matrix

$$M(z) = \left( \delta_{ij} + \frac{z_i \frac{\partial^2 p}{\partial z_i \partial z_j}}{\frac{\partial p}{\partial z_i}} \right)_{1 \leq i, j \leq N}. \quad (2.11)$$

We use Eq. (4.5) of [Ges87] to get

$$[\rho^n] \Phi(z(\rho)) = [z^n] \Phi(z) \frac{1}{(\frac{\partial p}{\partial z})^n} \det M(z). \quad (2.12)$$

Here, we used the notation $(\frac{\partial p}{\partial z})^n = \prod_i (\frac{\partial p}{\partial z_i})^{n_i}$. We employ the formula above with $\Phi(z) = p(z)$ and $\Phi(z) = z^k/\rho(z)^k$. In [Ges87], the formula has been proved for finitely many species; a proof for infinitely many species is given in [EM94] (Theorem 4). Note, however, that we can apply the finitely many species version in our context because we only need it for $n$ with finitely many non-zero entries.

In order to estimate the coefficients of the right side, we use Cauchy’s formula and get upper bounds on the various terms. We start with the determinant in (2.12).

**Lemma 2.4.** Under the assumptions of Theorem 2.1, there exists a constant $C < \infty$ such that for all $z$ with $|z_i| = r_i$, and all $N$, we have

$$|\det M(z)| \leq C.$$

**Proof.** We start by expanding $\det M(z)$ in terms of determinants of minors. With $S_N$ and $S(J)$ denoting the set of permutations on $\{1, \ldots, N\}$ and on $J \subset \{1, \ldots, N\}$, we have

$$\det M(z) = \sum_{\sigma \in S_N} \sgn(\sigma) \prod_{i=1}^N \left( \delta_{i,\sigma(i)} + \frac{z_i \frac{\partial^2 p}{\partial z_i \partial z_{\sigma(i)}}}{\frac{\partial p}{\partial z_i}} \right)$$

$$= \sum_{\sigma \in S_N} \sgn(\sigma) \sum_{J \subset \{1, \ldots, N\}} \prod_{i \in J} \delta_{i,\sigma(i)} \prod_{i \in J} \frac{z_i \frac{\partial^2 p}{\partial z_i \partial z_{\sigma(i)}}}{\frac{\partial p}{\partial z_i}}$$

$$= \sum_{J \subset \{1, \ldots, N\}} \sum_{\sigma \in S(J)} \sgn(\sigma) \prod_{i \in J} \frac{z_i \frac{\partial^2 p}{\partial z_i \partial z_{\sigma(i)}}}{\frac{\partial p}{\partial z_i}}$$

$$= \sum_{J \subset \{1, \ldots, N\}} \det \left( \frac{z_i \frac{\partial^2 p}{\partial z_i \partial z_j}}{\frac{\partial p}{\partial z_i}} \right)_{i, j \in J}, \quad (2.13)$$
where the summand corresponding to $J = \emptyset$ is by definition equal to 1. Let $u_i$ be non-zero numbers to be determined later. We use the identity $\det M = \det DMD^{-1}$ with $D$ the diagonal matrix with entries $u_i^{-1} \frac{\partial p}{\partial z_i}$ in the diagonal, and we get

$$\det M(z) = \sum_{J \subset \{1, \ldots, N\}} \det \left( z_i u_j \frac{\partial}{\partial z_i} \log \frac{\partial p}{\partial z_j} \right)_{i, j \in J}. \quad (2.14)$$

From Hadamard’s inequality, we get the upper bound

$$|\det M(z)| \leq \sum_{J \subset \{1, \ldots, N\}} \prod_{i \in J} \left( \left| \sum_{j \in J} \frac{u_j^2}{u_i^2} \right| \frac{\partial}{\partial z_i} \log \left| \frac{\partial p}{\partial z_j} \right|^2 \right)^{1/2}. \quad (2.15)$$

By Cauchy’s formula, choosing the contour around $z_i$ with radius $R_i - r_i$, and using the bound on the logarithm of $\frac{\partial p}{\partial z_j}$, we get

$$\left| \frac{\partial}{\partial z_i} \log \frac{\partial p}{\partial z_j}(z) \right| = \left| \frac{1}{2\pi i} \oint \frac{\log \frac{\partial p}{\partial z_j}(\hat{z}^{(i)}, w)}{(w-z_i)^2} dw \right| \leq \frac{a_j}{R_i - r_i}, \quad (2.16)$$

where $\hat{z}^{(i)}$ is the vector $z$ without the $z_i$ term. Then

$$|\det M(z)| \leq \sum_{J \subset \{1, \ldots, N\}} \prod_{i \in J} \left[ \frac{r_i}{u_i(R_i - r_i)} \left( \sum_{j \geq 1} u_j^2 a_j^2 \right)^{1/2} \right]$$

$$\leq \prod_{i=1}^N \left[ 1 + \frac{r_i}{u_i(R_i - r_i)} \left( \sum_{j \geq 1} u_j^2 a_j^2 \right)^{1/2} \right]$$

$$\leq \exp \left[ \sum_{i \geq 1} \frac{r_i}{u_i(R_i - r_i)} \left( \sum_{j \geq 1} u_j^2 a_j^2 \right)^{1/2} \right]. \quad (2.17)$$

Choosing $u_j = \sqrt{r_j/R_j}$, the expression above is finite by the assumptions of the lemma. □

**Proof of Theorem 2.1.** We use the Lagrange–Good inversion (2.12) and Cauchy’s formula and we write

$$c(n) = \left( \prod_{i=1}^N \frac{1}{2\pi i} \oint \frac{dz_i}{z_i^{n_i+1}} \right) p(z) \frac{1}{(\frac{\partial p}{\partial z}(z))^n} \det M(z), \quad (2.18)$$

with the contours being circles of radii $r_i$ around the origin. It follows from the assumptions that $|\frac{\partial p}{\partial z_i}| > e^{-a_i}$ for all $i$ and all $z \in D$. Theorem 2.1 then follows from Lemma 2.4. □

**Proof of Theorem 2.2.** We use Eq. (2.12) with $\Phi(z) = z^k/\rho(z)^k$. We then repeat the proof of Theorem 2.1 without the term $p(z)$. This yields the bound
\[
\left| \rho^n z(\rho)^k \right| = \left| z^n \frac{z^k}{\rho(z)^k \left( \frac{\partial \rho}{\partial z} \right)^n} \det M(z) \right|
\]
\[
= \left| z^n \frac{1}{\left( \frac{\partial \rho}{\partial z} \right)^n+k} \det M(z) \right|
\]
\[
< C \prod_{i \geq 1} \frac{e^{a_i(n_i+k_i)}}{r_i^{n_i}}. \quad (2.19)
\]

3. Connected and Two-Connected Graphs

We now make a further assumption on the series \( \rho(z) \) introduced in (2.1): it is given by the (weighted) exponential generating function of coloured graphs. This choice is motivated by applications to statistical mechanics, which are discussed in Sect. 4. If the weights satisfy a certain block factorisation property, the virial coefficients \( c(n) \) can be expressed using two-connected graphs. We therefore introduce these coloured graphs in some detail.

Recall that a graph \( g \) is a pair \((V(g), E(g))\) with \( V(g) \) a set and \( E(g) \subset \{i,j\} \subset V(g) : i \neq j \}. The elements of \( V(g) \) are called “vertices” and the elements of \( E(g) \) “edges”. A graph \( g' \) is a subgraph of \( g \) if \( V(g') \subset V(g) \) and \( E(g') \subset E(g) \), in which case we write \( g' \subset g \). A graph \( g \) is connected if \( |V(g)| \geq 1 \) and for every partition \( V(g) = V_1 \cup V_2 \), there exists \( i \in V_1 \) and \( j \in V_2 \) such that \( \{i,j\} \in E(g) \). A graph \( g \) is two-connected if \( |V(g)| \geq 2 \) and for every \( i \in V(g) \), the subgraph \( g \setminus \{i\} \), obtained by removing \( i \) and all edges containing \( i \), is connected.

A coloured graph is a pair \((g,k)\) where \( g \) is a graph and and \( k \) is a function \( V(g) \to \mathbb{N} \) that assigns the colour \( k_i \in \mathbb{N} \) to each \( i \in V(g) \). Coloured connected graphs are pairs \((g,k)\) with \( g \) a connected graph, coloured two-connected graphs are pairs \((g,k)\) with \( g \) a two-connected graph. The results of this section can be formulated in the general framework of labelled coloured combinatorial species ([MN93], [EM94, Sections 2 and 3]), but for the reader’s convenience we present the results in a self-contained way.

Let \( w(g,k) \) be a weight function on coloured graphs. We assume that it is invariant under relabellings that preserve the colour: let \( \sigma : V \to V \) be a bijection with the property that \( k_{\sigma(i)} = k_i \) for all \( i \in V \), and \( g_\sigma \) the graph with vertices \( V(g_\sigma) = V(g) \) and edges \( E(g_\sigma) = \{ \sigma(i), \sigma(j) \} : \{i,j\} \in E(g) \}\), then \( w(g_\sigma,k) = w(g,k) \). The weighted exponential generating function for connected graphs is defined by

\[
C(z) = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=(k_1, \ldots, k_n)} z_{k_1} \cdots z_{k_n} \sum_{g \in C_n} w(g,k)
\]
\[
= \sum_{n} \frac{z^n}{n!} \sum_{g \in C[n]} w(g). \quad (3.1)
\]

In the first line we denoted by \( C_n \) the set of connected graphs with vertex set \( \{1, \ldots, n\} \). In the second line the sum is over multi-indices \( n \) with finitely many entries, and \( C[n] \) denotes the set of coloured graphs \( g = (g,k[n]) \) with vertices \( 1, 2, \ldots, |n| \) and \( k[n] \) the colouring such that the first \( n_1 \) vertices have colour 1, the vertices \( n_1+1, \ldots, n_1+n_2 \) have colour 2, etc. We shall refer to \( k[n] \) as the canonical colouring. The second expression
for \( C(z) \) is more elegant but the first expression turns out to be more practical. These formulæ should still be understood as formal series.

We suppose that \( w(g, k) \) factorises with respect to the block decomposition of \( g \).

Recall that an articulation point of \( g \) is a vertex \( i \in V \) such that the subgraph \( g \setminus \{i\} \) is disconnected. (A two-connected graph is a connected graph without articulation point.) A block is a two-connected subgraph \( g' \) of \( g \) that is maximal, i.e., if \( g'' \) is a two-connected subgraph such that \( g' \subset g'' \subset g \), then \( g'' = g' \). Let \( \{g_1, \ldots, g_m\} \) be the block decomposition of \( g \), i.e., the set of blocks of \( g \). It has the following properties. (i) The blocks induce a partition of the edge sets: \( E(g) = \bigcup_{i=1}^{m} E(g_i) \) with \( E(g_i) \cap E(g_j) = \emptyset \) when \( i \neq j \). (ii) Each articulation point belongs to more than one \( V(g_i) \) (Fig. 1).

**Theorem 3.1.** Assume that \( p(z) = C(z) \) as above, that the weight function \( w(g, k) \) satisfies \( w(g, k) = 1 \) when \( g \) has size \( n = 1 \), and

\[
w(g, k) = \prod_{i=1}^{m} w(g_i, k|_{V(g_i)})
\]

when \( g \) has size \( n \geq 2 \), where \( \{g_1, \ldots, g_m\} \) is the block decomposition of \( g \) and \( k|_{V(g_i)} \) is the restriction of the colouring \( k : V(g) \to \mathbb{N} \) to \( V(g_i) \). Then

\[
p(z) = \sum_{k \geq 1} \rho_k(z) - \sum_{n: |n| \geq 2} (|n| - 1) \frac{\rho(z)^n}{n!} \sum_{g \in \mathcal{B}[n]} w(g)
\]

where \( \mathcal{B}[n] \) consists of the two-connected coloured graphs \( g = (g, k^{[n]}) \) with canonical colouring \( k^{[n]} \) and vertex set \( \mathcal{V}(g) = \{1, 2, \ldots, |n|\} \).

The proof is given at the end of this section. It uses the dissymmetry theorem of combinatorial structures, following \[BLL98, Ler04\]. This is rather straightforward but we need to add colours to all objects.

If \( k \in \mathbb{N} \) denotes a colour, a \( k \)-rooted graph is a triplet \((g, k, i)\) where \( g \) is a graph with finite vertex set \( V(g) \), \( k \in \mathbb{N}^{V(g)} \), \( i \in V(g) \), with the property that the root \( i \) has colour \( k_i = k \). The weighted exponential generating function of \( k \)-rooted connected graphs is
\[ C^\bullet_k(z) = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=(k_1,...,k_n)} z_{k_1} \cdots z_{k_n} \prod_{i} \left| \{ i : k_i = k \} \right| \sum_{g \in C_n} w(g,k) \]

\[ = \sum_n \frac{z^n}{n!} \sum_{g \in C[n]} w(g) \]

\[ = z_k \frac{\partial C}{\partial z_k}(z). \quad (3.2) \]

Let \( C, C^\bullet_k \) be the sets of connected (resp. \( k \)-rooted connected) coloured graphs with vertex set of the form \( \{1, \ldots, n\} \), \( n \in \mathbb{N} \), and set \( C^\bullet := \bigcup_{k \in \mathbb{N}} C^\bullet_k \). The associated exponential generating function is \( C^\bullet(z) = \sum_{k \in \mathbb{N}} C^\bullet_k(z) \). We define \( B, B^\bullet \) and their exponential generating functions \( B(z), B^\bullet(z) \) in a similar way, replacing “connected” by “two-connected”.

Next, we describe the composition of connected and two-connected graphs. The set \( B(\{C^\bullet_k\}_{k \in \mathbb{N}}) \) consists of coloured two-connected graphs whose vertices contain a rooted connected graph with the appropriate colour for the root. More precisely, an element \( g \in B(\{C^\bullet_k\}_{k \in \mathbb{N}}) \) of size \( n \) is a triple \( \gamma = (k, \gamma, (\gamma_i)_{i \in \mathcal{V}(\gamma)}) \) consisting of

- A colour assignment \( k \in \mathbb{N}^n \).
- A two-connected graph \( \gamma \) with vertex set \( \mathcal{V}(\gamma) \subset \{1, \ldots, n\} \), \( |\mathcal{V}(\gamma)| \geq 2 \).
- A family \( (\gamma_i)_{i \in \mathcal{V}(\gamma)} \) of connected graphs \( \gamma_i \) such that \( i \in \mathcal{V}(\gamma_i) \), and the vertex sets form a partition \( \{1, \ldots, n\} = \bigcup_{i \in \mathcal{V}(\gamma)} \mathcal{V}(\gamma_i) \). Note that \( (\gamma_i, k|_{\mathcal{V}(\gamma_i)}, i) \) is a \( k_i \)-rooted colour assigned connected graph.

With each \( \gamma \) we associate the connected graph \( g = g(\gamma) \) with vertices \( 1, \ldots, n \) and edge set \( \mathcal{E}(\gamma) \bigcup \left( \bigcup_{i \in \mathcal{V}(\gamma)} \mathcal{E}(\gamma_i) \right) \). We assign to the composite structure \( \gamma \) the weight \( w(g(\gamma), k) \) of the underlying connected coloured graph. We also introduce \( B^\bullet(\{C^\bullet_k\}_{k \in \mathbb{N}}) \), which is as above but with the additional choice of a root in \( \mathcal{V}(\gamma) \).

**Lemma 3.2.** Under the assumptions of Theorem 3.1, the weighted exponential generating functions of \( B(\{C^\bullet_k\}_{k \in \mathbb{N}}) \) and \( B^\bullet(\{C^\bullet_k\}_{k \in \mathbb{N}}) \) satisfy

\[ B(\{C^\bullet_k(z)\}_{k \in \mathbb{N}}) = \sum_{\gamma \in B(\{C^\bullet_k\}_{k \in \mathbb{N}})} \frac{1}{n!} z_{k_1} \cdots z_{k_n} w(g,k), \]

\[ B^\bullet(\{C^\bullet_k(z)\}_{k \in \mathbb{N}}) = \sum_{\gamma \in B^\bullet(\{C^\bullet_k\}_{k \in \mathbb{N}})} \frac{1}{n!} z_{k_1} \cdots z_{k_n} w(g,k). \]

Here, \( n = n(g) \) is the size of \( g \), \( k = k(g) \) is the colour assignment of the vertices \( \{1, \ldots, n\} \) and \( g = g(\gamma) \) is the induced connected graph on the set of vertices \( \{1, \ldots, n\} \).

The proofs are tedious but immediate: one sums over all components of \( g \), and uses the multinomial theorem so that the elements of the partition become independent. This is possible because of the factorisation property of the weights,

\[ w(g(\gamma), k) = w(\gamma, k|_{\mathcal{V}(\gamma)}) \times \prod_{i \in \mathcal{V}(\gamma)} w(\gamma_i, k|_{\mathcal{V}(\gamma_i)}). \quad (3.3) \]

For a proof in the context of labelled coloured combinatorial species (but without weights), see [MN93, Proposition 1.4] and [EM94, Proposition 1.3].

Next, we state the dissymmetry theorem for coloured graphs. Here, \( A + B \) denotes the disjoint union where the elements of \( A \) and \( B \) are distinct by definition.
Theorem 3.3. We have
\[ C + B^\bullet(\{C^k\}_{k \in \mathbb{N}}) = C^\bullet + B(\{C^k\}_{k \in \mathbb{N}}) \]
in the sense that there is a size and weight preserving bijection between \( C + B^\bullet(\{C^k\}_{k \in \mathbb{N}}) \) and \( C^\bullet + B(\{C^k\}_{k \in \mathbb{N}}) \).

Proof. There are two mappings \( \phi : C + B^\bullet(\{C^k\}_{k \in \mathbb{N}}) \to C \) and \( \psi : C^\bullet + B(\{C^k\}_{k \in \mathbb{N}}) \to C \), which associate to each graph in each of the sets above a unique connected graph. The idea is to informally ‘forget’ the extra structure afforded to us by the composite structures.

These two mappings are conveniently described in terms of their preimages (the structures corresponding to the same connected graph):

The preimage of \( g \) under \( \phi \) consists of the union of:
- The set containing the graph itself, \( g \in C \).
- The set of composite structures \( (k, \gamma, (\gamma_i)_{i \in \mathcal{V}(\gamma)}, r) \in B^\bullet(\{C^k\}_{k \in \mathbb{N}}) \) where \( \gamma \) is one of the blocks \( g_1, \ldots, g_m \) of \( g \), \( r \in \mathcal{V}(\gamma) \), and \( (\gamma_i) \) are uniquely determined by \( g \) and the choice of \( \gamma \).

The preimage of \( g \) under \( \psi \) consists of the union of:
- The set of ordered pairs \( (g, i)_{i \in \{1, \ldots, n\}} \in C^\bullet \), where the second entry indicates a root.
- The set of composite structures \( (k, \gamma, (\gamma_i)_{i \in \mathcal{V}(\gamma)}) \), where \( \gamma \) is one of the blocks \( g_1, \ldots, g_m \) of \( g \) and \( (\gamma_i) \) are uniquely determined by \( g \) and the choice of \( \gamma \), as described above.

It is sufficient to prove that for every \( g = (g, k) \in C \), the preimages \( \phi^{-1}(\{g\}) \) and \( \psi^{-1}(\{g\}) \) have the same cardinality.

Let \( g = (g, k) \in C \). If \( g \) has size one, then \( \phi^{-1}(\{g\}) = \{g\} \subset C \) and \( \psi^{-1}(\{g\}) = \{(g, k, 1)\} \subset C^\bullet \), and both preimages have cardinality 1. If \( g \) has size \( n \geq 2 \), let \( \{g_1, \ldots, g_m\} \) be the block decomposition of \( g \).

The preimage under \( \phi \) has cardinality
\[ 1 + \sum_{i=1}^{m} |\mathcal{V}(g_i)|. \tag{3.4} \]
The sum gives the possible roots for each block considered in turn.

The preimage under \( \psi \) has cardinality
\[ n + m. \tag{3.5} \]
The first “\( n \)” corresponds to the number of ways to choose the root when the preimage is in \( C^\bullet \), and \( m \) is the number of composite structures \( \gamma \in B^\bullet(\{C^k\}_{k \in \mathbb{N}}) \) with \( g(\gamma) = g \).

There remains to show that the block decomposition of every \( g \in C_n \) satisfies
\[ 1 + \sum_{i=1}^{m} |\mathcal{V}(g_i)| = n + m, \tag{3.6} \]
or equivalently
\[ \sum_{i=1}^{m} (|\mathcal{V}(g_i)| - 1) = n - 1. \tag{3.7} \]
This can be seen by induction. This clearly holds when \( m = 1 \) and \( \mathcal{V}(g_1) = \{1, \ldots, n\} \) (this corresponds to \( g \) being two-connected). Now suppose that \( g \in \mathcal{C}_n \) has \( m \) blocks of size \( n_1, \ldots, n_m \). Consider the bipartite graph \( t \) whose vertex set consists of the blocks \( g_1, \ldots, g_m \) and articulation points \( a_1, \ldots, a_e \) of \( g \), and edges \( \{(g_i, a_j) : a_j \in g_i\} \). The graph \( t \) is known [BLL98, Section 4.3] to be a tree and called the block cut-point tree of \( g \). Let \( v \in \mathcal{V}(t) \) be a leaf of \( t \). Then \( v \) is a vertex belonging to exactly one edge and must be a block \( v = g_i \) containing exactly one articulation point \( a \) of \( g \).

Thus there is a block containing precisely one articulation point of \( g \), and without loss of generality we take this to be the \( m \)th block. We remove from \( g \) all edges of the block \( g_m \) and all vertices of \( g_m \), except the articulation point \( a \). We now have a graph with \( m - 1 \) blocks and so we have \( \sum_{i=1}^{m-1}(n_i - 1) = n - n_m \) by induction. Therefore,

\[
\sum_{i=1}^{m}(n_i - 1) = n - n_m + n_m - 1 = n - 1. \quad (3.8)
\]

\( \Box \)

**Proof of Theorem 3.1.** Lemma 3.2 and the dissymmetry theorem imply that the exponential generating functions satisfy

\[
C(z) + B^\ast (\{C^\ast k(z)\}_{k \in \mathbb{N}}) = C^\ast (z) + B(\{C^\ast k(z)\}_{k \in \mathbb{N}}). \quad (3.9)
\]

To directly compare with Theorem 3.1, we write this as:

\[
C(z) = C^\ast (z) + B(\{C^\ast k(z)\}_{k \in \mathbb{N}}) - B^\ast (\{C^\ast k(z)\}_{k \in \mathbb{N}}). \quad (3.10)
\]

We have \( p(z) = C(z) \) and \( \rho_k(z) = C^\ast k(z) \), and the theorem follows. \( \Box \)

We conclude this section with two remarks. The first remark is that under the assumptions of Theorem 3.1, we also have a formula for the expansion of the chemical potential \( \log z_k \) in terms of the density,

\[
\log z_k = \log \rho_k(z) - \frac{\partial B}{\partial \rho_k}(\rho(z)), \quad B(\rho) = \sum_{n:|n| \geq 2} \frac{\rho^n}{n!} \sum_{g \in \mathcal{B}[n]} w(g). \quad (3.11)
\]

This follows from the relation

\[
\rho_k(z) = C^\ast k(z) = z_k \exp \left( \frac{\partial B}{\partial \rho_k}(\rho(z)) \right) \quad (3.12)
\]

[Far10, Section 3.2]; \( \partial_k B \) is the generating function for two-connected graphs whose root is a “ghost” of colour \( k \).

The second remark is that Theorem 3.1 is not limited to connected and biconnected graphs, but holds for pairs of combinatorial structures with a similar composition structure – as Leroux puts it, for “various tree-like structures” [Ler04]. A well-known example is the dissymmetry theorem for trees [BLL98, Chapter 4], which can be adapted to coloured trees with colour-dependent weights and constraints. This is interesting because Good’s original motivation for his multi-variable version of the Lagrange inversion came from branching processes in probability and combinatorics of trees [Good60, Good65].
4. Classical Gas of Rigid Molecules

We now describe a physical system that fits the theory of Sects. 2 and 3. It consists of a gas of molecules that are assumed to be rigid. Let $\Lambda \subset \mathbb{R}^d$ be the domain, which we take as a cube in $\mathbb{R}^d$ with periodic boundary conditions. We let $V$ denote its volume. A molecule is represented by

$$X = (k, x, \phi),$$  \hspace{1cm} (4.1)

where $k \in \mathbb{N}$ denotes the species, $x \in \Lambda$ denotes the position, and $\phi \in \Phi := S^{d-1} = \{ \phi \in \mathbb{R}^d \mid \|\phi\| = 1 \}$ denotes the orientation. Interactions are given by a function $U(X_1, X_2)$ that takes values in $\mathbb{R} \cup \{+\infty\}$. Let

$$\zeta(X_1, X_2) = e^{-U(X_1, X_2)} - 1.$$  \hspace{1cm} (4.2)

We take periodic boundary conditions, i.e., we assume that if $\Lambda = [0, L]^d$, and $y, y' \in L\mathbb{Z}^d$, then $U((x, k, \phi), (y, \ell, \psi)) = U((x, k, \phi), (y', \ell, \psi)).$ We make three assumptions on the interactions. The first one is about symmetries, the second one is the stability condition that ensures the existence of the thermodynamic limit, and the last one implies that we consider a regime of low density or high temperatures.

**Assumption 1. The potential function $U$ satisfies**

- Symmetry: $U(X_1, X_2) = U(X_2, X_1)$.
- Translation invariance: If $X + a$ denotes the molecule translated by $a \in \Lambda$, i.e., with position $x + a$, then $U(X_1 + a, X_2 + a) = U(X_1, X_2)$.
- Rotation invariance: If $RX$ denotes the molecule rotated by the orthogonal matrix $R$, i.e., with orientation $R\phi$, then $U(RX_1, RX_2) = U(X_1, X_2)$.

The partition function of the system is

$$Z_\Lambda(z) = \sum_{n \geq 0} \frac{1}{n!} \sum_{k \in [n]} z_1 \ldots z_n \int_{\Lambda^n} dx_1 \ldots dx_n$$

$$\int_{\Phi^n} d\phi_1 \ldots d\phi_n \exp \left\{ - \sum_{1 \leq i < j \leq n} U(X_i, X_j) \right\}.  \hspace{1cm} (4.3)$$

The term $n = 0$ is understood to be equal to 1, and $d\phi$ is the unique rotationally invariant measure on $\Phi$ with $\int_{\Phi} d\phi = 1$. Given a graph $g \in \mathcal{G}_n$, we define the weight function $w_\Lambda(g, k)$ to be

$$w_\Lambda(g, k) = \frac{1}{V} \int_{\Lambda^n} dx_1 \ldots dx_n \int_{\Phi^n} d\phi_1 \ldots d\phi_n \prod_{[i, j] \in \mathcal{E}(g)} \zeta(X_i, X_j),  \hspace{1cm} (4.4)$$

where

$$\zeta(X_i, X_j) = e^{-U(X_i, X_j)} - 1.$$  \hspace{1cm} (4.5)

The empty product is set to be equal to 1, so that graphs of size 1 have weight $V^{-1} \int_{\Lambda} dx \int_{\Phi} d\phi = 1$. By a standard cluster expansion, or by the exponential formula of combinatorial structures, we have

$$Z_\Lambda(z) = \exp \left\{ V \sum_{n \geq 1} \frac{1}{n!} \sum_{k \in [n]} z_1 \ldots z_n \sum_{g \in \mathcal{C}_n} w_\Lambda(g, k) \right\}.  \hspace{1cm} (4.6)$$
The partition function is related to the finite-volume pressure by \( Z_\Lambda = e^{V p_\Lambda} \). We then define

\[ p_\Lambda(z) = C(z) \quad (4.7) \]

where \( C(z) \) is the exponential generating function of connected graphs given in (3.1) with the weights \( w_\Lambda(g, k) \) in (4.4). The goal is to show that the assumptions of Theorem 2.1 hold true uniformly in the volume \( V \).

**Lemma 4.1.** Under Assumption 1, the weight function of (4.4) satisfies the block factorisation

\[ w_\Lambda(g, k) = \prod_{i=1}^{m} w_\Lambda(g_i, k). \]

It is not too hard to check that factorisation holds when the graph is cut at any articulation point, and the lemma follows. It should be stressed that Lemma 4.1 fails when the molecules are not assumed to be rigid. Next, the stability condition.

**Assumption 2.** There exists a nonnegative constant \( b \) such that for all \( n \) and all \( X_1, \ldots, X_n \), we have

\[ \prod_{1 \leq i < j \leq n} |1 + \zeta(X_i, X_j)| \leq \prod_{i=1}^{n} e^{b k_i}. \quad (4.8) \]

In addition, we also assume that for all \( X \) and \( Y \) of species \( k \) and \( \ell \), we have

\[ |1 + \zeta(X, Y)| \leq e^{b \min(k, \ell)}. \quad (4.9) \]

The next and last assumption is the “Kotecký–Preiss criterion” that guarantees that the interactions and the weights are small.

**Assumption 3.** There exist positive numbers \( R_1, R_2, \ldots \) and a constant \( a \) such that for all \( X = (k, x, \phi) \),

\[ \sum_{k' \in \mathbb{N}} R_{k'} e^{(a+3b)k'} \int_{\mathbb{R}^d} dx' \int_{\Phi} d\phi' |\zeta(X, X')| \leq a k, \quad (4.10) \]

where \( b \) is given in Assumption 2. In addition, we also assume that

\[ \sum_{k' \in \mathbb{N}} R_{k'} e^{(a+3b)k'} < \infty. \quad (4.11) \]

**Theorem 4.2.** Let \( p_\Lambda(z) = C(z) \) and suppose that Assumptions 1–3 hold true. Then

(a) \( p_\Lambda(z) \) converges absolutely in the polydisc \( D = \{ z \in \mathbb{C}^N : |z_i| < R_i \ \forall i \in \mathbb{N} \} \).

(b) \( |\log \frac{dp_\Lambda}{dz_k}(z)| < ak \) for all \( z \in D \) and all \( k \in \mathbb{N} \).

The main consequence of this theorem is that Theorem 2.1 applies, hence the existence of a domain of densities with absolute convergence of the virial expansion.
Proof. The setting of [PU09] applies directly here. The measure space of “polymers” \((\mathbb{X}, \mu)\) in [PU09] is presently given by \(\mathbb{X} = \mathbb{N} \times \Lambda \times \Phi\) with \(\mu\) the measure such that

\[
\int_{\mathbb{X}} f(X) d\mu(X) = \sum_{k \in \mathbb{N}} z_k \int_{\Lambda} \int_{\Phi} df(k, x, \phi)
\]

(4.12)

for arbitrary integrable function \(f\) on \(\mathbb{X}\).

The conditions of [PU09] are fulfilled—our Assumption 3 being slightly stronger with \(3b\) instead of \(2b\), but it will be needed in the proof of (b). From Theorem 2.1 in [PU09] we have that for every \(X_1 = (k_1, x_1, \phi_1)\), and every \(z \in D\),

\[
\sum_{n \geq 2} \frac{1}{(n-1)!} \sum_{k_2, \ldots, k_n \in \mathbb{N}} |z_{k_2}| \ldots |z_{k_n}| \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} \frac{d\nu_2}{\Lambda_1} \ldots \frac{d\nu_n}{\Lambda_1} \int_{\mathbb{R}^d} \frac{d\phi_2}{\Phi_1} \ldots \frac{d\phi_n}{\Phi_1} \sum_{g \in C_n} \left( \prod_{(i, j) \in \mathcal{E}(g)} \zeta(X_i, X_j) \right) \leq (e^{ak_1} - 1) e^{2bk_1}.
\]

(4.13)

In particular, the Taylor series of the pressure \(p_\Lambda(z)\) is absolutely convergent in \(D\), uniformly in \(\Lambda\).

For (b) we need to control the logarithm of the derivative of \(p_\Lambda\). It is not entirely straightforward as we need both lower and upper bounds for \(\frac{\partial}{\partial z_k} \log Z_\Lambda(z)\). We have

\[
\frac{\partial p_\Lambda}{\partial z_k} = \frac{1}{V} \frac{1}{\partial z_k} \log Z_\Lambda(z) = \frac{1}{V} \frac{1}{Z_\Lambda(z)} \frac{\partial Z_\Lambda}{\partial z_k}(z).
\]

(4.14)

From the definition (4.3) of the partition function, we get

\[
\frac{\partial Z_\Lambda}{\partial z_k}(z) = V \sum_{n \geq 1} \frac{1}{(n-1)!} \sum_{k_2, \ldots, k_n \geq 1} z_{k_1} \ldots z_{k_n} \int_{\Lambda^{n-1}} \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} \frac{d\nu_2}{\Lambda_1} \ldots \frac{d\nu_n}{\Lambda_1} \frac{d\phi_2}{\Phi_1} \ldots \frac{d\phi_n}{\Phi_1} \exp \left\{ - \sum_{j=2}^{n} U(X, X_j) - \sum_{2 \leq i < j \leq n} U(X_i, X_j) \right\}.
\]

(4.15)

We set \(X = (k, 0, 0)\). The formula holds because of translation and rotation invariance, and because \(\int d\phi_1 = 1\). We observe that \(\frac{\partial Z_\Lambda}{\partial z_k}\) is a partition function where each molecule \(X_j\) gets the extra factor \(e^{-U(X, X_j)}\). We can again perform a cluster expansion or use the exponential formula of combinatorial structures. It is indeed convergent thanks to (4.9). We get

\[
\frac{\partial Z_\Lambda}{\partial z_k}(z) = V \exp \left\{ \sum_{n \geq 1} \frac{1}{n!} \sum_{k_1, \ldots, k_n \in \mathbb{N}} z_{k_1} \ldots z_{k_n} \int_{\Lambda^n} \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} \frac{d\phi_1}{\Phi_1} \ldots \frac{d\phi_n}{\Phi_1} \prod_{j=1}^{n} e^{-U(X, X_j)} \sum_{g \in C_n} \prod_{(i, j) \in \mathcal{E}(g)} \zeta(X_i, X_j) \right\}.
\]

(4.16)

This allows us to combine it with the cluster expansion of \(Z_\Lambda\) in (4.14) and we get

\[
\frac{\partial p_\Lambda}{\partial z_k}(z) = \exp \left\{ \sum_{n \geq 1} \frac{1}{n!} \sum_{k_1, \ldots, k_n \in \mathbb{N}} z_{k_1} \ldots z_{k_n} \int_{\Lambda^n} \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} \frac{d\phi_1}{\Phi_1} \ldots \frac{d\phi_n}{\Phi_1} \left( \prod_{j=1}^{n} (1 + \zeta(X, X_j)) - 1 \right) \sum_{g \in C_n} \prod_{(i, j) \in \mathcal{E}(g)} \zeta(X_i, X_j) \right\}.
\]

(4.17)
Next we use the identity
\[
\prod_{j=1}^{n} (1 + \zeta(X, X_j)) - 1 = \left[\prod_{j=1}^{n-1} (1 + \zeta(X, X_j)) - 1\right] (1 + \zeta(X, X_n)) + \zeta(X, X_n).
\]
(4.18)

It allows to prove by induction that
\[
\left| \prod_{j=1}^{n} (1 + \zeta(X, X_j)) - 1 \right| \leq e^{b \sum_{j=1}^{n} k_j} \sum_{j=1}^{n} |\zeta(X, X_j)|.
\]
(4.19)

The integrand of (4.17) is then less than
\[
\sum_{k_1 \in \mathbb{N}} |z_{k_1}| e^{b k_1} \int_{\Lambda} dx_1 \int_{\Phi} d\phi_1 |\zeta(X, X_1)| \left(1 + \sum_{n \geq 2} \frac{1}{(n-1)!} \sum_{k_2, \ldots, k_n \in \mathbb{N}} |z_2 \ldots z_n| e^{b \sum_{i=2}^{n} k_i} \int_{\Lambda^{n-1}} dx_2 \ldots dx_n \int_{\Phi^{n-1}} d\phi_2 \ldots d\phi_n \left| \sum_{g \in G_{n, \{i, j\} \in E(g)}} \prod_{i \neq j} \zeta(X_i, X_j) \right| \right)
\]
\[
\leq \sum_{k_1 \in \mathbb{N}} |z_{k_1}| e^{(a+3b)k_1} \int_{\Lambda} dx_1 \int_{\Phi} d\phi_1 |\zeta(X, X_1)|
\]
\[
\leq ak.
\]
(4.20)

We bounded the parenthesis by \(e^{(a+2b)k_1}\) using (4.13). The last inequality follows from Assumption 3.
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