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Quantum electrodynamics near a boundary is investigated by considering the inertial mass shift of an electron near a dielectric or conducting surface. We show that in all tractable cases the shift can be written in terms of integrals over the transverse-electric and transverse-magnetic reflection coefficients associated with the surface, in analogy to the Lifshitz formula for the Casimir effect. We discuss the applications and potential limitations of this formula, and provide exact results for several models of the surface.
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I. INTRODUCTION

Quantum electrodynamics is the spectacularly successful theory of the interaction between charges and electromagnetic fields. The anomalous magnetic moment of the electron is perhaps its most famous result, finding agreement between theory and experiment to an accuracy of one part in \(10^{13}\) [1, 2]. However, no conceivable experiment can measure a quantity in isolation—there will always be apparatus and environment-dependent effects [3–9]. One type of correction arises from modification of the quantized electromagnetic field due to material boundaries in the vicinity of the system under consideration. Here, we consider the effect that the modified quantized field has on the self-energy of an electron. While the corresponding calculations of other quantities such as the magnetic moment shift have more obvious experimental relevance, the mass shift calculation turns out to be technically simple, and gives exact results even for dispersive surfaces. Thus, we present the self-energy calculation as both an accessible example of our formulation of quantum field theory near boundaries, and as a clarification of a previous result [11, 12].

To find the mass shift using the standard formalism of quantum field theory, one calculates the self-energy diagram to the respective order of interest. To one-loop order \(e^2 \equiv \alpha\) and in free space, this is a straightforward calculation (cf. [13]). But, when boundaries are present even one-loop calculations of quantum electrodynamics get very cumbersome [12]. Since we seek only the change in the self-energy that is attributable to the surface, we take a different, more appropriate approach. While the photon propagator receives boundary-dependent corrections, the electron propagator does not (provided the electron is sufficiently far away from the boundary that there is no wave-function overlap with the structure of the surface, and the interaction between the particle and the surface is purely electromagnetic). This means a Feynman diagrammatic approach to the boundary-dependent shift is not in fact necessary, and it suffices to study a first-quantized electron interacting with a second-quantized photon field.

II. NORMAL MODE EXPANSION

We consider a material filling the space \(z > 0\), described by some dielectric function \(\epsilon(\omega)\). The electron sits in vacuum, a distance \(z = -|z|\) away from the material. Via reflection and refraction, the presence of the surface affects the electromagnetic field, which interacts with the electron via [14],

\[
H_{\text{int}} = -\frac{e}{m} \mathbf{p} \cdot \mathbf{A} + V_{\text{image}},
\]

where \(V_{\text{image}}\) is the electrostatic image potential for a nondispersive medium. As shown in [15], this interaction Hamiltonian remains valid for dispersive media modeled as a plasma, via the use of a particular unitary transformation. Second-order perturbation theory then gives the self-energy as

\[
\Delta E = \frac{e^2}{m^2} \sum_{k,\lambda} \frac{|\langle p_f ; 1_{k \lambda} | \mathbf{p} \cdot \mathbf{A} | p_0 \rangle|^2}{p^2_{f} \omega^2 - \left[ \frac{p^2_f}{2m} + \omega \right]}
\]

for a photon of momentum \(k\) and polarization \(\lambda\). We make the no-recoil approximation and take the electron’s final momentum \(p_f\) to be equal to its initial momentum \(p_0\), which is a reasonable assumption to make as we are dealing with a low-energy effect. Writing the quantized field \(\mathbf{A}\) in terms of mode functions \(f_{k\lambda}\) and standard photon creation and annihilation operators via

\[
\mathbf{A} = \sum_{\text{all modes}} (f_{k\lambda} a_{k\lambda} + f_{k\lambda}^\dagger a_{k\lambda}^\dagger),
\]

we can express the self-energy in the form

\[
\Delta E = -\frac{e^2}{m^2} \int d^3 k \sum_{\lambda} \frac{1}{\omega_p} \left( |f^\dagger_{k\lambda} \langle p_f^\dagger \rangle|^2 + |f^\dagger_{k\lambda} \langle p_f \rangle|^2 \right).
\]

We initially consider two choices of dielectric functions. These are a nondispersive dielectric with \(\epsilon(\omega) = n^2\), and an undamped plasma with dielectric function

\[
\epsilon(\omega) = 1 - \frac{\omega^2_p}{\omega^2},
\]

where \(\omega_p\) is the plasma frequency. The modes \(f_{k\lambda}\) can be written in terms of plane waves with reflection and transmission coefficients \(R_\lambda\) and \(T_\lambda\) relevant to incidence from either side of the interface. These coefficients are given by the standard Fresnel expressions. Writing wave vectors as \(k = (k_x, k_z)\) on the vacuum side and \((k_x', k_z')\) on the medium side, the Fresnel coefficients that turn out to be of importance are the reflection coefficients for left-incident radiation

\[
R^L_{\lambda \text{TE}} = \frac{k_z - k_z'}{k_z + k_z'}, \quad R^L_{\lambda \text{TM}} = \frac{\epsilon(\omega) k_z - k_z'}{\epsilon(\omega) k_z + k_z'},
\]

where \(k_z' = \sqrt{\epsilon(\omega)(k_x^2 + k_z'^2) - k_x^2}\), and we choose \(\text{sgn}(k_z) = \text{sgn}(k_z')\). The mode functions in the nondispersive case are

\[
f^L_{k\lambda, \text{ndisp}} = \frac{1}{(2\pi)^{3/2}} \frac{1}{\sqrt{2\omega}} \left\{ \theta(-z) \left[ e^{i k_x x} \hat{e}_x(k) + R^L_{\lambda} e^{i k_z z} \hat{e}_z(k) \right] \\
+ \theta(z) R^L_{\lambda} e^{i k_z z} \hat{e}_z(k') \right\},
\]
\[ f_{k_{\lambda}, \text{ nondisp}}^R = \frac{1}{(2\pi)^{3/2}} \frac{1}{\sqrt{2\omega n}} \left\{ \theta(z) [e^{i k_{\lambda} \cdot r} e_{\lambda}^z(k_d) + R_{k_{\lambda}}^R e^{i k_{\lambda} \cdot r} e_{\lambda}^z(k_d)] + \theta(-z) T_{k_{\lambda}}^R e^{i k_{\lambda} \cdot r} e_{\lambda}^z(k_d) \right\} \]  

(7)

where the modes have been split according to left and right incidence. Barred \( k \) vectors correspond to modes that have undergone a reflection (reversing the sign of their \( z \) component). The modes for the plasma surface are obtained from these by the replacements

\[ f_{k_{\lambda}, \text{ plasma}}^L = f_{k_{\lambda}, \text{ nondisp}}^L(n^2 \rightarrow \epsilon(\omega)) \]

\[ f_{k_{\lambda}, \text{ plasma}}^R = n f_{k_{\lambda}, \text{ nondisp}}^R(n^2 \rightarrow \epsilon(\omega)) \]

and the addition of a new surface-plasmon mode function

\[ f_{k_{\lambda}, sp} = \frac{1}{2\pi \sqrt{\rho(k)}} \left\{ \Theta(z)[\hat{k}_{\parallel} - i(k_{\parallel}/k)\hat{z}] e^{k_{\parallel} r_{\perp} + k_{\perp} z} + \Theta(-z)[\hat{k}_{\parallel} + i(k_{\parallel}/k)\hat{z}] e^{k_{\parallel} r_{\perp} - k_{\perp} z} \right\} \]

(8)

\[ \left\{ \int_0^\infty dk_z \left[ 1 + |R_{k_{\lambda}}^L|^2 \right] \pm R_{k_{\lambda}}^L (e^{2ik_{\lambda}z} + e^{-2ik_{\lambda}z}) + \frac{1}{n^2} \int_{-\infty}^{-1} dk_z \left| T_{k_{\lambda}}^R \right|^2 \pm \frac{1}{n^2} \int_1^\infty dk_z \left| T_{k_{\lambda}}^R \right|^2 + \int_0^\infty dk_z R_{k_{\lambda}}^L (e^{2ik_{\lambda}z} + e^{-2ik_{\lambda}z}) + \frac{1}{n^2} \int_{-\infty}^{-1} dk_z \left| T_{k_{\lambda}}^R \right|^2 \right\} \frac{g_\lambda(k_{\parallel}, k_{\perp})}{(k_{\perp}^2 + k_{\perp}^2)^2} \]

where \( \Gamma = \sqrt{n^2 - 1} k_{\parallel} \) and \( g_\lambda(k_{\parallel}, k_{\perp}) \) is a function analytic in \( k_{\perp} \), and which is specific to each polarization. The three integrals in the first term represent the left-incident modes, the right-incident traveling modes, and the right-incident evanescent modes, respectively. The first two integrals in the second line are the same as they would be in free space, whence we subtract them, since we are interested only in the boundary-dependent part of the shift. The second two integrals (those in the square brackets) can be combined into a single contour integral by observing that for \( k_{\parallel} \) on the imaginary axis

\[ R_{k_{\lambda}}^L |_{k_{\parallel} = -k_{\parallel}} - R_{k_{\lambda}}^L |_{k_{\parallel} = k_{\parallel}} = \frac{k_{\parallel}}{k_{\perp}^2} T_{k_{\lambda}}^R T_{k_{\lambda}}^L \bigg|_{k_{\parallel} = -k_{\parallel}} \]

(10)

where \( K > 0 \), meaning the two integrals can be combined into

\[ \pm \int dk_z \frac{g_\lambda(k_{\parallel}, k_{\perp})}{(k_{\perp}^2 + k_{\perp}^2)^2} R_{k_{\lambda}}^L e^{2ik_{\lambda}z} \]

(11)

The contour \( C \) runs over the interval \([-\infty, 0]\), down the imaginary axis to the point \(-ik_{\parallel}\sqrt{n^2 - 1}/n\), back up to the real axis and then along \([0, \infty]\). Taking the same approach for the plasma surface, the contour in this case is simply \([-\infty, \infty]\), passing under a branch cut from \(-\omega_{p}\) to \(\omega_{p}\). Deforming these contours into the lower half-plane results in an additional contribution from a pole at zero frequency, and for the plasma case, a contribution from a pole in the transverse-magnetic (TM) reflection coefficient. We find that this latter contribution exactly cancels the surface-plasmon part of the mode functions (as seen in [10,16]). Thus, we can write the result for either model in terms of a single formula over reflection coefficients,

\[ \Delta E = \sum_{\lambda} (\Delta E_{\parallel}^{(\lambda)} + \Delta E_{\perp}^{(\lambda)}) \]

(9)

Specializing initially to the nondispersive case, the \( k_z \) integrals arising in \( \Delta E_{\parallel}^{(\lambda)} \) (or \( \Delta E_{\perp}^{(\lambda)} \)) can be written in the form

\[ \Delta E_{\parallel} = \frac{e^2}{32\pi m^2} \langle p_{\parallel}^2 \rangle \int_0^\infty dk_{\parallel} k_{\parallel} e^{2ik_{\parallel}z} \left[ -2R_{\parallel}^L \left| \frac{dR_{\parallel}^L}{dk_z} \right|_{k_{\parallel} \rightarrow -ik_{\parallel}} \right] \]

(12)

\[ \Delta E_{\perp} = \frac{e^2}{16\pi m^2} \langle p_{\perp}^2 \rangle \int_0^\infty dk_{\parallel} k_{\parallel} e^{2ik_{\parallel}z} \left[ -i \frac{dR_{\perp}^L}{dk_z} \right]|_{k_{\parallel} \rightarrow -ik_{\parallel}} \]

(13)

These formulas arise from residues of a double pole, but the dependence on the reflection coefficients is written as explicitly as possible for later convenience.

IV. RESULTS

To evaluate the results for the two models, one simply inserts the relevant dielectric function into the above formulas. However, we first consider the case of perfect reflectivity—long held to be a good-enough approximation to real surfaces. To effect this we take the \( n^2 \rightarrow \infty \) limit of the reflection coefficients, resulting in \( R_{\parallel}^L = -1 \), \( R_{\perp}^L = 1 \). The integrals are trivial, and the result is

\[ \Delta E_{\parallel} = \frac{e^2}{32\pi m^2} \langle p_{\parallel}^2 \rangle + \frac{e^2}{16\pi m^2} \langle p_{\perp}^2 \rangle \]

(14)
in agreement with [11]. Now using $\epsilon(\omega) = n^2$ in Eq. (6), we find
\[
\Delta E_{\text{nondisp}} = \frac{e^2}{32\pi \varepsilon_0} \frac{n^2(n^2 - 1)}{(1 + n^2)^2} \langle p_x^2 \rangle + \frac{e^2}{16\pi m^2} \frac{2n^4 - n^2 - 1}{(n^2 + 1)^2} \langle p_z^2 \rangle. \tag{15}
\]

The $n \to \infty$ limit of this result clearly does not agree with the perfect reflector, as discussed in [11]. This discrepancy is one of a family of such issues; we discuss the physical meaning and origin of these after presenting further results.

Proceeding, we insert the plasma dielectric function (5) into (6) and carry out the integrals (12) and (13). Noting that the $k_z \to -ik_1$ limits of the plasma reflection coefficients coincide with the reflection coefficients for the perfect mirror, we find that we can write the plasma shifts as corrections to the perfect mirror case via
\[
\Delta E_{\perp, \text{plasma}} = \Delta E_{\perp, \text{PM}} + \Delta_{\perp}, \tag{16}
\]
\[
\Delta E_{\parallel, \text{plasma}} = \Delta E_{\parallel, \text{PM}} + \Delta_{\parallel}, \tag{17}
\]
with
\[
\Delta_{\perp} = -\frac{e^2}{4\pi m^2 \omega_p^2} \langle p_z^2 \rangle \int_0^\infty dk_1 k_1 \sqrt{k_1^2 + \omega_p^2} e^{2ik_1z},
\]
\[
\Delta_{\parallel} = -\frac{e^2}{4\pi m^2 \omega_p^2} \langle p_z^2 \rangle \int_0^\infty dk_1 k_1 \left(\sqrt{k_1^2 + \omega_p^2} - \frac{k_1}{2}\right) e^{2ik_1z}.
\]

The integrals $\Delta_{\perp, \parallel}$ can be evaluated analytically, but the resulting expressions are lengthy combinations of special functions so we will not quote them here. The limiting case $\omega_p \to \infty$ is
\[
\lim_{\omega_p \to \infty} \Delta_{\perp, \parallel} = 0,
\]
showing that the plasma and perfect mirror models are equivalent at $\omega_p \to \infty$.

The surface models discussed so far have all had a desirable common feature, namely, that their corresponding wave equations are all Hermitian eigenvalue problems (cf. [17]). A first-principles derivation of the mass shift using a dielectric function which does not have this property is not possible since one cannot derive the modes. However, one can use the Lifshitz theory and write the electromagnetic field as a response to fluctuating noise currents inside the material (see, for example, [18]). The Green’s function describing this response involves the reflection coefficients of the surface so that one necessarily ends up with the same formulas (12) and (13), regardless of the specific choice of dielectric function. Proceeding along these lines, we use our formulas to investigate a model in which a restoring force is introduced [19], summarized by the introduction of a new characteristic frequency $\omega_T$ into the dielectric function:
\[
\epsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 - \omega_T^2}. \tag{18}
\]

Surprisingly, the integrals are here much simpler than for the plasma case; the result is
\[
\Delta E_{\text{disp}} = \frac{e^2 \omega_p^2}{16\pi m^2 (\omega_p^2 + 2\omega_T^2)} \left\{ \left[ \frac{1}{2\varepsilon_0} + \frac{1}{2} (\omega_p^2 + \omega_T^2) \right] \langle p_x^2 \rangle + \left[ \frac{1}{\varepsilon_0} + \frac{1}{2} (2\omega_p^2 + 3\omega_T^2) \right] \langle p_z^2 \rangle \right\}.
\]

We can compare this result to the nondispersive case by using the static susceptibility $\chi(0)$:
\[
\chi(0) = \epsilon(0) - 1 = \begin{cases} 
 n^2 - 1 & \text{nondispersive} \\
 \omega_p^2/\omega_T^2 & \text{dispersive}.
\end{cases}
\]

This gives, for example, the perpendicular component as
\[
\Delta E_{\text{disp}, \perp} = \frac{e^2}{16\pi m^2} \frac{1 + (\omega_T)^2}{(2 + \chi(0))^2} \langle p_z^2 \rangle.
\]

It is seen that, for large $\chi(0)$, the dispersive dielectric is in agreement with the nondispersive dielectric with large $n$. Figure 1 shows the energy shift as dependent on the static susceptibility for $\omega_T z = 0.2$. The plasma result cannot be shown in Fig. 1 since its static susceptibility is infinite; however, it can be compared to the dispersive shift via a plot against the dimensionless parameter $\omega_p z$, as shown in Fig. 2. In both plots we show energy shifts in units of the perfect reflector shift.
It is not hard to show that the peak emerges only when \(\omega_T z < 1/\sqrt{3}\). It moves towards \(\gamma(0) = 2\) for decreasing \(\omega_T z\), and its height scales as \((\omega_T z)^{-2}\). Thus, for small values of this \(\omega_T z\) we see that the shift can be made considerably larger than in the previously considered perfect reflector model.

Now we turn our attention to the origins of the discrepancies between the models. Mathematically, the disagreements arise because of noncommutation of limits in the reflection coefficients (or their derivatives), namely, \(k_z \to -ik_1\) (required for finding the residue at this point) and whatever limit one has to take to get from one dielectric function to another. For example, the \(\omega_T \to 0\) limit of the result for the dispersive dielectric should take us to the plasma result, but it does not. This is because the \(\omega_T \to 0\) and \(k_z \to -ik_1\) limits of the derivative of the TM reflection coefficient do not commute. A similar problem causes the perfect reflector and nondispersive results to disagree in the limit \(n \to \infty\).

Physically, the differences between models that disagree with each other are down to a number of reasons. One of them is the exclusion of part of the photon phase space, namely, the evanescent modes. Previous workers have shown that exclusion of evanescent modes is not an adequate approximation to reality [12]; we confirm this conclusion in the context of a dispersive medium. The other main reason has to do with the different response of conductors and dielectrics to electric fields at low frequencies: \(\varepsilon(\omega)\) has a pole at \(\omega = 0\) for a conductor but not for a dielectric. The discrepancies between the results for the mass shift show that one has to decide whether the material at hand should be modeled as a metal (no restoring force for the charge carriers) or as a dielectric (with a restoring force parametrized by \(\omega_T\)), since these two classes of models for the surface are not obtainable as limiting cases of one another, reflecting the different nature of the electromagnetic response of conductors and dielectrics.

To find conductors and dielectrics giving rise to different results on account of their different response to electromagnetic fields is of course not at all surprising. This is, however, in contrast to what one might have expected from the closely related Casimir-Polder energy shift in an atom close to a conducting or dielectric boundary: In both retarded and nonretarded regimes the Casimir-Polder shift of an atom in front of a dielectric [20] reproduces the original result for an atom close to a perfect reflector [21] in the limit of infinite dielectric constant, and so does the level shift for an atom near a plasma surface [22] in the limit of infinite plasma frequency, \(\omega_p \to \infty\). The crucial difference between an atom and a free particle in this context is that the excitation spectrum of a bound electron has a gap at low frequencies corresponding to the nearest energy level, whereas a free particle admits excitations of arbitrarily low frequency. As a consequence, the low-frequency behavior of the electromagnetic response of the material—in particular, the pole at \(\omega = 0\) in the dielectric function of a conductor—plays a decisive role for the mass shift of a free particle, but not for the Casimir-Polder shift of an atom.

The decisive importance of the pole at \(\omega = 0\) in the dielectric function of a conductor is made obvious by the fact that the energy shifts (16) and (17) do not vanish in the limit \(\omega_p \to 0\), despite \(\epsilon(\omega)\) reducing to the vacuum value of 1 in that case. The limit \(\omega_p \to 0\) is nonanalytic because the choice of a dielectric function of the form (5) necessarily describes freely moving charge carriers at \(\omega = 0\), which is obviously not true for vacuum with \(\epsilon \equiv 1\). Mathematically speaking, Eq. (5) is ill defined if both \(\omega \to 0\) and \(\omega_p \to 0\); in line with the physical interpretation, the fact that \(\epsilon(\omega)\) has a pole at \(\omega = 0\) is more important than the strength of this pole.

A natural next step in the investigation of the effect for realistic materials would be to include a damping parameter, meaning that the dielectric function in terms of \(k_z\) is

\[
\epsilon(k_\parallel,k_z) = 1 - \frac{\omega_p^2}{\sqrt{k_z^2 + k_\parallel^2(\sqrt{k_z^2 + k_\parallel^2 + i\gamma})}}. \tag{19}
\]

This introduces the additional complication that the reflection coefficient has branch points at \(k_z = \pm ik_1\), causing the formulas (12) and (13) to become ambiguous. Our method is reliant on the fact that whatever happens above \(-ik_1\) in the lower half of the \(k_z\) plane does not preclude a contour deformation that allows us to simply pick up the residue at \(k_z = -ik_1\). This inability to deform a contour once damping is introduced has been investigated in detail in [23], where it is concluded that standard derivations of the Lifshitz formula with damping must contain an unspecified inconsistency (a statement reflected by experimental results [24]). In our approach, the failure of the damped reflection coefficient to be single valued in the neighborhood of \(k_z = -ik_1\) could be a manifestation of these problems with damping detailed by others.

Our results are intimately related to the shift in the cyclotron frequency of an electron near a surface. If the external magnetic field is directed perpendicular to the surface, the calculations coincide, so that a measurement of the cyclotron frequency is in effect a measurement of the mass shift. Precision \(g - 2\) experiments often rely on accurate measurement of the cyclotron frequency [1,2], but a much more elaborate calculation would have to be undertaken in order to precisely enumerate the effects relevant to a specific apparatus. Finally we note that for magnetic fields directed parallel to the surface, the additional electrostatic interaction skews the orbit, and much more so than the mass anisotropy [9]. Thus, a measurement of the cyclotron frequency in a parallel field does not deliver the mass shift.

In summary, we have calculated the self-energy of an electron near dispersive surfaces of various kinds, which had previously been considered only in idealized models. We have shown that it is crucial that one decides at the start of a calculation whether the material should be modeled as a metal or a dielectric, since the results for the two classes of material are not obtainable as limiting cases of one another.
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[14] We work in natural units $c = 1 = \hbar = \epsilon_0 = 1$.