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Summary

1. The movement of species from their native ranges to alien environments is a serious threat to biological diversity. The number of individuals involved in an invasion provides a strong theoretical basis for determining the likelihood of establishment of an alien species.

2. Here a field experiment was used to manipulate the critical first stages of the invasion of an alien insect, a psyllid weed biocontrol agent, Aryanilla spartiophila Förster, in New Zealand and to observe the progress of the invasion over the following 6 years.

3. Fifty-five releases were made along a linear transect 135 km long: 10 releases of two, four, 10, 30 and 90 psyllids and five releases of 270 psyllids. Six years after their original release, psyllids were present in 22 of the 55 release sites. Analysis by logistic regression showed that the probability of establishment was significantly and positively related to initial release size, but that this effect was important only during the psyllids’ first year in the field.

4. Although less likely to establish, some of the releases of two and four psyllids did survive 5 years in the field. Overall, releases that survived their first year had a 96% chance of surviving thereafter, providing the release site remained secure. The probability of colony loss due to site destruction remained the same throughout the experiment, whereas the probability of natural extinction reduced steeply over time.

5. During the first year colonies were undergoing a process of establishment and, in most cases, population size decreased. After this first year, a period of exponential growth ensued.

6. A lag period was observed before the populations increased dramatically in size. This was thought to be due to inherent lags caused by the nature of population growth, which causes the smaller releases to appear to have a longer lag period.

Key-words: alien, biocontrol, establishment, invasion, lag period, release size.

Introduction

The deliberate or inadvertent translocation of species from their native ranges to alien environments is a major threat to biological diversity (Schmitz & Simberloff 1997; Sala et al. 2000; Blackburn & Duncan 2001). Introduced species can cause serious damage to the environment in addition to the high economic costs incurred through introduction of new agricultural pests. However, while the introduction of some species leads to them becoming serious pests others fail to establish, and while some species that establish go on to become serious pests, others do little or no apparent harm to their new communities. Without an understanding of the processes underlying the variation in invasion success, invasion ecology is almost certainly destined to remain a descriptive science.

Each biological invasion goes through the four main stages of arrival, establishment, dispersal and range expansion. These stages have not been studied in an
equitable fashion. Thus while there are excellent data on the dispersal of many alien species and good data on their eventual range, there is a paucity of information on the arrival and establishment phase. Moreover, the data that do exist are almost certainly biased towards reporting successful establishment, and particularly of those species that have a significant impact on native species or ecosystems. The real proportion of introductions actually succeeding among those initiated is probably very low; Williamson & Brown (1986) suggest that just 1% of introduced species establish in the field.

The number of individuals involved in an invasion, the ‘propagule size’, has a particularly strong theoretical basis for determining its likelihood of establishment. Moreover, both theory (Richter-Dyn & Goel 1972; Pimm et al. 1988a; Pimm 1989; Grevstad 1999b; Shea & Possingham 2000) and retrospective analysis (Hall & Ehler 1979; Cameron et al. 1993; Hopper & Roush 1993; Wolf et al. 1996; Green 1997; Blackburn & Duncan 2001; Forsyth & Duncan 2001) demonstrate the same general effect: the larger the initial release size, the higher the chance of establishment success. While the effect of propagule size upon establishment is well studied, very little is known of the impact of propagule size upon population growth rate or upon population persistence, both of which are important factors in the invasion process, and both of which could interact with propagule size.

During the early stages of an invasion, the rates of population growth and range expansion of an alien species can vary markedly. Some invasive species, for example Africanized bees (Winston 1992) and zebra mussels (Crooks 1996), have rapid rates of local population growth and range expansion. However, many other species, for example the collared dove (Hengeveld 1993) and Oxford ragwort (Harris 2002), appear to have a long lag time between their initial introduction and a later population explosion. The presence of lag times in some species raises the significant question of whether alien species that are currently rare are going to stay rare, or whether they are merely sitting out a lag phase before becoming a serious pest. In spite of there being considerable differences in the colonizing patterns exhibited by different invasive species, the underlying ecological factors operating during the early stages of an invasion remain poorly understood (Crooks & Soule 1996) and the outcome of a species introduction is usually impossible to predict.

One explanation for the failure of invasion biology as a predictive science is the absence of manipulative experiments in the tradition of modern community ecology (Kareiva 1996). The development of experiments studying replicated introductions could reveal the underlying ecological processes and yet experiments manipulating the factors implicated in invasion success, for example propagule size, remain rare (Hee et al. 2000). We are aware of only eight published studies in which propagule size has been manipulated: Berggren (2001) with crickets, Hee et al. (2000) with ants, Memmott et al. (1998) with thrips, Grevstad (1999b) with beetles, Ebenhard (1987) and Crowell (1973) with rodents, Schoener & Schoener (1983) with lizards, and Campbell (1976) with parasitoids. In only three of these studies, however, (Schoener & Schoener 1983; Grevstad 1999b; Berggren 2001), were the populations followed for more than their first year in the field. Three of these eight studies, Campbell (1976), Memmott et al. (1998) and Grevstad (1999b), used a biocontrol agent as their experimental alien organism. Biocontrol programmes offer unparalleled opportunities to study the invasion process (Memmott et al. 1998) and the work presented here comprises a 6-year, large-scale, field experiment based around a weed biological programme in New Zealand.

A biological control programme for broom (Cyritis scoparius (L.) Link) began in New Zealand in 1981. Broom is a weedy legume that has been introduced deliberately to many countries and, like many alien plants, has become a serious weed of pasture, forest and conservation areas (Williams 1981; Parsons & Cuthbertson 1992; Bossard & Rejmanek 1994). The weed biological control agent, Arynella spartiophila (Hemiptera: Psyllidae), was given high priority for introduction because large populations build up on broom in the United Kingdom causing substantial damage (Waloff 1968), and the psyllid is highly host plant-specific (Hodkinson & Hollis 1987; Syrett et al. in prep). The aim of our research was to use a field experiment to manipulate the critical first stages of the invasion of the psyllid, A. spartiophila, in New Zealand and to observe the progress of the invasion over the following 6 years. The objectives of the study were to determine the effect of propagule size on: (1) the probability of establishment; (2) the probability of persistence; and (3) medium-term population growth, particularly the presence/absence of a lag period.

Methods

PSYLLID BIOLOGY

Psyllids (Hemiptera) feed on plant phloem in both nymph and adult stages. A. spartiophila is a European psyllid that feeds exclusively on broom. Its natural history is explained in detail in Waloff (1968) and is summarized briefly here. This psyllid species is univoltine with a diapause in the first instar nymph stage (Fowler, personal observation). In Great Britain overwintering eggs of A. spartiophila are inserted into the stems of broom from June to August. Up to 200 eggs are laid per female. After a prolonged diapause, young nymphs hatch the following March or April, developing through to adult during spring. A. spartiophila was subjected to host-range tests as a part of the biological control programme and was exposed to 59 plant species from 28 families according to biocontrol safety practices at that time (Wapshere 1974). No nymphs survived on
REARING AND IMPORTATION

Psyllid nymphs were collected from sites in the south of England and flown to New Zealand in seven shipments between 1992 and 1994. All collections were made in the locality of Silwood Park in the South of England. Only one shipment had the collection site identified and these were from Chobham Common, Berkshire (grid ref: SU950650). Field collected adult psyllids were reared on potted plants in England. The resulting nymphs were flown to New Zealand on cut shoots of broom and maintained in quarantine until adult. Adults from each shipment were released from quarantine following verification of identification and confirmation of disease clearance. Permission to release A. spartiaphila in New Zealand was given in July 1991 by the Ministry of Agriculture and Fisheries. As the seasons in New Zealand are the opposite of those in Europe, the psyllid's life cycle was rephased by manipulating temperature and daylength under artificial conditions. Once rephased to emerge in October/November (New Zealand spring), adult psyllids were released onto potted broom bushes growing in insectaries. No attempts were made to keep the different shipments separate, and mixed colonies reared from progeny of several shipments were used for all releases.

THE FIELD SITE

The releases were made along a linear transect, 135 km in length, stretching East to West from coastal Otago to Central Otago. No psyllids had been released previously in this part of New Zealand. Release sites were a minimum of 1 km apart as the psyllid flies (mean = 2 km, range = 1 km to 4.5 km). A linear release strategy was chosen to minimize potential migration between sites. Each release site consisted of a discrete patch of healthy broom or, more rarely, the corner of a larger stand. Sites were selected in areas where broom was not likely to be removed in the short term and landowners were asked not to remove the broom for at least 5 years following release.

RELEASE PROTOCOL

Psyllids were released on 14 and 15 December 1994. Adult psyllids were collected from insectaries at Lincoln, Canterbury on 13 December 1994, by beating broom over a tray and then aspirating the psyllids from the tray into a plastic vial. The insects were transported in brown paper bags, which acted as paper boxes and kept condensation to a minimum. Each bag contained a bouquet of broom cuttings, approximately 20 cm long, with the base of the stems wrapped in wet cotton wool and sealed with plastic film. The bags were stored in cooled, insulated boxes for transport to the field site, 370 km south in Otago.

Six different propagule sizes were used: two, four, 10, 30, 90 and 270 psyllids. An upper limit of 270 was chosen as preliminary data suggested that this size of release was likely to establish. For the releases of two and 10 psyllids, equal numbers of males and females were collected. For the larger releases psyllids were collected, unsexed, from the colony. Pilot counts showed no evidence that the sex ratio of the colony was skewed. Ten replicate collections were made of release sizes two, four, 10, 30 and 90, and five replicate collections of release size 270. Overall, a total of 2710 insects were released into 55 release sites.

Twenty-two releases were made on the first day and 23 releases on the second day, starting at the east end of the transect and moving westwards, site by site. The release size at each site was allocated randomly on each day. To make a release, broom bouquets were tied to a broom bush marked with a waterproof paper tag. Live insects left in the bags were transferred using a camel-hair paintbrush. Some mortality took place between psyllid collection and release. This mortality was particularly noticeable for the largest release size and was caused by psyllids being squashed as the bag moved in transit. The live psyllids appeared healthy. The number of dead psyllids in each bag was recorded, and spare psyllids were used to top up the releases to their original sizes. For the smaller releases, care was taken to ensure that additional psyllids were of the required sex. Given that there was a limited number of spare psyllids, the actual numbers released at each site varied slightly from the planned releases (Table 1). In the one case where a single psyllid was released (Table 1), this was female.

Table 1. Planned and actual release sizes used in the experiment

<table>
<thead>
<tr>
<th>Planned release size</th>
<th>Mean release size</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.9</td>
<td>1–2</td>
</tr>
<tr>
<td>4</td>
<td>3.8</td>
<td>3–4</td>
</tr>
<tr>
<td>10</td>
<td>8.7</td>
<td>7–10</td>
</tr>
<tr>
<td>30</td>
<td>25.7</td>
<td>10–30</td>
</tr>
<tr>
<td>90</td>
<td>79.2</td>
<td>69–90</td>
</tr>
<tr>
<td>270</td>
<td>205.2</td>
<td>152–258</td>
</tr>
</tbody>
</table>

SAMPLING PROTOCOL

The release sites were sampled for psyllids once a year for 5 years following release. Thus five generations of psyllids were sampled. All release sites were checked for the first 3 years. In year 4, only sites where psyllids were known to be present were checked. In year 5, sites where psyllids were known to be present were sampled, and some of the sites recorded as psyllid-free were also checked. The rest of the psyllid-free sites were sampled
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in year 6. These psyllid-free sites were sampled to check for false extinctions, i.e. sites that were initially scored as extinct, but later shown to be successfully colonized.

To sample for psyllids, two people searched each release site for 15 min by beating branches of broom onto a tray and collecting psyllids from the tray by aspirator. This method is known to collect broom herbivores efficiently (Memmott et al. 2000). Fresh green growth was targeted, as this is the psyllids’ preferred feeding site. The sampling dates were chosen to coincide with the peak emergence of adult psyllids in the overall area, and progressed from East to West along the transect. At each site, searching started at the release bush and worked outwards until no further psyllids were found, at which point the samplers turned back towards the centre of the colony. All psyllids collected in 15 min were retained, counted and then released back onto the broom patch. Occasionally, when a site was recorded as psyllid-free one year but then psyllids were found in a subsequent year (i.e. a false extinction), it was assumed that sampling had failed to locate psyllids in the year that they were recorded missing.

In this study system colonization success is highly unlikely to be a result of immigration of individuals from neighbouring sites, as the sites are spatially separated by at least 1 km and most biocontrol agents tend not to move this far during the early stages of a release programme. To check this assumption, for the first 3 years of the experiment we sampled broom patches equidistant between sites where 270 psyllids were released (the largest release size) and the adjacent release sites along the transect. It was assumed that if psyllids from these largest releases had not reached the halfway point, then psyllids from the other releases are unlikely to have reached an adjacent release site.

Sampling efficiency was measured by releasing 10 psyllids onto each of 10 isolated bushes, leaving them for 8 h to disperse throughout the bush and then sampling the bushes for psyllids. The bushes were located in an area where psyllids had not been released and were therefore psyllid-free. Psyllids were found on nine of the 10 bushes with a mean of three psyllids per bush (range = 1–6), giving a sampling efficiency of 30%. Consequently the number of psyllids collected from the bushes was multiplied by 100/30 to give an estimate of population size.

SITE LOSS

At some sites, burning, herbicide application, cutting or bulldozing destroyed the broom, and hence the psyllids colony. These sites were noted, along with the date of destruction and its cause.

STATISTICAL ANALYSIS

The data allow us to estimate parameters associated with the three key processes identified by Shea and Possingham (Shea & Possingham 2000). They are: colonization, transition from insecure to established colonies and local extinction. Statistical analysis was carried out using SPSS release 9.0.0, GENSTAT 5.3.2 and R 1.5.1 (Ihaka & Gentleman 1996). The population growth analysis used an individual growth curve approach, which was extended through fitting a hierarchical linear model using the HLM 5.04 package (Raudenbush et al. 2000).

There were four stages to the analysis: the calculation of (1) colonization probability; (2) the probability of transition from insecure to secure colony; (3) extinction probability; and (4) the prediction of medium-term population growth. Those colonies that were lost through site destruction were removed from the data set and played no further part in subsequent analysis. For example, data from a colony destroyed in year 3 were used in analyses concerned with the first 2 years but not thereafter. The statistics of the four analysis stages are described below.

Colonization probability

We first investigated whether or not the probability of reaching the status of an insecure colony was related to the colony release size. We did this in two stages. In the first we carried out a logistic regression analysis of the field data. In the second we used two different methods to compare the field data with current theory as represented by the Shea–Possingham model of colony establishment (Shea & Possingham 2000). In this model, the probability of establishment to insecure colonies is related to release size by the following equation:

$$p(x_i) = p_m(1 - e^{-ax_i^2})^2$$  \hspace{1cm} \text{eqn 1}

where $p(x_i)$ is the probability of establishment for release size $x$ associated with colony $i$, $p_m$ is the maximum probability of establishment and $a$ is a constant.

To fit this model, it is necessary to estimate the parameter $a$. We have performed this in two ways. In the first, we calculated the predicted probabilities of establishment using the coefficients derived from the logistic regression and then estimated $a$ using a non-linear least-squares regression algorithm. In the second, we derived an expression for the likelihood from the Shea–Possingham equation as a function of the observed outcomes for the colonies (i.e. established or not). We then derived the maximum likelihood estimate of $a$ by applying a non-linear minimization algorithm to the expression for the deviance. The relative goodness of fit of the three methods (direct logistic regression, Shea–Possingham using logistic probabilities and Shea–Possingham using the maximum likelihood fit to the actual outcomes) was compared using Akaike’s information criterion (AIC: Akaike 1973), as this allows comparison of models of different kinds with different numbers of estimated parameters. Results
were also displayed graphically as a plot of the actual data along with the curves predicted from the three methods. The location of the asymptote differs between models and is a further useful way to compare them. We have defined the asymptote arbitrarily as the point at which the probability of establishment first exceeded 0.999.

**Transition from insecure to secure colonies**

The next stage of colonization involves the probability of an insecure colony growing to be a secure colony (given the symbol $g$ by Shea & Possingham (2000). This implies that unambiguous definitions exist for the state of colonies. For the purposes of the model exact definitions have been made, but in practice there are often difficulties with these. A colony may be defined as established if it survives in the long term, but even established colonies have a non-zero probability of going extinct and colonies may remain in an insecure state for some time. Consequently long-term survival is not a sufficient definition of establishment. An alternative approach is to adopt a population size above which a colony is defined as established. This is likely to be more accurate, but can only be applied with extensive knowledge of the natural history of the system studied. The first definition is more practical for studies where such information is lacking. In this study, we defined any colony that survives past the first year as established.

There is a complication associated with this definition, however. In the model (Shea & Possingham 2000), $g$ is defined in terms of a given time interval which, as with $p(x)$, is generally taken to be 1 year. In reality, some colonies may remain in an insecure state for several years before either becoming established or going extinct. However, our definition forces us to assume that all transitions from insecure to established colonies occur between year 1 and year 2. The estimate of $g$ given here is therefore likely to be an overestimate.

**Extinction probability**

Shea & Possingham (2000) distinguish two extinction probabilities: $e_s$, the probability of an established colony becoming extinct and $e_o$, the probability of an insecure colony becoming extinct, both defined for a given time interval. The assumption that all transitions to the established state occur between the first and second years means that only one estimate of $e_s$ can be made here. Because it is not possible to know how many 2-year-old colonies are, in reality, insecure or established, it cannot be said whether this estimate is an over- or an underestimate.

Three estimates can be made of $e$: between years 2 and 3, years 3 and 4 and years 4 and 5. Because some of these extinctions are of insecure rather than established colonies, and insecure colonies have a higher extinction probability than established colonies (Shea & Possingham 2000), these estimates are likely to be overestimates. In Shea and Possingham’s (2000) model, no distinction is made between extinction due to demographic processes (referred to here as natural extinctions) and extinction due to site destruction. As we show later, the probability of site destruction is constant over time and so can simply be added as a constant to any probability functions generated in the analysis.

**Prediction of medium term population growth**

We have assumed that colonies undergo a process of establishment during the first year so have examined population growth characteristics only from the end of year 1. This assumption appears to be justified by the data (see Results). As described earlier, sampling efficiency was assumed to be 30% so the recorded number of recaptures was multiplied by 100/30 in order to estimate actual population size. Using these corrected data, the colonies tend to show roughly exponential population growth over time. As it was both biologically reasonable and apparently justified by the data, we assumed that colony growth was exponential and so data were transformed in order to fit the following equation:

$$
\ln(y) = \beta_0 + \beta_1(t) + \epsilon_t
$$

where $y$ is the population size at time $t$, $\beta_0$ is the intercept equal to the natural logarithm of the population size at the end of year 1, $\beta_1$ is the exponential growth constant and $\epsilon_t$ is an error term. The coefficients of this model were first estimated for each colony individually by linear regression and then this individual growth curve analysis was extended using a hierarchical linear design (Raudenbush & Bryk 2002). Specifically, we examined the effect of release size on the values of the coefficients in eqn 2 by fitting the following models to the data:

$$
\beta_0 = \gamma_{00} + \gamma_{01}(x)
$$

$$
\beta_1 = \gamma_{10} + \gamma_{11}(x)
$$

where $\beta_0$ and $\beta_1$ are the coefficients of eqn 2; $\gamma_{00}$ and $\gamma_{10}$ are the values of $\beta_0$ and $\beta_1$ averaged over all colonies, while $\gamma_{01}$ and $\gamma_{11}$ are, respectively, the average changes in $\beta_0$ and $\beta_1$ associated with a unit increase in the release size $x$. In effect, we have viewed the individual growth curves as being nested within the higher level structure imposed by the intended release size. Fitting a hierarchical linear model allows actual release size to be used directly in eqns 3 and 4 while retaining a nested structure based on intended release size. We can therefore determine if the release size has any effect on the size of the colony at the start of the growth phase (i.e. at the end of year 1 of the experiment) through an influence on $\beta_0$, and/or the rate of growth of the colony through an influence on $\beta_1$. This method has the advantage over
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a repeated-measures ANCOVA design as it is able to use incomplete data; an extremely useful feature for individual growth-curve analysis. The ANCOVA method is restricted to colonies for which we have data for all years with no gaps and is therefore a less powerful test.

Results

At the end of the experiment broom psyllids were present in 22 of the 55 release sites (Table 2). No psyllids were found at sites equidistant between the large releases and their two adjoining neighbouring release sites so it can be assumed that there was no migration between release sites.

Colonization Probability

Analysis by logistic regression showed that the probability of establishment to the status of at least an insecure colony was significantly and positively related to initial release size (deviance ratio \(1,47 = 19.71\); approx. \(P < 0.001\)) giving the following regression equation:

\[
\log \left( \frac{\hat{p}(x_i)}{1 - \hat{p}(x_i)} \right) = 0.0629(x_i) - 0.980
\]

One colony, a severe outlier on all diagnostic measures used, was removed from this and subsequent analyses. There was no significant difference between years in the relationship between probability of establishment and release size, suggesting that the first year was the most critical and that the assumption that an individual release either becomes an insecure colony or goes extinct during the first year was probably justified (results not shown).

We went on to examine the fit between data and theory by estimating the coefficient \(a\) of the Shea–Possingham equation as described in the Methods. The values of the estimates and their associated AIC scores are given in Table 3. For each method we calculated fitted values for the probability of establishment and these are plotted with the field data in Fig. 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Regression coefficients</th>
<th>Estimate of (a)</th>
<th>AIC</th>
<th>Asymptote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>Constant = 0.98 coefficient of (x = 0.0629)</td>
<td>51.2</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td>Non-linear regression</td>
<td>0.003024</td>
<td>127.0</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Maximum likelihood</td>
<td>0.006194</td>
<td>114.7</td>
<td>29</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Number and percentage of colonies surviving to various stages of the study; also number and percentage of sites lost during the same time

<table>
<thead>
<tr>
<th>Intended release size</th>
<th>No. of sites</th>
<th>No. of colonies (%) extant after year</th>
<th>No. of sites (%) destroyed after year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>2 (20)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>3 (30)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>4 (40)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>6 (60)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>8 (80)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>270</td>
<td>5</td>
<td>5 (100)</td>
<td>5 (100)</td>
</tr>
</tbody>
</table>

Table 3. Estimated parameters and goodness of fit of models fitted to field data. As with deviance, the smaller the AIC the better the fit. The asymptote is defined arbitrarily as the release at which the predicted probability of establishment first exceeds 0.999.
Fitting the Shea–Possingham equation direct to the data produced a better fit than going through the preliminary stage of estimating establishment probabilities by logistic regression. However, neither method employing the Shea–Possingham equation fitted the data as well as the simple logistic regression. An examination of Fig. 1 suggests that much of the lack of fit of the Shea–Possingham-based methods is due to an underestimation of the probability of establishment of small colonies. However, while the logistic regression model fits best overall, it yields an unrealistically high asymptote.

**TRANSITION FROM INSECURE TO SECURE COLONIES**

The probability of moving from the status of an insecure colony to a secure colony is the probability of surviving from the end of the first year to the second year. There were 28 colonies extant at the end of the first year with one being lost (it was sprayed with herbicide by the landowner) during the second year. The assumption is made that the probability of moving from an insecure to a secure colony was the same for the colony that was lost as for the ones that were not lost. Of the 27 remaining colonies, 26 were still extant at the end of the second year. Therefore, the estimate of the probability of moving from the status of an insecure colony to a secure colony (g) is (26 + 27) = 0.96.

**EXTINCTION PROBABILITY**

The probability of colony loss due to site destruction remained the same throughout the experiment, whereas the probability of natural extinction reduced steeply over time (Table 4).

Only in the first year was there a significant difference between the probability of extinction due to natural processes and extinction due to site loss as seen by the non-overlapping 95% CIs. After the first year, extinctions tended to be due to site loss rather than natural processes. Furthermore, probability of extinction due to natural processes over the 5 years of the experiment was related negatively to release size (logistic regression $P = 0.04; n = 55$; goodness of fit = 49.2) while site loss was random with respect to release size (logistic regression $P = 0.18; n = 55$; goodness of fit = 52.5). We therefore suggest that the probability of extinction due to site loss can be treated as a constant, at least over the time-span of this experiment. Its value (0.06) is the mean of the estimates for the individual years of the study, precision-weighted to take advantage of the greater accuracy of those estimates based on larger samples.

By definition, the transition from an insecure to an established colony occurs between years 1 and 2 (see Methods); so the single estimate of $e_u$ gave a value of 0.04, which shows that providing the colony survives the first year, the risk of extinction is very low. The subsequent 3 years gave estimates of $e_u$ with the unweighted mean equal to 0.01. As discussed in the Methods, this will be an overestimate. Extinction of an established colony is more likely to be observed the longer the experiment runs, simply because more insecure colonies will either have gone extinct or become secure. It is nevertheless very clear that the probability of an established colony going extinct was much less than that for an insecure colony: thus, the probability of natural extinction is 0.44 by the end of year 1, but 0.04 or less thereafter (Table 4).

**PREDICTION OF MEDIUM-TERM POPULATION GROWTH**

During the first year, colonies were undergoing a process of establishment and, in most cases, population size decreased (Fig. 2). This is a genuine decrease in abundance as we corrected for sampling efficiency. If, however, a colony survived to the end of the first year, population size then tended to increase over time (Fig. 2). As these two stages have both a different theoretical treatment (Shea & Possingham 2000) and appear different empirically (this study), we analysed data on population growth only from the end of the first year onwards. Plotting the natural log of the population size against time showed a roughly linear relationship for most colonies after the first year, suggesting that the assumption of exponential growth was probably justified as a first approximation (Fig. 2).

Results of fitting exponential models to the individual

---

Table 4. Yearly estimates of probability of extinction due to natural extinction and site destruction. Binomial CIs were calculated using SC (Dusoir 1997). When estimating probability of extinction due to site loss, the total number of sites was the number at the start of the given time period. To estimate natural extinction, the appropriate total number of sites is the number that were still extant at the start of the time period, less the number that were lost due to site destruction during that time period. Note also that a given site may be counted twice if it first suffers natural extinction and is then subsequently lost due to site destruction.

<table>
<thead>
<tr>
<th>To end of year</th>
<th>Probability of natural extinction</th>
<th>95% Binomial CI</th>
<th>Probability of site loss</th>
<th>95% Binomial CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.44</td>
<td>0.30–0.59</td>
<td>0.09</td>
<td>0.09–0.20</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>0.00–0.19</td>
<td>0.08</td>
<td>0.02–0.19</td>
</tr>
<tr>
<td>3</td>
<td>0.04</td>
<td>0.00–0.20</td>
<td>0.09</td>
<td>0.02–0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00–0.12</td>
<td>0.05</td>
<td>0.01–0.16</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.00–0.12</td>
<td>0.05</td>
<td>0.01–0.17</td>
</tr>
</tbody>
</table>
colonies are given in Table 5. The lack of statistical significance in many cases is due almost certainly to the small sample sizes as well as the presence of significant residual variation (see below). While residual variation was large, patterns of residuals suggested the assumption of an underlying exponential relationship appeared justified and alternative models provided a noticeably poorer fit.

The next level of analysis in the hierarchical design adopted here involved examining the possible effect of release size on the coefficients of the exponential models fitted in the first level of the analysis (Table 6). Both $\gamma_0$ and $\gamma_1$ were not significantly different from zero, indicating that there was no significant effect of release size on the demographic behaviour of colonies either in terms of the intercept (that is, the size of the colony after one year) or the slope of the fitted exponential model (that is, the rate of growth of the colony). Rather, the analysis indicates an average behaviour of colonies unrelated to release size such that:

$$\ln(\hat{y}) = 3.292 + 0.432(t)$$  \hspace{1cm} \text{eqn 5}

Examination of the table of variance components showed that there was significant variation between colonies in the location of the intercept ($\beta_0$), but not in

Fig. 2. Population growth of each release size over time. Only releases for which there are uninterrupted data are shown.
Table 5. Coefficients of exponential growth models fitted to each colony individually and grouped by intended release size. Regression was carried out in SPSS and is identical to that in the first level of analysis in HLM (Raudenbush et al. 2000). The regression was conducted in two packages as HLM does not give significance probabilities.

<table>
<thead>
<tr>
<th>Intended release size</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$F$</th>
<th>$P$</th>
<th>$R^2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.74</td>
<td>1.09</td>
<td>9.7</td>
<td>0.05</td>
<td>69</td>
</tr>
<tr>
<td>4</td>
<td>4.98</td>
<td>0.25</td>
<td>3.1</td>
<td>0.22</td>
<td>41</td>
</tr>
<tr>
<td>10</td>
<td>1.18</td>
<td>1.46</td>
<td>1.4</td>
<td>0.45</td>
<td>16</td>
</tr>
<tr>
<td>30</td>
<td>4.92</td>
<td>0.21</td>
<td>0.04</td>
<td>0.66</td>
<td>NA</td>
</tr>
<tr>
<td>30</td>
<td>4.06</td>
<td>0.43</td>
<td>1.0</td>
<td>0.42</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>3.90</td>
<td>1.95</td>
<td>8.5</td>
<td>0.21</td>
<td>79</td>
</tr>
<tr>
<td>4.92</td>
<td>0.21</td>
<td>0.04</td>
<td>0.66</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1-20</td>
<td>0.70</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>90</td>
<td>-0.46</td>
<td>1.84</td>
<td>2.9</td>
<td>0.34</td>
<td>49</td>
</tr>
<tr>
<td>30</td>
<td>1.30</td>
<td>1.46</td>
<td>203.3</td>
<td>&lt;0.01</td>
<td>98</td>
</tr>
<tr>
<td>10</td>
<td>4.79</td>
<td>0.87</td>
<td>9.8</td>
<td>0.05</td>
<td>69</td>
</tr>
<tr>
<td>30</td>
<td>3.83</td>
<td>-0.51</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>30</td>
<td>5.19</td>
<td>-0.06</td>
<td>-0.1</td>
<td>0.94</td>
<td>NA</td>
</tr>
<tr>
<td>30</td>
<td>3.78</td>
<td>1.47</td>
<td>4.9</td>
<td>0.27</td>
<td>66</td>
</tr>
<tr>
<td>2.25</td>
<td>1.36</td>
<td>5.0</td>
<td>0.27</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>4.45</td>
<td>1.01</td>
<td>9.26</td>
<td>0.06</td>
<td>67</td>
</tr>
<tr>
<td>3.57</td>
<td>0.66</td>
<td>2.3</td>
<td>0.23</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Results of fitting a hierarchical linear model based on a structure of colonies nested in intended release size; relationships between the coefficients are given in eqns 2, 3 and 4 in the Methods.

<table>
<thead>
<tr>
<th>Fixed effect</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>$t$</th>
<th>Approx. d.f.</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>For $\beta_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>3.292</td>
<td>0.457</td>
<td>7.21</td>
<td>18</td>
<td>0.000</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.002</td>
<td>0.003</td>
<td>0.60</td>
<td>68</td>
<td>0.553</td>
</tr>
<tr>
<td>For $\beta_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>0.432</td>
<td>0.139</td>
<td>3.11</td>
<td>18</td>
<td>0.007</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.002</td>
<td>0.001</td>
<td>1.60</td>
<td>18</td>
<td>0.126</td>
</tr>
</tbody>
</table>

Table 7. Variance components indicating the relative degree of variation explained by the stated effects between colonies. Rows 1 and 2 show the influence of variation in the coefficients of the exponential models fitted to the data while row 3 indicates the extent of residual variation remaining in the population growth data after the models were fitted.

<table>
<thead>
<tr>
<th>Effect of variation in</th>
<th>Variance component</th>
<th>d.f.</th>
<th>$\chi^2$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>1.248</td>
<td>18</td>
<td>36.5</td>
<td>0.006</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.156</td>
<td>18</td>
<td>20.68</td>
<td>0.295</td>
</tr>
<tr>
<td>Residual</td>
<td>1.094</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Our experiment provides four important pieces of information regarding the invasion behaviour of broom psyllids. First, release size was related positively to the probability of establishment, but only during the first year in the field. While the vast majority of natural extinctions occurred during the first year, a colony that survived the first year was highly likely to survive throughout the experiment, providing its site was not destroyed. Secondly, population size decreased the year after release and increased thereafter. Thirdly, population growth was not related to original release size. Finally, the data indicate that one year of monitoring of field sites might suffice for this species. In this section we discuss the main findings of the study with respect to the establishment, persistence and population dynamics of the broom psyllid in the field, and we end by considering the implications of our results for invasion ecology.

Colonization Probability

While there are records of biocontrol agents establishing from very small numbers, for example Cameron et al. (1993), Grevstad (1999b) and Memmott et al. (1998), these have usually been considered rare events. Here, however, 20% of the releases of two, and 40% of the releases of four psyllids established and 20% of each persisted until the end of the experiment (Table 2). This suggests that small releases may have a higher probability of establishment than is usually assumed. However, while these initially seem very small release sizes, the female broom psyllid has an average fecundity of 93 eggs (Waloff 1968). Thus, providing she is mated and lives long enough to oviposit, each female psyllid may be viewed more realistically as 93 potential insects. A single female was the founder of one of the successful establishments (Fig. 2a, Table 1), a phenomenon also reported by Grevstad (1999b).
simply go extinct. Predation and population size may interact, further complicating the picture.

At least three explanations can account for the low reproductive rate in the psyllids during their first year. First, the reproductive rate could be low in the first generation and high thereafter. This could occur, for example, if the insects are affected by handling during the release process. While there were handling effects in our releases, in that some psyllids died in transit by becoming caught in the folds of the transport container, those that did not die appeared healthy. However, the possibility remains that they laid eggs in the bouquet prior to release, thereby depleting their egg reserves. Secondly \( \alpha \) could be low in the first generation and increase slowly thereafter. Many reciprocal transplant experiments show that the individual host plant from which the herbivore was taken, provides the best environment for that insect (Edmunds & Alstad 1978; Karban 1989). Given that broom lives for an average of 10–15 years (Waloff 1968) there is an average of 10–15 generations of psyllids on the same plant, which may provide time for local adaptation, assuming they stay on the same bush. Finally, \( \lambda \) could vary with the initial size of release due to Allee effects and other demographic and stochastic effects on small populations. In contrast to our results with broom psyllids, different-sized releases of crickets (Berggren 2001) failed to show lowered reproductive rate during their first year in the field, possibly because the sexes can communicate acoustically over relatively large distances, thereby reducing the size of an Allee effect.

Richter-Dyn & Goel (1972) suggest that there is likely to be a crucial propagule size that greatly increases colonization success. This critical propagule size is likely to differ from species to species. For example, for psyllids, a release of 90 insects has a probability of establishment of 80% (Table 2) whereas for gorse thrips, a release of 90 insects has a probability of 59% (Table 2). Hence, there is likely to differ from species to species. For example, conservation releases of captive bred or translocated endangered species will only be made into protected habitats where site destruction is hopefully a rare occurrence. Similarly, biocontrol agents released against environmental weeds should not face a large site destruction problem either. The problem of site loss is particularly problematic for broom psyllids and other insects that are confined to their host plant for an extended period. Psyllids remain inside broom stems for about 10 months and while protected from natural predators during this period, they have no defence against a farmer armed with a chainsaw, herbicide or a bulldozer. During the first year, particularly, the entire colony is effectively trapped inside, and dependent upon, a small number of broom bushes.

**EXTINCTION PROBABILITY**

The probability of natural extinction reduced steeply over the five psyllid generations, a similar result to that seen by Grevstad (1999b) working with three generations of beetles in Central New York State, USA. In contrast to Grevstad’s results, however, we found some evidence for a minimum viable size above which the psyllid colonies were highly likely to establish. All the largest release size \( (n = 270) \) survived the duration of the experiment, provided that their site was not destroyed. However, even this release size is unlikely to guarantee establishment given the variation present in population sizes between the different sites. Interestingly, while it survived the experiment, one of our large releases does appear to be struggling (Fig. 2f) and ended the experiment with a much smaller population size than some of the smaller releases (e.g. Fig. 2e).

Thus, it is not possible to state that a large colony will have a large population after 1 year or have a fast population growth rate, even though it is more likely to survive the first year.

**PREDICTION OF MEDIUM TERM POPULATION GROWTH**

There is considerable anecdotal evidence from biocontrol practitioners and invasion ecologists that both deliberately and accidentally introduced alien organisms have a long lag time before they ‘suddenly’ become very abundant. The data sets presented here provide some of the most rigorously quantified lag times to date. Although the raw data (Fig. 3) appear to show that small releases are simply surviving with no obvious sign of becoming abundant, it is clear from the log data (Fig. 2) and our analysis that they are increasing in numbers at the same rate as the larger releases. Obviously these small releases will take longer to reach a given population size because they are starting from a much lower level. However, the important point is that considering population size per se is not that useful; rather it is the annual rate of change that provides the information on an alien’s potential to become an
abundant species. An increase from two, to six, to 45 psyllids (Fig. 2a) would be difficult to spot in the field, let alone use as an indicator of population persistence. In population dynamic terms, however, the fourfold increase (Fig. 2a) hidden in the lag phase (Fig. 3a) suggests that in a further 4 years, more than 8000 psyllids may be present at the site.

Crooks & Soule (1996) describe three categories of lag: (1) inherent lags caused by the nature of population growth per se; (2) environmental lags caused by changes (i.e. improvements) in ecological conditions that favour the alien; and (3) genetic lags caused by a relative lack of fitness of the alien in the novel environment. These three types of lag each come with different predicted patterns of population dynamics: inherent lags will be seen as a population simply taking time to build up to a visible size; environmental lags will be apparent, as the alien will show a sudden increase in abundance as the environment becomes more suitable; and genetic lags should be influenced by population size, as there is a positive feedback between population size and rates of genetic adaptation (Crooks & Soule 1996). It is possible that conditions for the psyllids did improve during the second year in the field, as a sudden increase in abundance was seen. However, this improvement in conditions must have been over a large scale as psyllids 200 km apart showed the same response and it is not obvious what accounted for this.

Fig. 3. Number of psyllids recaptured each year of the experiment for the different release sizes.

improvement in conditions. A genetic lag is not likely either as, if anything, there was a slight negative feedback between population size and growth rate. This leaves inherent lags caused by the nature of population growth as a probable explanation for our data. A simple model using the same growth rate and a range of propagule sizes shows that a small population will reach the same size (upper limit), but will take longer to get there, making small populations appear to be in a lag phase (Fig. 4).

In all except three of the successful introductions, there was a decrease in abundance during their first year in the field. Both Grevstad (1999b) and Memmott et al. (1998) also report this effect for beetles and thrips. Moreover, there is considerable anecdotal evidence that biocontrol introductions decline in abundance before increasing slowly in numbers. As discussed earlier, this decrease in numbers makes it more likely that the smaller releases will go extinct.

Conclusion and implications for invasion ecology

Under natural conditions, repeated small invasions are probably far more likely to occur than single large invasions. For example, the repeated invasion of one or two individual psyllids on imported plants in the horticultural trade is far more likely both to occur, and to escape notice, than a single invasion of a thousand psyllids. The fact that these very small releases can have a surprisingly high probability of establishment means that biologists and biosecurity officers cannot be sanguine about small invasions. If they survive the first year, their chance of persistence is exactly the same as for large releases, and experience shows that it is ‘virtually impossible to extirpate an exotic once it has achieved its explosive growth phase’ (Crooks & Soule 1996).
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